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As a way of solving physical problems with important features at multiple scales, multiscale modeling is widely used in engineering, physics, meteorology, computer science and so forth. Multiscale simulation is to be attempted by using a combination of Molecular Dynamics (MD) and Direct Simulation Monte Carlo (DSMC) and which represent micro- and meso-scale in dimension, respectively.

In this thesis, we introduce two different projects in different scales. In the first project, we study the physical and thermodynamic properties of crystals with defects. In particular, vacancies and their effects to the materials are our interest. Etomica, which is a Java-based open source package, is used to simulate atom-based crystals of interest. A statistical ensemble method, which was developed by Pronk and Frenkel for monovacancy, has been modified to calculate different degree of vacancies. In the second project, we try to solve the problems in a fluid flow with the DSMC algorithm which is widely used in a rarefied gas. A modified DSMC method is attempted to obtain correct transport properties in a gas flow to create a new equation of state for a real gas. In this regard, this work contains two creative points. The first is that one can control to study the degree of vacancy from mono-to-poly so that the extreme case of void in crystal can be studied properly. The second is to break the traditional inconsistency that DSMC yields transport properties for a real gas yet has an ideal gas equation of state, so that it recovers the exact hard sphere (HS) equation of state.
Chapter 1 Introduction

1.1 Molecular Dynamics

Molecular dynamics (MD) is a principal tool for molecular simulation studies. MD requires atoms and molecules to interact for a period of time by approximations of known physical principles or laws, giving view of the motion of the particles.

In general molecular systems contain a huge number of particles, it is often impossible to calculate the properties of such complex systems analytically. When the number of interacting particles is larger than two, the result is a chaotic motion [1-5], which is related to n-body problem. MD simulation circumvents the analytical intractability by using numerical methods. It represents an interface between laboratory experiments and theory, and can be understood as a "virtual experiment". MD probes the relationship between molecular structure, movement and function.

In many aspects, MD simulations are similar to real experiments in terms of actual setting. It follows the same approach as what is used in real experiments. First, we prepare a sample: we select a model system, which consists of $N$ particles and we solve Newton’s equations of motion by such as Velocity-Verlet, Predictor-Corrector, etc. for this system until the expected properties of the system do not change much with time. After the system reaches equilibrium, we perform the actual measurement. To measure an observable quantity in a MD simulation, first of all expression of this observable is required as a function of positions and momenta of particles in the system [6].
1.2 Language for Scientific Computing

The FORTRAN language emerges in 1957. Traditionally it has been used for the solution of large scientific problems together with BASIC. They are inappropriate for structured programming and have a low readability to common audience. In recent years Object Oriented Programming (OOP) [7-9] has emerged as the most preferable computational technique in software industry due to its more realistic structure of data storage, portability, and code maintainability and reusability. Thus, C++ [10, 11] and Java [12-14] become the mainstream tools for large program or application development for most programmers.

The choice between Java and C++ is subtle. Java dates back to 1990s. Java as a closest to human language is a pure Object Oriented (OO) language, and everything it does has to be related to objects. It has been chosen by a lot of programmers for its simplicity, excellent usability, applicability for multithreaded programming and fairly powerful capability at Graphical User Interface (GUI). In spite of its virtues, Java program often runs slower compared to C++, and lacks pointers, which makes the programmer difficult to allocate and track the memory effectively. C++, however, is a free-form and general-purpose language. Although it is considered as a middle-level language as it comprises a combination of both high-level and low-level language features (i.e. the extension of C language inherits lots of characteristics from C), C++ is still very good at classes, virtual functions [15], operator overloading [16], multiple inheritance [17], templates and exception handling [18]. Despite its complexity C++ is a more efficient language
compared to Java in term of speed. In a word, the choice of programming language depends on demand. If the programmer needs graphics with a slower simulation run, Java is recommended. Without reason for the graphics, C++ should be a better choice. In our case, we use C++ for DSMC flow project and Java for Polyvacancy one.

1.3 Etomica

Etomica [19-22], developed by Prof. David Kofke and his group at the state university of New York at Buffalo, is a Java API (Application Programming Interface) and development environment for construction and implementation of molecular simulations. It is a GUI designed to provide point-and-click access to the simulation tools contained in the Molecular Simulation API. The API is a set of classes that can be employed to construct a molecular simulation in Java. Simulations may be constructed with them by programming in Java with a text editor, or by using the Etomica development environment. The development environment provides a graphical interface for constructing, running, and saving simulations based on the API. The Etomica environment provides for dynamic modification and interrogation of the simulation, while it is in progress [23]. The Etomica GUI has a lot of benefits. It provides the user with a number of functions. First and foremost, its environment empowers the users with a way to interact with Molecular Simulation API without having too much experience or knowledge of Java programming. Second, by having a GUI that allows real time modification of simulation conditions, users can steer simulations effectively in response to observations made while they are running. Finally, the Etomica supplies the users an
image of the results from the simulation. This gives users visual feedback that complement the usual simple logs of data. This feedback (e.g. clustering of molecules, inflection points in graphs), as well as, outlier in data become visibly apparent almost immediately before lengthy data analysis starts [24].

1.4 Monte Carlo

Monte Carlo (MC) [25-29] is another principal tool for molecular simulation, which uses probabilistic simulation method. Unlike MD, MC requires random numbers to be generated to obtain the simulation results.

After the world’s first computer ENIAC [30-32] was invented in 1946, Polish-American mathematician Stan Ulam along with many other scientists was duly impressed by its speed and versatility. However, Stan’s extensive mathematical background made him aware that statistical sampling techniques had fallen into desuetude because of the length and tediousness of the calculations. But with this miraculous development of the ENIAC—along with the applications Stan must have been pondering—it occurred to him that statistical techniques should be resuscitated, and he discussed this idea with von Neumann. Thus was triggered the spark that led to the Monte Carlo method [33].

In the early 1950s, electronic computers were no longer predominantly used in military. It was partially used in other fields and this was the beginning of the discipline of computer simulation. When the Los Alamos MANIAC [6] became operational in March 1952, Metropolis was interested in having as broad a spectrum of problems as possible
tried on the machine, in order to evaluate its logical structure and demonstrate the capabilities of the machine.

Metropolis used the idea of underlying matrix of Markov chain [26, 34-37] in his algorithm, which merely contained two stages. This became the world’s first Monte Carlo (MC) algorithm and it set up the foundations for subsequent Monte Carlo research. Nowadays, Monte Carlo is widely used in lots of areas, such as physical sciences, designs and visuals, finance and business, telecommunications, games, mathematics and so forth [38-42].

MC methods are a class of computational algorithms, which rely on repeated random samplings to calculate the required results. It is frequently used in simulating physical and mathematical systems. Because of their reliance on repeated computation of random or pseudo-random numbers, the quality of random number is very important. These algorithms are most suitable for calculation by a computer and tend to be used when it is infeasible or impossible to compute an exact result with a deterministic algorithm. In the MC method, it often requires calculate the average number, so sampling technique is very important.

1.5 An Introduction to Direct Simulation Monte Carlo

The primary concern of computational fluid dynamics (CFD) is the development and application of numerical recipes to solve the partial differential equations (PDE) in fluid mechanics [43]. These equations, most notably the Navier-Stokes and Euler equations,
describe Newtonian fluids, for instance, gases and simple liquids, over a wide range of conditions. Although very useful, the continuum description of a fluid has its limit. For example, the flow of a dilute gas requires a kinetic-theory description [44]. Furthermore, Boltzmann equation is a highly nonlinear integro-differential equation and it is quite difficult to obtain an analytical solution. Under such circumstances, various specialized methods for stimulating such flows have been developed.

The direct simulation Monte Carlo (DSMC) method was proposed by Prof. Graeme Bird [45-47], emeritus professor of aeronautics, university of Sydney. DSMC uses probabilistic (i.e. MC) simulation to solve the Boltzmann equation [48-52] for finite Knudsen number fluid flows. It is identical to the Boltzmann equation in nature and usually comprises four subroutines: move, sort, collide and sample. The move subroutine is just to move all the particles to new positions according to their old positions and velocities; the sort subroutine is to sort all the particles in different cells which are already divided before the program starts, and build cross index between particles and cells; the collide subroutine is to make the particles collide within each cell, and it is equivalent to the collision term in the Boltzmann equation; the sample subroutine is to sample all the required data according to statistical methods.

Since its first non-trivial application in 1964, the DSMC method has become one of the standard and reliable approaches to rarefied gas flow problems [53]. Its simulation has been extensively adopted to evaluate the macroscopic characteristics of rarefied gas flows [54].
1.6 Motivation and Objectives

The DSMC algorithm is essentially a particle-based, Lagrangian numerical scheme for solving time-dependent, nonlinear Boltzmann equation for hard sphere (HS) model in dilute gas regime. This scheme resembles MD’s particle interaction, but differs in that DSMC generates stochastic collisions within each predetermined cell with rates and probabilities calculated from the kinetic theory. However, DSMC confronts with inconsistency, i.e. it results in transport properties for a dilute HS gas with diameter $\sigma$ while it obtains ideal gas equation of state (EOS) which implies $\sigma=0$. In its original formulation, DSMC was restricted to dilute gases, yielding only an ideal gas equation of state (EOS) [55]. Some modifications are made to DSMC by Alexander et al [56]. They summarized the DSMC algorithm as two steps of advection and collision. During the advection step, they added a displacement term in order to obtain the exact hard sphere EOS at all densities. This leads to consistent thermodynamic and transport properties in the low density regime. This consistent Boltzmann algorithm (CBA) removes the previous inconsistency of the traditional DSMC and runs faster than MD at low and moderate densities, and recovers HS equation of state to some extent [56]. Nevertheless, the transport properties (i.e. shear viscosity and self-diffusion) obtained at high densities have large discrepancies from the Enskog theory. Therefore, we try to construct an additional term in DSMC to make it consistent with the Enskog theory even at high densities.

In terms of vacancy research, our focus is to build a right passage to study individual high order vacancy in crystal. So far, mono-and divacancy were successfully studied by using
Pronk and Frenkel’s method [6], but not for polyvacancy, which is the origin of void development. This is mostly because polyvacancy concentration in crystal is very low. In this thesis, we extend their approach to tri- and higher order of vacancy. We attempt to figure out the thermodynamic properties of the vacancies, develop the method to calculate them easily by knowing their movement and behavior, and grasp the effect of the vacancies to solid properties and phase variation. Finally, determination of the criteria of the smallest void is followed in the course work with study of the role of high order vacancies for creation and propagation crack.
Chapter 2 Fundamentals of Polyvacancy

2.1 Solid defects

A perfect crystal is a crystal with all particles located in their respective sites and orientation throughout the crystalline material without any defects. However, it does not exist in nature. Real crystals always contain defects, which affect their properties. These imperfections, in many situations, may result from deformation and lattice mismatch of the solid, rapid cooling from high temperature, high-energy radiation (i.e. X-ray or neutrons) striking the solid and etc. From a thermodynamic point of view, solid defects are the results of thermodynamic equilibrium contributed by the increase in entropy $TS$ term of the Gibb's free energy:

$$\Delta G = \Delta H - TS, \quad (2.1)$$

and there are four main types of solid defects: point defects, line defects, plane defects and volume defects. These defects have great influence on the electrical and mechanical properties of crystalline materials.

2.1.1 Point defect

A point defect [57-59] is an empty site, in which an atom does not exist. The point defect has several types, which mainly stand for vacancies, interstitials and impurities. They
may be introduced initially in the crystal growth process, by thermal or mechanical stress into the crystal or as the result of radiation, or electric current, etc. A typical vacancy in 2D plane is shown in Fig. 2.1. The vacancies are observed to move around in solid materials and this phenomenon is known as vacancy diffusion, in which one of the particles surrounding the vacant lattice site exchanges places with a vacancy, resulting in the movement of vacancy observed under microscopic view [60, 61]. By successive jump of atoms into vacant sites, it is possible for a vacancy to move within the crystal, thus it plays an important role in diffusion of atoms through the lattice.

Another type of point defect is interstitial as shown in Fig. 2.2. It is possible for some atoms to fall into the interstitial space between lattice positions, which are not occupied by other atoms. Interstitials usually tend to push surrounding atoms apart and produce distortion of the lattice plane. Interstitial atoms may be caused by severe local distortion during plastic deformation or irradiation. Interstitial particles in solid mixture can easily diffuse through crystal structure via vacant space among the particles.
An impurity is the substitution of a regular atom with another type of atom that does not normally occupy that lattice site as shown in Fig. 2.3. The atom may come from within the crystal, (e.g. a chlorine atom on a sodium site in NaCl crystal) or from the addition of impure chemicals.
2.1.2 Other kinds of defects

Line defects, one-dimensional defects, are associated primarily with mechanical deformation [62]. Line defects are also known as the dislocation. It occurs when slips in the crystal plane are caused by an external force. There are various types of plane defects, including twin boundary, grain boundary and tilt boundary. Twin boundary, a highly symmetrical discontinuity in structure, separates two crystalline regions, which are structurally mirror images of each other. Grain boundary is the interface between two adjacent single crystals or grains, which have different orientations. It disrupts the motion of dislocations in material. Tilt boundary is caused when two adjacent grains are tilted. Volume defects are three-dimensional. This defect is much larger than the above-mentioned defects. Most defects usually affect the periodicity of crystal over a certain range of distances from the defect. Nonetheless, local property of materials could be strengthened or weakened by defects.

2.2 Ensemble

In statistical mechanics, the ensemble is an idealization consisting of a large number of replicas of a small system, each of which represents a possible state, that the real system might be in. There are several ensembles, such as canonical, microcanonical, grand canonical, isothermal-isobaric, isoenthalpic-isobaric ensembles and etc. Since vacancies in crystals affect to vary the empty lattice sites and the number of particles in the system, the grand-canonical ensemble is a suitable choice to work along with isothermal-isobaric
ensemble to set up the statistical mechanical description on the thermodynamic properties of crystal with point defects.

2.2.1 Grand canonical ensemble

The grand canonical ensemble is an imaginary collection of identical systems, where each system is in equilibrium with an external reservoir with respect to both particle and energy. It is an extension of canonical ensemble. In this ensemble, chemical potential $\mu$, volume $V$ and temperature $T$ are fixed so that the number of particles, pressure, and energy are fluctuated. It is used in open systems.

2.2.2 Isothermal-isobaric ensemble

The isothermal-isobaric ensemble is a statistical mechanical ensemble that maintains $N$, temperature $T$ and pressure $P$ as constants. NPT ensemble is of importance generally as in laboratory systems or real life where the mass, temperature and pressure are easily measured and are usually assumed as closed systems with mass, temperature and pressure held constant.
2.3 Structure of crystalline materials

The structure and properties of materials are determined mainly by its constituent chemical elements and the path of manufacturing process. Scientists have made a lot of attempts to understand the basics of materials by relating the particle structures and manufacturing process through thermodynamic laws. Solid materials are made up of atoms, molecules or ions, particles in general, differing in packing arrangements [63]. Solid can be classified as crystalline and non-crystalline materials according to material science. Properties of some materials are directly related to the positioning of particles [64].

In crystalline materials, particles are located at lattice points, which are the regular periodic three dimensional arrays of points in space. A crystal structure is formed when particles pack themselves in repetitive 3D lattice position. The crystal structure can be divided into small repeat units known as the unit cell, which is the most basic pattern of crystal. Types of crystals can be classified by their type of the unit cell, examples being body-centred crystal (BCC), face-centred crystal (FCC) and hexagonal close packed crystals (HCP), as shown from Fig. 2.4 to Fig. 2.6, respectively.
Fig. 2.4 Body-Centred Cubic[65]

Fig. 2.5 Face-Centred Cubic[65]

Fig. 2.6 Hexagonal close packed[65]
The type of unit cell is usually related to the material strength and ductility. For instance, FCC metals like aluminum, copper, and lead have lower strength but higher ductility [65]. HCP metals like magnesium and zinc tend to be less ductile than FCC metals [66].

2.4 Number of vacancies

Most vacancy-related research focuses on monovacancy or divacancy. Note that divacancy is composed of monovacancy and adjacent monovacancy. As the number of vacancy order increases, the number of arrangement of vacant sites in vacancy cluster increase but the concentration decreases. The number of vacancy cluster configurations can be counted through simulations considering all the possible vacancy combinations. Table 2.1 presents the number of configurations in a vacancy cluster for four different crystal structures.

<table>
<thead>
<tr>
<th>Crystal Type</th>
<th>SC</th>
<th>BCC</th>
<th>FCC</th>
<th>HCP</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>9</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
<td>12</td>
<td>20</td>
<td>57</td>
</tr>
<tr>
<td>5</td>
<td>23</td>
<td>61</td>
<td>131</td>
<td>458</td>
</tr>
</tbody>
</table>

Note: $N$ refers to the number of vacancies in a vacancy cluster. SC, simple cubic; BCC, body-centered cubic; FCC, face-centered cubic; HCP, hexagonal close-packed.
In some simulations, more than one type of vacancy is simulated. For example, Bennett and Alder simulated the system of 5 monovacancies, where each vacancy can diffuse and merge into different types of clusters[68]. Therefore, at any point of time, there might be 5 monovacancies, 2 monovacancies and a trivacancy, or a divacancy and a trivacancy etc.

2.5 Wigner-Seitz cell

The Wigner-Seitz (WS) cell is a geometrical construction used in the study of crystals. As an intrinsic nature, the WS cell around a lattice point is defined as the locus of points in space that are closer to that lattice point than to any other lattice points. In order to construct the WS cell, we have to first pick up a lattice point, then draw the lines to all nearest lattice points, and draw the perpendicular bisector planes of these lines. The volume enclosed by these planes is called the WS cell as shown is Fig. 2.7.

![Fig. 2.7 The construction of Wigner-Seitz cells](image)
The WS cell represents the volume, within which a particle is confined, and is related to the probability of the microstate, in which a particle is contained in a certain volume. The larger the volume of the WS cell, the greater the probability, and in turn the greater the entropy of the particle, which results in low free energy.

2.6 Single Occupancy Cell Method

The Single Occupancy Cell (SOC) method is used to confine the movement of particles within a cell around their lattice sites. If the constraints are not imposed, the lattice sites are consistent with the average position of the particles. If the density is high enough, SOC method will not have effect on the result of the predicted crystal properties. The SOC constraint was applied throughout our simulations. This ensures that the lattice retained its structure at all densities, and prevented the diffusion of vacancies for the appropriate track of individual vacancies.
Chapter 3 Kinetic Theory

Gases can be studied by either small scale movement of individual molecules or large scale action of the gas as a whole. We can directly measure the large scale action of the gas. But in order to the study microscopic action of each individual molecule, we have to use a theoretical method. The kinetic theory of gases was the first successful theory explaining the macroscopic irreversibility through a statistical point of view. It assumes that the size of molecules is very small relative to the distance between them. The molecules are in frequent motion and constantly collide with each other and with walls of the container they reside in. An individual molecule possesses the basic physical properties like mass, energy and momentum. The density of a gas is just the sum of the mass of the molecules divided by the volume. The pressure is a measure of the rate of change of momentum of the molecules. As the particles collide with the walls of a container, the molecules transfer momentum on the walls, yielding a force, which could be measured. The pressure we need is statistically the total force of all the molecules divided by the area. The temperature is a measurement of the mean kinetic energy of the gas. The molecules are in continuous random motion, and there is an energy, \( \frac{1}{2}mv^2 \), associated with that motion.
3.1 Basic Concepts

We introduce the definitions of some basic concepts in the kinetic theory such as mean free path, collision interval, Knudsen number, Boltzmann equation, etc. These concepts will be use in Section 5.1.

3.1.1 The Hard Sphere Model

The hard sphere (HS) model is widely used as modeling particles in the statistical mechanical theory of fluids. HS is defined as impenetrable sphere that cannot overlap with each other in space. They imitate the extremely strong repulsion that atoms and spherical molecules experienced at a contact distance. Particles of HS of diameter $d$ follow the interaction potential of the following pairwise function:

$$V(r_1, r_2) = \begin{cases} 0 & \text{if } |r_1 - r_2| \geq d \\ \infty & \text{if } |r_1 - r_2| < d \end{cases}$$  \hspace{1cm} (3.1)

where $V(r_1, r_2)$ denotes the potential of the two particles, and $r_1$ and $r_2$ denote the position vectors of the two particles. When two particles with diameter $d_1$ and $d_2$ collide, the radius of the effective collision area is $r = (d_1 + d_2)/2$, and the total collision cross section is

$$\sigma_T = \pi r^2.$$  \hspace{1cm} (3.2)

The collision cross section is shown in Fig. 3.1.
3.1.2 Mean Free Path

One of the basic concepts in the kinetic theory is the mean free path, which is the smallest length scale for describing molecular motion. It is defined as the average distance traveled by a molecule between two successive collisions. For accurate calculation, we imagine a thought experiment where in a collisional tube a molecule of diameter $d$ and velocity $v$ travels through a sea of other molecules. (See Fig. 3.2)
We suppose that molecules are identical. During time $t$ this particle will sweep a volume $\pi d^2 \tilde{v}t$. If we ignore collisions involving more than two molecules (it proves to be feasible, see the Grad-Boltzmann limit at section 3.1.6), the rest collisions will be the binary collision between this molecule and the rest molecules that it meets during its travel, i.e., the estimated number of collisions in time $t$ is number of gas molecules inside this volume: $n_v \pi d^2 \tilde{v}t$, where $n_v$ is the number density of the particles. The distance traveled by the molecule is $\tilde{v}t$. Then we can compute the mean free path $\lambda$ according to the definition as

$$\lambda = \frac{\tilde{v}t}{n_v \pi d^2 \tilde{v}t} = \frac{1}{n_v \pi d^2}.$$  

(3.3)

The problem with this expression is that the average molecular velocity is used, but it ignores that the target molecules are also moving. The frequency of collisions depends upon the average relative velocity of the randomly moving molecules. What is needed is the average relative velocity, and the calculation of that velocity from the molecular speed distribution yields the result, thus the average relative velocity is

$$\bar{v}_{rel} = \sqrt{2} v,$$  

(3.4)

which revises the expression for the effective volume swept out in time $t$ as $\sqrt{2} n_v \pi d^2 \tilde{v}t$. The resulting mean free path is then

$$\lambda = \frac{1}{\sqrt{2} n_v \pi d^2}.$$  

(3.5)


3.1.3 Mach Number

Mach number is defined as the ratio of the speed of object moving through any substance to the speed of sound traveled in that substance. It is usually used to represent an object’s relative speed (i.e. such as space shuttle or missile) to sound’s speed. Its formulation is expressed as follows:

\[ Ma = \frac{v_o}{v_s} \]  

(3.6)

where \( Ma \) is the Mach number, \( v_o \) is the velocity of object (relative to the medium), and \( v_s \) is the velocity of sound in the medium. Especially, the speed of sound is expressed as follows:

\[ v_s = \sqrt{\frac{\gamma k_B T}{m}}, \]  

(3.7)

where \( \gamma \) is the adiabatic index, the ratio of specific heat of a gas at constant pressure to specific heat at constant volume \((C_p/C_v)\), \( k_B \) is the Boltzmann constant, \( T \) is the absolute temperature in Kelvin, and \( m \) is the mass of a single molecule.

3.1.4 Collision Interval [69]

The collision interval is defined as the average time spent between two successive collisions, in terms of the mean molecular velocity \( \bar{\xi} = \sqrt{2k_B T/m} \) as:

...
where $\nu$ denotes the kinematic viscosity. The collision interval $\tau$ represents the smallest time scale present in the kinetic theory, and $\nu_s$ represents the isentropic sound speed.

### 3.1.5 Knudsen Number

Knudsen number is a number used to describe the flow of a low density gas, equal to the ratio of the mean free path to the characteristic length, such as boundary layer thickness, or apparatus dimension. It can be expressed as:

$$Kn = \frac{\lambda}{L},$$  \hspace{1cm} (3.9)

where $L$ denotes the characteristic length. Knudsen number is commonly used to describe the extent to which the gas behave like a collection of independent particles (i.e. free-molecule regime, Knudsen number much larger than unity) or like a viscous fluid (i.e. continuous regime, Knudsen number much smaller than unity). Intermediate regimes are termed as transition region, and slip flow region. The Knudsen number defines the importance of the molecular time scale. The definition in terms of time scales is

$$Kn = \frac{\tau_s}{L} \sim \frac{\tau\nu_s}{L},$$  \hspace{1cm} (3.10)

Another important expression to relate Knudsen number, Mach number and Reynolds number is
where $Re$ denotes Reynolds number, $Re = \frac{\rho UL}{\mu}$, the ratio of inertial force and viscous force.

\[ Kn = \frac{Ma}{Re} \sqrt{\frac{\gamma \pi}{2}}, \quad (3.11) \]

\[ \text{3.1.6 The Grad-Boltzmann Limit [69]} \]

One of the important assumptions made in the kinetic theory of dilute gases is that only pair collisions are important. The mathematical limit, where this is a valid assumption and the Boltzmann equation holds, is known as Grad-Boltzmann limit. This is defined as the limit when $N$ tends to infinity, $d_m$ tends to zero, $Nd_m^3$ (i.e. the volume occupied by the particles) tends to zero, while $Kn$ (and thus $Nd_m^2$) remains constant. The limit of the volume occupied per particle going to zero, while the mean free path remains constant, gives a quantitative measure for rarefication, and thus a well-defined domain of validity for rarefied gas dynamics. In this limit, one aspect of the intermolecular forces, namely departure from the ideal gas law, disappears while the effect of collisions on the time evolution of the gas remains finite and manifests itself at the macroscopic level as transport coefficients, for instance, viscosity, self-diffusion, thermal conductivity and so forth.
3.2 The Boltzmann Equation

The Boltzmann equation, also known as the Boltzmann transport equation, makes a description of the statistical distribution of one particle in a fluid. It is one of the most important equations in non-equilibrium statistical mechanics, the area of statistical mechanics that deals with systems far from the thermodynamic equilibrium. The Boltzmann equation is used to study how a fluid transports physical quantities such as heat and charge, thus help to derive transport properties such as viscosity, self-diffusion and thermal conductivity. Before introducing the Boltzmann equation, we define $f(x,c,t) \, dx \, dc$ is the probability of finding a molecule in the differential volume $dx \, dc$ about $x$ and $c$. The Boltzmann equation describes a rarefied gas by considering two processes: convection and collision. The equation reads

$$\frac{\partial f}{\partial t} + \frac{\partial f}{\partial x} \cdot c + \frac{\partial f}{\partial c} \cdot m = \frac{\partial f}{\partial t} \big|_{coll} ,$$

where $f$ is the one-particle distribution function, $F$ is the external force exerted on each particle, and $\frac{\partial f}{\partial t} \big|_{coll}$ is the collision term, which describes the effect of binary collisions between particles on the single particle distribution function.

The collision term is the most complicated one in the Boltzmann equation and it mostly treats the binary collision. During the process of a binary collision, independent of the specific intermolecular forces, particles undergo the laws of energy conservation and momentum conservation, which can be expressed in the following equations:
\[ m_1 v_1 + m_2 v_2 = m_1 v_1' + m_2 v_2', \quad (3.13) \]

\[ \frac{1}{2} m_1 v_1^2 + \frac{1}{2} m_2 v_2^2 = \frac{1}{2} m_1 v_1'^2 + \frac{1}{2} m_2 v_2'^2, \quad (3.14) \]

where \( m_1 \) and \( m_2 \) represent the masses of the two particles, \((v_1, v_2)\) represent the pre-collisional velocities and \((v_1', v_2')\) represent the post-collisional velocities. If we assume they have equal mass, Eqs. (3.13) and (3.14) can be simplified as:

\[ v_1 + v_2 = v_1' + v_2', \quad (3.15) \]

\[ v_1^2 + v_2^2 = v_1'^2 + v_2'^2. \quad (3.16) \]

It is obvious that from these two equations there is a complete symmetry between \((v_1, v_2)\) and \((v_1', v_2')\). If \( v_1 \) and \( v_2 \) are given with \( v_1' \) and \( v_2' \) to be determined, we have four equations (i.e. three from Eq. (3.15) because \( v_1 \) and \( v_2 \) are vectors, and one from Eq. (3.16)) with six unknowns. To this end, two more parameters are required to solve these equations. Here we introduce the unit vector \( \alpha \) in the direction of the change in velocity \( v_1 \) and \( \alpha \) as its magnitude

\[ v_1' \cdot \alpha = A. \quad (3.17) \]

In order to eliminate \( A \) and obtain an explicit solution in terms of \( \alpha \), which is the unit vector along the line joining the centers of the particles for spherical particles, substituting Eq. (3.17) into (3.15) gives

\[ v_2' \cdot \alpha = -A. \quad (3.18) \]
Hence we have $v_1 \alpha v_1 + A$ and $v_2 \alpha v_2 - A$. Substitute them into Eq. (3.16),

$$v_1^2 \alpha v_2^2 = (v_1 + A)^2 + (v_2 - A)^2,$$

(3.19)

provided that $A \neq 0$, expansion and simplification of Eq. (3.19) gives

$$A = aV,$$

(3.20)

where

$$V = v_2 - v_1.$$  

(3.21)

By substituting Eq. (3.21) into Eqs. (3.17) and (3.18), we can obtain

$$v'_1 = v_1 + \alpha (\alpha \cdot V),$$

$$v'_2 = v_2 - \alpha (\alpha \cdot V).$$

(3.22)

Our desired solution has finally emerged. However, this parametrization of the solution of Eqs. (3.15) and (3.16) is not a one-to-one relation. The great circle $aV = 0$ corresponds to a single solution (i.e. identity). All other solutions are covered twice, once by each hemisphere $aV < 0$ and $aV > 0$, whereas if we insist on the definition of $\alpha$ as having the direction $v'_i - v_i$, we must have

$$\alpha \cdot V > 0.$$  

(3.23)

This removes the ambiguity and makes the parametrization a one-to-one relation except for $aV = 0$. We remark that Eq. (3.22) represents a linear transformation of the six-space $(v_1, v_2)$ into itself. The inverse transformation can be easily found, thus we have
\[ V' = v_2 a \dot{a} \dot{V} - v_1 - 2 (\ddot{\cdot} V) = -2 (\dddot{\cdot} V), \] (3.24)

from which

\[ a \dot{V} = -\dddot{\cdot} . \] (3.25)

By plugging Eq. (3.25) into (3.22) we find

\[
\begin{align*}
\dot{v}_1 a \dot{a} \dot{V} + (\dddot{\cdot} \dot{V}) \\
\dot{v}_2 a \dot{a} \dot{V} - (\dddot{\cdot} \dot{V}) \\
V' = v_2 - v_1
\end{align*}
\] (3.26)

The Boltzmann equation is used in Chapter 5.

### 3.3 The Chapman-Enskog Theory

In statistical mechanics, the Maxwell–Boltzmann distribution describes particle speeds in gases, where the particles move freely without interacting with one another, except for very brief elastic collisions in which they may exchange momentum and kinetic energy, but do not change their respective states of intramolecular excitation, as a function of the temperature of the system, the mass of the particle, and speed of the particle. It is a probability distribution for the speed of a particle constituting the gas - the magnitude of its velocity vector meaning that for a given temperature, the particle will have a speed selected randomly from the distribution, but is more likely to be within one range of some speeds than others.
The Chapman-Enskog theory [47] provides a type of solution to the Boltzmann equation for a restricted set of problems, in which the distribution function is slightly perturbed from the equilibrium Maxwellian form. It assumes that the distribution function $f$ can be expressed in the form of power series:

$$f = f^{(0)} + \varepsilon_0 f^{(1)} + \varepsilon_0^2 f^{(2)} + ...,$$

(3.27)

where $\varepsilon_0$ is a parameter, which can be regarded as a measure of either the mean collision time or Knudsen number. The first term $f^{(0)}$ is the Maxwellian distribution $f_0$ for an equilibrium gas, thus an alternative form of the expression is

$$f = f_0 (1 + \Phi_1 + \Phi_2 + ...).$$

(3.28)

The equilibrium distribution function constitutes the known first-order solution of this equation and the second order solution requires the determination of the parameter $\Phi_1$.

Solutions of that particular Boltzmann equation is expressed as follows:

$$f = f_0 (1 + \Phi_1),$$

(3.29)

which was obtained by Enskog and Chapman independently, and these equations formulate the subject matter of the classical work by Chapman and Cowling [44]. For a simple gas, $\Phi_1$ depends only on the density, stream velocity and temperature so that the resulting solution constitutes a normal solution of the Boltzmann equation. The Chapman-Enskog theory is used in Section 5.3 and Section 5.4.
3.4 Boundary Conditions

Boundary condition is an important aspect in computational physics. When particles move to the edge of the domain, boundary conditions will be applied. There are three types of common boundary conditions: periodic wall boundary condition, specular wall boundary condition and diffuse wall boundary condition. These will be used in Section 5.1.2.

3.4.1 The Periodic Wall Boundary Condition

The periodic wall boundary condition is the simplest case in all the boundary conditions. Suppose we have a domain \( a \leq x < b \), if a particle moves a distance \( \sigma \) beyond the lower bound of the domain to the position \( x = a - \sigma \), this amounts to the particle moving to the new position \( x = b - \sigma \). Similarly, if a particle moves a distance \( \sigma \) beyond the upper bound of the domain to the position \( x = b + \sigma \), it amounts to the particle moving to the new position \( x = a + \sigma \). All particle velocities remain unchanged.

3.4.2 The Specular Wall Boundary Condition

In the specular wall boundary condition, each particle which reaches the edge of the domain is reflected with perfectly elastic collision dynamics. The kinetic energy of the particle keeps unchanged while the sign of the normal component of the velocity is
reversed. This is the computational representation of the specular wall boundary condition.

3.4.3 The Diffuse Wall Boundary Condition [70]

The diffuse wall boundary condition is the most realistic and meanwhile the most complicated of the three models. When a particle reaches the edge of the domain, it will be given a new velocity magnitude and direction, which results in the change in the macroscopic velocity as well as the internal energy. To implement the diffuse wall boundary condition, the first step is to update the position of the particle according to its previous position and velocity. Then two tests are run to determine whether or not the particle is still in the computational domain. If the particle is found to have left the domain, the particle is moved backward along its previous path onto the appropriate boundary and the amount of time it took the molecule to return to the boundary is computed.

3.5 Probabilistic Simulation Methods

The earliest probabilistic simulation method originated in 1962. It was introduced by Haviland and Lavin, termed as the test particle Monte Carlo Method [47]. In this method an initial estimate has to be made of the distribution function over the whole flow field. With the pre-assumed distribution a great number of test particle trajectories are
calculated. The target distribution is then updated in time from the history of the test or incident molecules. This process is continued until the target distribution is reached.

An alternative approach to the test particle method is the direct simulation Monte Carlo (DSMC) method, which introduces a time variable and tracks the trajectories of a large number of simulated molecules. This probabilistic method is usually applicable to dilute gas flows and was first applied to the homogeneous gas relaxation problem [47]. The essential part of DSMC algorithm is that molecular motion and intermolecular collision are uncoupled over a certain time step. In DSMC, the region of interest is divided into numerous spatial cells, which are then divided further into certain sub-cells. Usually the cell size should be smaller than mean free path, otherwise the error of the computational results will be unacceptable. As long as this condition is satisfied, the computational result doesn’t depend on the cell size. When the cell size is close to zero, DSMC becomes the exact solution of Boltzmann equation. In this sense, DSMC is the numerical solution of the time-dependent Boltzmann equation. The time step should be smaller than mean collision time.

The DSMC method employs a large number of simulated molecules with correct physical size to represent the real molecules which contain position and velocity information. They engage in collisions which follow the conservation law of energy and momentum. Unlike the particle interaction routines used in MD that each particle is given the opportunity to interact with every other particle, the collision in DSMC only happens between two molecules within the same cell. This makes the computational efficiency of the DSMC method far higher than that of the MD method. The DSMC method can be applied to weakly ionized gases, micro-electrical-mechanical systems (MEMS), space
shuttle re-entry dynamics and so forth. The probabilistic simulation method is used in Section 5.1.
Chapter 4 Theoretical calculation of polyvacancy

4.1 Theoretical calculation of monovacancy

The Pronk and Frenkel approach [71] provides a way to obtain the concentration of monovacancies in imperfect crystals. They present the formalism in the grand canonical ensemble, which considers a system with a fixed number of lattice sites $M$ and a number of vacancies $n$ contained in a volume $V$ at temperature $T$. It is convenient to write down the expression for the grand potential of the crystal $\Xi'$

$$\Xi_M' = \sum_{n=0}^{M} \exp[(M-n)\beta\mu]Q_{M-n}(V,T), \quad (4.1)$$

where $\beta=1/k_B T$. We denote the free energy of a crystal with no vacancies by $F^{(0)} = -k_B T \ln Q_M$. Since in equilibrium the concentration of vacancies in a crystal is very low, we presume that vacancies do not interact. This assumption makes it easier to calculate the canonical partition function of a crystal with $n$ vacancies

$$Q_{M-n}(V,T) \approx \frac{M!}{n!(M-n)!} Q^{(n)}(V,T) = \frac{M!}{n!(M-n)!} \exp(-\beta F^{(n)}), \quad (4.2)$$

where $F^{(n)}$ denotes the free energy of a crystal with $n$ vacancies. It can be expressed as

$$F^{(n)} = F^{(0)} - nf_1 = Mf_0 - nf_1, \quad (4.3)$$
where \( f_0 \) is the free energy per particle in perfect crystal and \(-f_1\) is the change in free energy due to the creation of a single vacancy. Combining Eqs. from (4.4) to (4.5), we have

\[
\Xi'_M = \sum_{n=0}^{M} \frac{M!}{n!(M-n)!} \exp\left[ (M-n)\beta\mu \right] \exp\left[ -\beta(Mf_0 - nf_1) \right]. \tag{4.4}
\]

By applying the binomial expansion, Eq. (4.4) can be simplified as

\[
\Xi'_M = Q_M \exp(M\beta\mu) [1 + \exp(-\beta[\mu - f_1])]^M. \tag{4.5}
\]

Since \( \exp(-\beta[\mu - f_1]) \) is usually less than unity, we can write the above equation as

\[
\Xi'_M = Q_M \exp(M\beta\mu) \exp[M \exp(-\beta[\mu - f_1])]. \tag{4.6}
\]

By applying a thermodynamic relation

\[
\langle M - n \rangle = \frac{\partial \ln \Xi'}{\partial \beta \mu}, \tag{4.7}
\]

the average number of vacancies can be derived as follows:

\[
\langle n \rangle = M \exp[-\beta(\mu - f_1)]. \tag{4.8}
\]

The monovacancy concentration \( x_{MV} \) is therefore expressed as

\[
x_{MV} = \frac{\langle n \rangle}{M} = \exp[-\beta(\mu - f_1)]. \tag{4.9}
\]

Hence, in order to compute monovacancy concentration \( x_{MV} \), we have to know the chemical potential \( \mu \) and calculate the free energy \( f_1 \) one by one.
4.1.1 Calculation of chemical potential $\mu$

Before the chemical potential can be obtained, we start by calculating the pressure. In a FCC-structured crystal, we use the MeterPressureHardTensor class in the Etomica simulation package to compute the pressure tensor under MD3D (i.e. Molecular Dynamics in the 3-dimensional space). Then the value of pressure is obtained by averaging the 3 diagonal elements of the pressure tensor matrix formulated as:

$$P = (P_{xx} + P_{yy} + P_{zz}) / 3.$$  \hspace{1cm} (4.10)

The simulation is carried out at 4 different densities and the results are shown in Table 4.1.

<table>
<thead>
<tr>
<th>$\rho^*$</th>
<th>$P_{xx}$</th>
<th>$P_{yy}$</th>
<th>$P_{zz}$</th>
<th>$P_{\text{sim}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.04063</td>
<td>11.64200</td>
<td>11.66600</td>
<td>11.64100</td>
<td>11.64967</td>
</tr>
<tr>
<td>1.17851</td>
<td>20.83100</td>
<td>20.80700</td>
<td>20.83100</td>
<td>20.82300</td>
</tr>
</tbody>
</table>

Note: $\rho^*$ is the dimensionless number density, $kT=m=\sigma=1$, $\rho^* = \rho \sigma^3$; $P_{xx}$, $P_{yy}$, and $P_{zz}$ are the three dimensionless diagonal components of pressure tensor; $P_{\text{sim}}$ is the dimensionless average value.

Meanwhile, for the solid phase for the hard-sphere model, one can compute the theoretical value of compressibility factor via Speedy’s equation of state [72] for FCC.
\[ z_{\text{solid}} = \frac{3}{1-n^*} - 0.5921 \frac{n^* - 0.7072}{n^* - 0.601}, \]  

(4.11)

where \( n^* \) is the dimensionless density, i.e., \( n^* = \rho \sigma^3 / \sqrt{2} \). Since \( z = PV / k_B N \rho / \rho_0 k_B T \), one can get the theoretical value of \( P \) by \( P = z \rho k_B T \) as shown in Table 4.2.

<table>
<thead>
<tr>
<th>( \rho^* )</th>
<th>( \rho^* / \rho_0 )</th>
<th>( z_{\text{solid}} )</th>
<th>( P_{\text{Speedy}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.04063</td>
<td>0.73584</td>
<td>11.23080</td>
<td>11.68709</td>
</tr>
<tr>
<td>1.08786</td>
<td>0.76923</td>
<td>12.78168</td>
<td>13.90463</td>
</tr>
<tr>
<td>1.13137</td>
<td>0.80000</td>
<td>14.72389</td>
<td>16.65817</td>
</tr>
<tr>
<td>1.17851</td>
<td>0.83333</td>
<td>17.67855</td>
<td>20.83437</td>
</tr>
</tbody>
</table>

Note: \( \rho^* \) is the dimensionless number density, \( kT = m = \sigma = 1 \), \( \rho = \rho \sigma^3 \); \( \rho_0 \) is the close-packed dimensionless number density; \( z_{\text{solid}} \) is the compressibility factor; \( P_{\text{Speedy}} \) is the dimensionless pressure from Speedy’s equation of state for monovacancy.

The comparison from the simulation and the equation of state is shown in Fig. 4.1, which shows excellent consistency between them.

![Fig. 4.1 Comparison of simulation and theoretical values of pressure for monovacancy](image)
After obtaining the pressure, we start to compute the chemical potential with the following equation

\[
\mu = \frac{G}{N} = \frac{F}{N} + \frac{PV}{N} = \frac{F}{N} + \frac{P}{\rho}.
\]

(4.12)

In order to compute the chemical potential, one must the know value of \( F \) first. By applying a basic thermodynamic formula \( dF = -SdT - PdV \), \( dF = -PdV \) can be obtained at a fixed temperature. The thermodynamic integration from a reference state to an expected state gives rise to

\[
F - F_0 = -\int_{V_0}^{V} PdV.
\]

(4.13)

The division with the number of particles \( N \) gives

\[
\frac{F}{N} = \frac{F_0}{N} - \int_{\rho_0}^{\rho} P d\left(\frac{1}{\rho}\right) = \frac{F_0}{N} + \int_{\rho_0}^{\rho} \frac{P}{\rho^2} d\rho.
\]

(4.14)

By substituting Eq. (4.11) into (4.14), we have

\[
\frac{F}{N} = \frac{F_0}{N} + k_BT \int_{\rho_0}^{\rho} \left[ \frac{3}{(1-n^*)n} - 0.5921 \ln \frac{n^*}{n} - 0.7072 \frac{n^*}{n} - 0.601 \right] d\rho.
\]

(4.15)

After the integration of the expression of \( F \) is finalized as:

\[
\frac{F}{N} = \frac{F_0}{N} + k_BT \left( -3\ln \frac{1-n^*}{n_0} + 2.3033 \ln \frac{n^*}{n_0} + 0.1046 \ln \frac{n^*}{n_0} - 0.601 \right).
\]

(4.16)
From combining Eqs. (4.12) and (4.16), the formalism for chemical potential is finally appeared as a function of density under isothermal condition

\[
\mu = \frac{F_0}{N} + k_B T(-3 \ln \frac{1 - n^*}{1 - n_0} + 2.3033 \ln \frac{n^*}{n_0} + 0.1046 \ln \frac{n^* - 0.601}{n_0 - 0.601}) + \frac{P}{\rho}.
\]  

(4.17)

Since \( F_{\text{excess}} = F - F_{\text{id}} \), \( F = F_{\text{excess}} + F_{\text{id}} \). We choose the reference state at \( \rho_0 = 1.040628 \) (i.e. melting point density for FCC HS solid), and the reference value of \( F_{\text{excess}} \) and \( F_{\text{id}} \) from Ref. [73]. We obtain the value of \( F \) and \( \mu \) at different densities as shown in Table 4.3.

<table>
<thead>
<tr>
<th>( \rho^* )</th>
<th>( \rho^*/\rho_0 )</th>
<th>( P )</th>
<th>( F )</th>
<th>( \mu )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.04063</td>
<td>0.73584</td>
<td>11.64967</td>
<td>4.96808</td>
<td>16.16293</td>
</tr>
<tr>
<td>1.08786</td>
<td>0.76923</td>
<td>13.87600</td>
<td>5.49893</td>
<td>18.25428</td>
</tr>
<tr>
<td>1.13137</td>
<td>0.80000</td>
<td>16.60833</td>
<td>6.03614</td>
<td>20.71597</td>
</tr>
<tr>
<td>1.17851</td>
<td>0.83333</td>
<td>20.82300</td>
<td>6.69333</td>
<td>24.3623</td>
</tr>
</tbody>
</table>

Note: \( \rho^* \) is the dimensionless number density, \( kT = m = \sigma = 1 \), \( \rho = \rho \sigma^3 \); \( \rho_0 \) is the close-packed dimensionless number density; \( P \) is the dimensionless pressure; \( F \) is the dimensionless free energy; \( \mu \) is the dimensionless chemical potential for monovacancy; \( F \) is based on per particle.

### 4.1.2 Calculation of the monovacancy free energy \( f_1 \)

It is more convenient to compute \( f_1 \), the change in free energy in a crystal due to the removal of a vacancy, rather than to compute \(-f_1\) directly. Here we apply the Widom particle insertion method. Then \( f_1 \) is given by
\[ f_i = -k_B T \ln \left( \frac{V_{WS} \langle \exp(-\beta \Delta U) \rangle}{\Lambda^d} \right), \]  

(4.18)

where \( V_{WS} \) is the volume of the Wigner-Seitz cell, \( \Delta U \) is the change in the interaction potential energy due to the insertion of a trial particle and \( \Lambda^d \) is the de Broglie wavelength in the \( d \) dimension. For hard spheres, it can be expressed as

\[ f_i = -k_B T \ln \left( \frac{V_{WS} P_{\text{acc}}(V_{WS})}{\Lambda^d} \right), \]  

(4.19)

where \( P_{\text{acc}}(V_{WS}) \) is the probability that the trial insertion in the WS cell will be accepted. Since most of the WS cell is not accessible, we attempt the insertion in a subvolume. Moreover, the removal of a particle from a subvolume of the WS cell in a perfect crystal (without vacancies) has to be considered as well. The expression for \( f_i \) is then

\[ f_i = -k_B T \ln \left( \frac{v P_{\text{acc}}(v)}{P_{\text{rem}}(v) \Lambda^d} \right), \]  

(4.20)

where \( v \) is the subvolume of the WS cell and \( P_{\text{rem}}(v) \) is the probability that a particle happens to be inside this subvolume. Certainly in the final expression for the vacancy concentration, the factor \( \Lambda^d \) is canceled by the same term in the ideal portion of the chemical potential.

The SOC method is used to confine the particles within an inscribed sphere with an appropriate diameter. The insertion-deletion simulation (IDS) approach [74] is applied to compute insertion and deletion probability separately to obtain the final result for \( f_i \) at varied densities.
Usually since the vacancy concentration is very low (for monovacancy less than $10^{-3}$, for di- and tri-vacancy even lower), we cannot make a simulation system containing thousands of lattice sites with one vacancy which will consume great computational load. The choice of system size should be careful. Too large size sometimes doesn’t decrease the computational error too much and causes huge computational cost. Too small size cannot represent the real system and causes large computational error. Appropriate system size should be chosen based on large number of simulation experiments, experience or literatures. In this simulation we obtain proper system size and choose 108 lattices constructed in a cubic box for FCC structure. The result is shown in Table 4.4.

### Table 4.4 Data of free energy $f_i$

<table>
<thead>
<tr>
<th>$\rho^*$</th>
<th>$P_{\text{rem}}$</th>
<th>$P_{\text{acc}}$</th>
<th>$v$</th>
<th>$f_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.04063</td>
<td>0.99995</td>
<td>0.00225</td>
<td>0.18340</td>
<td>7.79189</td>
</tr>
<tr>
<td>1.08786</td>
<td>1.00000</td>
<td>0.00195</td>
<td>0.17544</td>
<td>7.98138</td>
</tr>
<tr>
<td>1.13137</td>
<td>1.00000</td>
<td>0.00152</td>
<td>0.16869</td>
<td>8.26786</td>
</tr>
<tr>
<td>1.17851</td>
<td>1.00000</td>
<td>0.00090</td>
<td>0.16194</td>
<td>8.82973</td>
</tr>
</tbody>
</table>

Note: $\rho^*$ is the dimensionless number density, $kT=m=\sigma=1$, $\rho = \rho\sigma^3$; $P_{\text{rem}}$ is the removal probability; $P_{\text{acc}}$ is the acceptance probability; $v$ is the dimensionless subvolume of the Wigner-Seitz cell; $f_i$ is the dimensionless formation free energy of monovacancy.

### 4.1.3 Calculation of monovacancy concentration

After the results of chemical potential $\mu$ and free energy $f_i$ are obtained, we can compute the monovacancy concentration $x_{\text{MV}}$ by Eq. (4.9) and the result is shown in Fig. 4.2.
4.2 Theoretical calculation of divacancy

4.2.1 Calculation of adjacent vacancy free energy $f_2$

By applying Pronk and Frenkel’s biased Widom particle insertion methodology to a NN (Nearest Neighbor) vacancy but with different mechanism of the simulation from monovacancy, we formulate the calculation of free energy $f_2$ as follows:
\[ f_2 = -k_B T \ln \left( \frac{vP_{\text{acc}}(v)}{P_{\text{rem}}(v) \Lambda^3} \right), \]  

(4.21)

where \( P_{\text{acc}}(v) \) is the acceptance probability of the trial insertion of the test particle into a biased subvolume \( v \), and \( P_{\text{rem}}(v) \) is the probability that a particle happens to reside in subvolume \( v \). These contain similar meanings as done in the monovacancy simulation, but the details are different. Fig. 4.3 is an illustration of divacancy simulation. In order to see clearly, the atoms are deleted. Spheres with cyan color represent vacancies, red spheres represent nearest neighbors and blue ones represent shared neighbor particles by each vacancy. To obtain \( P_{\text{acc}}(v) \), we introduce a divacancy in the system and perform the insertion trial into ‘a’ NN vacancy. To obtain \( P_{\text{rem}}(v) \), we introduce a monovacancy in a independent simulation and obtain the probability that a NN particle happens to be in subvolume \( v \).

Fig. 4.3 Illustration of divacancy simulation without particles
We use $864(4 \times 6 \times 6 \times 6)$ particles to run the simulation with a total time step of 200,000 with $\Delta t=0.05$ps, which contain 20,000 as initialization cycles. The GUI (Graphical User Interface) for divacancy simulation is shown in Fig. 4.4.

![Fig. 4.4 GUI for divacancy simulation](image)

By doing insertion and deletion simulations independently, we obtain the probabilities and the free energy of adjunct vacancy as shown in Table 4.5.

**Table 4.5 Data of free energy $f_2$**

<table>
<thead>
<tr>
<th>$\rho^*$</th>
<th>$P_{\text{rem}}$</th>
<th>$P_{\text{acc}}$</th>
<th>$v$</th>
<th>$f_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.03760</td>
<td>0.99045</td>
<td>0.00032</td>
<td>0.36539</td>
<td>9.05537</td>
</tr>
<tr>
<td>1.05000</td>
<td>0.99438</td>
<td>0.00062</td>
<td>0.36107</td>
<td>8.40692</td>
</tr>
<tr>
<td>1.10000</td>
<td>0.99786</td>
<td>0.00027</td>
<td>0.34466</td>
<td>9.27592</td>
</tr>
<tr>
<td>1.20000</td>
<td>1.00000</td>
<td>0.00021</td>
<td>0.31594</td>
<td>9.63826</td>
</tr>
</tbody>
</table>

Note: $\rho^*$ is the dimensionless number density, $kT=m=\sigma=1$, $\rho = \rho\sigma^3$; $P_{\text{rem}}$ is the removal probability; $P_{\text{acc}}$ is the acceptance probability; $v$ is the dimensionless subvolume of the Wigner-Seitz cell; $f_2$ is the dimensionless adjacent vacancy free energy.
4.2.2 Calculation of divacancy concentration

The total energy of a system containing monovacancies and two NN vacancies (i.e. divacancy) is defined as:

$$F_2 = Mf_0 - nf_1 - mf_2 - m(f_2 - f_{1}),$$  \hspace{1cm} (4.22)

where \(f_0\) is the free energy of a particle in a vacancy-free crystal, \(-f_1\) is the free energy of formation of a monovacancy at a lattice site, \(-f_2\) is the free energy of formation of a NN vacancy, \(n\) and \(m\) are the numbers of monovacancies and NN vacancies, respectively, and \(M\) is the total number of lattices.

The grand canonical potential is expressed as:

$$\Xi_M \approx \sum_{m=0}^{M'} \exp[(M' - m)\beta \mu] \left( \frac{M'!}{m!(M' - m)!} \times \exp(-\beta F_2) \right),$$  \hspace{1cm} (4.23)

where \(M'\) is \(M-n\), and \(\beta\) is \(1/k_B T\). The relation between \(m\) and \(M'\) can be expressed as:

$$m / M' = \exp[-\beta(\mu + f_1 - 2f_2)].$$  \hspace{1cm} (4.24)

Hence the product of the concentration of monovacancies and \(m/M'\) becomes the divacancy concentration \(x_{DV}\) which follows as:

$$x_{DV} = \exp[-2\beta(\mu - f_2)].$$  \hspace{1cm} (4.25)

The calculation of chemical potential \(\mu\) is introduced in Section 4.1.1. Using Eq. (4.25), we obtain the data of divacancy concentration at varied densities, as is shown in
Fig. 4.5. The simulation value agrees quite well with the reference value which applies the Widom particle insertion methodology.

![Plot of divacancy concentration as a function of number density](image)

**Fig. 4.5** Plot of divacancy concentration as a function of number density

### 4.3 Theoretical calculation of trivacancy

#### 4.3.1 Trivacancy configurations for FCC and HCP crystals

The most common stackings of crystals are FCC and HCP lattices, which exhibit ABCABC… and ABAB… stackings, where A, B, and C are hexagonal planes of particles and there are stacked by varying 60°, respectively. By analyzing their spatial configurations, different types of trivacancies for FCC and HCP are found. For FCC crystal, there are 4 types of trivacancies, which hold the angles between each vacancy site
of 180°, 120°, 90° and 60°, termed as FCC3.1, FCC3.2, FCC3.3 and FCC3.4, respectively, as shown in Fig. 4.6. Considering all the possibilities, we find out that there is 1 configuration for FCC3.1, 4 configurations for FCC3.2, 2 configurations for FCC3.3 and 4 configurations for FCC3.4.

Fig. 4.6 The 4 types of FCC trivacancies: FCC3.1, FCC3.2, FCC3.3 and FCC3.4, corresponding to angles of 180°, 120°, 90° and 60°, respectively. The dark circles represent the vacancy sites. The lines in FCC3.4 show that the three vacancy sites form an equilateral triangle.

Unlike FCC which has only one divacancy configuration since it is symmetrical in all directions, the study of configuration for HCP trivacancy is a bit more complicated. We start from the two types of divacancies for a HCP crystal, and consider all the possibilities of nearest neighbor sites for each individual divacancy site, which means the total of 11 × 2 nearest neighbor sites are considered. Finally 9 different types of HCP trivacancies are found, as is shown in Fig. 4.7.
Fig. 4.7 The 9 types of HCP trivacancies: HCP3.1, HCP3.2, HCP3.3, HCP3.4, HCP3.5, HCP3.6, HCP3.7, HCP3.8, HCP3.9. The black and white circles represent the vacancy sites. The three rows, from top to bottom, correspond to trivacancies with 0, 2 and 3 sites in the same plane, respectively.

The characteristics of the nine types of HCP trivacancies are listed in the table below.

Table 4.6 Characteristics of the 9 types of HCP trivacancies [65]

<table>
<thead>
<tr>
<th>HCP type</th>
<th>$N_1$</th>
<th>$\theta$ (°)</th>
<th>$N_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>HCP3.1</td>
<td>0</td>
<td>110</td>
<td>1</td>
</tr>
<tr>
<td>HCP3.2</td>
<td>0</td>
<td>146</td>
<td>2</td>
</tr>
<tr>
<td>HCP3.3</td>
<td>2</td>
<td>60</td>
<td>6</td>
</tr>
<tr>
<td>HCP3.4</td>
<td>2</td>
<td>90</td>
<td>4</td>
</tr>
<tr>
<td>HCP3.5</td>
<td>2</td>
<td>120</td>
<td>4</td>
</tr>
<tr>
<td>HCP3.6</td>
<td>3</td>
<td>60</td>
<td>1</td>
</tr>
<tr>
<td>HCP3.7</td>
<td>3</td>
<td>60</td>
<td>1</td>
</tr>
<tr>
<td>HCP3.8</td>
<td>3</td>
<td>120</td>
<td>2</td>
</tr>
<tr>
<td>HCP3.9</td>
<td>3</td>
<td>180</td>
<td>1</td>
</tr>
</tbody>
</table>

Note: $N_1$ denotes number of spheres in the same plane; $\theta$ denotes the angle formed by the trivacancy; $N_2$ denotes the number of configurations.
4.3.2 Insertion probabilities of trivacancies in FCC and HCP

By doing insertion simulation, we obtain the data of insertion probabilities of each trivacancy site for 4 different FCC trivacancy configurations and 9 different HCP configurations. The subvolumes at different number densities are shown in Table 4.7.

Table 4.7 Data of subvolume for trivacancy simulation

<table>
<thead>
<tr>
<th>$\rho^*$</th>
<th>1.03760</th>
<th>1.04086</th>
<th>1.07000</th>
<th>1.10000</th>
<th>1.14000</th>
<th>1.17000</th>
<th>1.20000</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v$</td>
<td>0.36539</td>
<td>0.36424</td>
<td>0.35432</td>
<td>0.34466</td>
<td>0.33257</td>
<td>0.32404</td>
<td>0.31594</td>
</tr>
</tbody>
</table>

Note: $\rho^*$ is the dimensionless number density, $kT=\sigma=1$, $\rho^* = \rho \sigma^3$; $v$ is the dimensionless subvolume of the Wigner-Seitz cell.

The results of insertion probabilities for 4 different FCC trivacancy configurations are presented in Table 4.8. For each insertion, we make 3 runs and then average.
Table 4.8 Insertion probabilities of 4 different FCC trivacancies at different densities

<table>
<thead>
<tr>
<th></th>
<th>$\rho^*$</th>
<th>1.03760</th>
<th>1.04086</th>
<th>1.07000</th>
<th>1.10000</th>
<th>1.14000</th>
<th>1.17000</th>
<th>1.20000</th>
</tr>
</thead>
<tbody>
<tr>
<td>FCC3.1</td>
<td>IP$_1$</td>
<td>2.298×10$^{-4}$</td>
<td>2.149×10$^{-4}$</td>
<td>1.723×10$^{-4}$</td>
<td>1.207×10$^{-4}$</td>
<td>7.189×10$^{-5}$</td>
<td>6.369×10$^{-5}$</td>
<td>3.809×10$^{-5}$</td>
</tr>
<tr>
<td></td>
<td>IP$_2$</td>
<td>9.983×10$^{-5}$</td>
<td>9.539×10$^{-5}$</td>
<td>7.407×10$^{-5}$</td>
<td>5.584×10$^{-5}$</td>
<td>3.855×10$^{-5}$</td>
<td>3.761×10$^{-5}$</td>
<td>2.563×10$^{-5}$</td>
</tr>
<tr>
<td></td>
<td>IP$_3$</td>
<td>2.357×10$^{-4}$</td>
<td>2.166×10$^{-4}$</td>
<td>1.704×10$^{-4}$</td>
<td>1.219×10$^{-4}$</td>
<td>7.060×10$^{-5}$</td>
<td>6.252×10$^{-5}$</td>
<td>3.788×10$^{-5}$</td>
</tr>
<tr>
<td>FCC3.2</td>
<td>IP$_1$</td>
<td>2.883×10$^{-4}$</td>
<td>2.863×10$^{-4}$</td>
<td>2.199×10$^{-4}$</td>
<td>1.518×10$^{-4}$</td>
<td>9.828×10$^{-5}$</td>
<td>6.700×10$^{-5}$</td>
<td>4.744×10$^{-5}$</td>
</tr>
<tr>
<td></td>
<td>IP$_2$</td>
<td>1.280×10$^{-4}$</td>
<td>1.269×10$^{-4}$</td>
<td>9.729×10$^{-5}$</td>
<td>6.975×10$^{-5}$</td>
<td>5.063×10$^{-5}$</td>
<td>4.157×10$^{-5}$</td>
<td>3.040×10$^{-5}$</td>
</tr>
<tr>
<td></td>
<td>IP$_3$</td>
<td>2.820×10$^{-4}$</td>
<td>2.811×10$^{-4}$</td>
<td>2.122×10$^{-4}$</td>
<td>1.519×10$^{-4}$</td>
<td>1.000×10$^{-4}$</td>
<td>6.834×10$^{-5}$</td>
<td>4.741×10$^{-5}$</td>
</tr>
<tr>
<td>FCC3.3</td>
<td>IP$_1$</td>
<td>1.417×10$^{-4}$</td>
<td>1.395×10$^{-4}$</td>
<td>9.956×10$^{-5}$</td>
<td>6.003×10$^{-5}$</td>
<td>3.322×10$^{-5}$</td>
<td>2.540×10$^{-5}$</td>
<td>1.698×10$^{-5}$</td>
</tr>
<tr>
<td></td>
<td>IP$_2$</td>
<td>7.007×10$^{-5}$</td>
<td>6.685×10$^{-5}$</td>
<td>4.766×10$^{-5}$</td>
<td>3.255×10$^{-5}$</td>
<td>1.859×10$^{-5}$</td>
<td>1.551×10$^{-5}$</td>
<td>1.234×10$^{-5}$</td>
</tr>
<tr>
<td></td>
<td>IP$_3$</td>
<td>1.471×10$^{-4}$</td>
<td>1.415×10$^{-4}$</td>
<td>9.818×10$^{-5}$</td>
<td>6.254×10$^{-5}$</td>
<td>3.597×10$^{-5}$</td>
<td>2.352×10$^{-5}$</td>
<td>1.612×10$^{-5}$</td>
</tr>
<tr>
<td>FCC3.4</td>
<td>IP$_1$</td>
<td>9.953×10$^{-5}$</td>
<td>9.521×10$^{-5}$</td>
<td>5.314×10$^{-5}$</td>
<td>2.676×10$^{-5}$</td>
<td>8.644×10$^{-6}$</td>
<td>4.613×10$^{-6}$</td>
<td>1.232×10$^{-6}$</td>
</tr>
<tr>
<td></td>
<td>IP$_2$</td>
<td>1.024×10$^{-4}$</td>
<td>9.701×10$^{-5}$</td>
<td>5.825×10$^{-5}$</td>
<td>3.074×10$^{-5}$</td>
<td>8.698×10$^{-6}$</td>
<td>3.907×10$^{-6}$</td>
<td>1.370×10$^{-6}$</td>
</tr>
<tr>
<td></td>
<td>IP$_3$</td>
<td>1.057×10$^{-4}$</td>
<td>9.695×10$^{-5}$</td>
<td>5.221×10$^{-5}$</td>
<td>2.738×10$^{-5}$</td>
<td>8.461×10$^{-6}$</td>
<td>4.127×10$^{-6}$</td>
<td>1.602×10$^{-6}$</td>
</tr>
</tbody>
</table>

Note: $\rho^*$ is the dimensionless number density, $kT=m=\sigma=1$, $\rho^* = \rho\sigma^3$; IP$_1$, IP$_2$, IP$_3$ are the average insertion probabilities of 3 runs for different vacancy site respectively.

The results of insertion probabilities for 9 different HCP trivacancy configurations are presented in Table 4.9. For each insertion, we make 3 runs and then average.
Table 4.9 Insertion probabilities of 9 different HCP trivacancies at different densities

| Density | HCP3 |   | HCP3.1 | IP1 | IP2 | IP3 | HCP3.2 | IP1 | IP2 | IP3 | HCP3.3 | IP1 | IP2 | IP3 | HCP3.4 | IP1 | IP2 | IP3 | HCP3.5 | IP1 | IP2 | IP3 | HCP3.6 | IP1 | IP2 | IP3 | HCP3.7 | IP1 | IP2 | IP3 | HCP3.8 | IP1 | IP2 | IP3 | HCP3.9 | IP1 | IP2 | IP3 |
|---------|------|---|--------|-----|-----|-----|--------|-----|-----|-----|--------|-----|-----|-----|--------|-----|-----|-----|--------|-----|-----|-----|--------|-----|-----|-----|--------|-----|-----|-----|--------|-----|-----|-----|
| ρ*      | 1.0376 | 1.04086 | 1.07000 | 1.10000 | 1.14000 | 1.17000 | 1.20000 |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |
| IP1     | 3.359×10^4 | 3.249×10^4 | 2.323×10^4 | 1.613×10^4 | 1.074×10^4 | 7.914×10^5 | 4.329×10^5 |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |
| IP2     | 1.526×10^4 | 1.454×10^4 | 1.036×10^4 | 7.801×10^5 | 5.694×10^5 | 5.089×10^5 | 3.023×10^5 |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |
| IP3     | 3.302×10^4 | 3.174×10^4 | 2.374×10^4 | 1.614×10^4 | 1.093×10^4 | 8.186×10^5 | 4.264×10^5 |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |

Note: ρ* is the dimensionless number density, kT=m=σ=1, ρ*=ρσ; IP1, IP2, IP3 are the average insertion probabilities of 3 runs for different vacancy site respectively.
After the insertion probabilities of FCC and HCP at different configurations are obtained, the next step is to get the deletion probabilities correspondingly by doing deletion simulation. Then we can calculate the free energy of each individual vacancy within trivacancies and finally the concentration of trivacancies using the same method as divacancy concentration.

### 4.3.3 Deletion probabilities of trivacancies in FCC and HCP

By doing deletion simulation, we obtain the data of deletion probabilities of each trivacancy site for 4 different FCC trivacancy configurations and 9 different HCP configurations. The results of deletion probabilities for 4 different FCC trivacancy configurations are presented in Table 4.10. For each deletion, we make 3 runs and then average.

| Table 4.10 Deletion probabilities of 4 different FCC trivacancies at different densities |
|-------------------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
|                                    | $\rho^*$ | 1.03760 | 1.04086 | 1.07000 | 1.10000 | 1.14000 | 1.17000 | 1.20000 |
| FCC3.1                             | DP₁     | 0.9478  | 0.9482  | 0.9494  | 0.9498  | 0.9500  | 0.9500  | 0.9500  |
|                                    | DP₂     | 0.9400  | 0.9399  | 0.9475  | 0.9432  | 0.9500  | 0.9500  | 0.9500  |
|                                    | DP₃     | 0.9393  | 0.9392  | 0.9405  | 0.9410  | 0.9408  | 0.9380  | 0.9385  |
| FCC3.2                             | DP₁     | 0.9444  | 0.9462  | 0.9488  | 0.9496  | 0.9500  | 0.9500  | 0.9500  |
|                                    | DP₂     | 0.9391  | 0.9276  | 0.9373  | 0.9492  | 0.9499  | 0.9500  | 0.9500  |
|                                    | DP₃     | 0.9361  | 0.9365  | 0.9379  | 0.9390  | 0.9396  | 0.9393  | 0.9366  |
| FCC3.3                             | DP₁     | 0.9486  | 0.9487  | 0.9496  | 0.9499  | 0.9500  | 0.9500  | 0.9500  |
|                                    | DP₂     | 0.9344  | 0.9443  | 0.9478  | 0.9496  | 0.9500  | 0.9500  | 0.9500  |
|                                    | DP₃     | 0.9412  | 0.9415  | 0.9424  | 0.9420  | 0.9424  | 0.9405  | 0.9360  |
| FCC3.4                             | DP₁     | 0.9047  | 0.9090  | 0.9161  | 0.9252  | 0.9364  | 0.9468  | 0.9116  |
|                                    | DP₂     | 0.9056  | 0.9052  | 0.9139  | 0.9222  | 0.9323  | 0.9468  | 0.9494  |
|                                    | DP₃     | 0.8886  | 0.8902  | 0.8996  | 0.9050  | 0.9154  | 0.9212  | 0.9221  |

Note: $\rho^*$ is the dimensionless number density, $kT=m=\sigma=1$, $\rho^*=\rho\sigma^3$; DP₁, DP₂, DP₃ are the average deletion probabilities of 3 runs for different vacancy site respectively.
The results of deletion probabilities for 9 different HCP trivacancy configurations are presented in Table 4.11. For each deletion, we make 3 runs and then average.

### Table 4.11 Deletion probabilities of 9 different HCP trivacancies at different densities

<table>
<thead>
<tr>
<th></th>
<th>$\rho^*$</th>
<th>1.03760</th>
<th>1.04086</th>
<th>1.07000</th>
<th>1.10000</th>
<th>1.14000</th>
<th>1.17000</th>
<th>1.20000</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>HCP3.1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DP1</td>
<td>0.9974</td>
<td>0.9979</td>
<td>0.9992</td>
<td>0.9998</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>DP2</td>
<td>0.9939</td>
<td>0.9918</td>
<td>0.9983</td>
<td>0.9996</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>DP3</td>
<td>0.9877</td>
<td>0.9878</td>
<td>0.9897</td>
<td>0.9895</td>
<td>0.9902</td>
<td>0.9888</td>
<td>0.9870</td>
<td></td>
</tr>
<tr>
<td><strong>HCP3.2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DP1</td>
<td>0.9969</td>
<td>0.9970</td>
<td>0.9990</td>
<td>0.9997</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>DP2</td>
<td>0.9893</td>
<td>0.9864</td>
<td>0.9967</td>
<td>0.9992</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>DP3</td>
<td>0.9875</td>
<td>0.9873</td>
<td>0.9897</td>
<td>0.9903</td>
<td>0.9906</td>
<td>0.9884</td>
<td>0.9845</td>
<td></td>
</tr>
<tr>
<td><strong>HCP3.3</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DP1</td>
<td>0.9494</td>
<td>0.9466</td>
<td>0.9543</td>
<td>0.9750</td>
<td>0.9813</td>
<td>0.9873</td>
<td>0.9973</td>
<td></td>
</tr>
<tr>
<td>DP2</td>
<td>0.9566</td>
<td>0.9556</td>
<td>0.9698</td>
<td>0.9807</td>
<td>0.9887</td>
<td>0.9890</td>
<td>0.9993</td>
<td></td>
</tr>
<tr>
<td>DP3</td>
<td>0.9359</td>
<td>0.9375</td>
<td>0.9451</td>
<td>0.9523</td>
<td>0.9601</td>
<td>0.9717</td>
<td>0.9682</td>
<td></td>
</tr>
<tr>
<td><strong>HCP3.4</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DP1</td>
<td>0.9990</td>
<td>0.9991</td>
<td>0.9997</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>DP2</td>
<td>0.9905</td>
<td>0.9863</td>
<td>0.9981</td>
<td>0.9995</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>DP3</td>
<td>0.9898</td>
<td>0.9908</td>
<td>0.9914</td>
<td>0.9915</td>
<td>0.9915</td>
<td>0.9905</td>
<td>0.9890</td>
<td></td>
</tr>
<tr>
<td><strong>HCP3.5</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DP1</td>
<td>0.9966</td>
<td>0.9970</td>
<td>0.9989</td>
<td>0.9997</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>DP2</td>
<td>0.9829</td>
<td>0.9856</td>
<td>0.9964</td>
<td>0.9992</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>DP3</td>
<td>0.9860</td>
<td>0.9858</td>
<td>0.9880</td>
<td>0.9896</td>
<td>0.9880</td>
<td>0.9877</td>
<td>0.9860</td>
<td></td>
</tr>
<tr>
<td><strong>HCP3.6</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DP1</td>
<td>0.9871</td>
<td>0.9861</td>
<td>0.9920</td>
<td>0.9983</td>
<td>0.9998</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>DP2</td>
<td>0.9872</td>
<td>0.9850</td>
<td>0.9944</td>
<td>0.9826</td>
<td>0.9868</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>DP3</td>
<td>0.9633</td>
<td>0.9640</td>
<td>0.9676</td>
<td>0.9694</td>
<td>0.9687</td>
<td>0.9657</td>
<td>0.9614</td>
<td></td>
</tr>
<tr>
<td><strong>HCP3.7</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DP1</td>
<td>0.8584</td>
<td>0.8582</td>
<td>0.8513</td>
<td>0.8358</td>
<td>0.8178</td>
<td>0.7626</td>
<td>0.7433</td>
<td></td>
</tr>
<tr>
<td>DP2</td>
<td>0.8555</td>
<td>0.8574</td>
<td>0.8518</td>
<td>0.8248</td>
<td>0.8041</td>
<td>0.7703</td>
<td>0.7303</td>
<td></td>
</tr>
<tr>
<td>DP3</td>
<td>0.8558</td>
<td>0.8510</td>
<td>0.8458</td>
<td>0.8385</td>
<td>0.8248</td>
<td>0.8160</td>
<td>0.8078</td>
<td></td>
</tr>
<tr>
<td><strong>HCP3.8</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DP1</td>
<td>0.9966</td>
<td>0.9970</td>
<td>0.9989</td>
<td>0.9997</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>DP2</td>
<td>0.9863</td>
<td>0.9871</td>
<td>0.9961</td>
<td>0.9990</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>DP3</td>
<td>0.9841</td>
<td>0.9839</td>
<td>0.9868</td>
<td>0.9869</td>
<td>0.9862</td>
<td>0.9842</td>
<td>0.9805</td>
<td></td>
</tr>
<tr>
<td><strong>HCP3.9</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DP1</td>
<td>0.9970</td>
<td>0.9970</td>
<td>0.9990</td>
<td>0.9998</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>DP2</td>
<td>0.9810</td>
<td>0.9880</td>
<td>0.9819</td>
<td>0.9990</td>
<td>0.9999</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>DP3</td>
<td>0.9865</td>
<td>0.9871</td>
<td>0.9885</td>
<td>0.9890</td>
<td>0.9898</td>
<td>0.9875</td>
<td>0.9860</td>
<td></td>
</tr>
</tbody>
</table>

Note: $\rho^*$ is the dimensionless number density, $kT=m=\sigma=1, \rho^*=\rho\sigma^3$; $DP_1, DP_2, DP_3$ are the average deletion probabilities of 3 runs for different vacancy site respectively.
4.3.4 Trivacancy concentrations of FCC and HCP

We formulate the equilibrium concentration of polyvacancy in crystal by modifying the grand canonical ensemble. The generalized equation can be applied to obtain the concentration of vacancy in any order and shape in crystal. In this work, we adopt a Widom-like particle insertion method implemented with molecular dynamics simulation to obtain individual formation free energies for constituent vacancies in polyvacancy. As a case study, we obtained equilibrium concentrations and formation free energies of four and nine trivacancies identified in face-centered-cubic (FCC) and hexagonal-close-packed (HCP) hard-sphere crystals, respectively. Our result is in excellent agreement with literature data available for the FCC. Further, we elucidate stabilities of equilateral triangular trivacancies and report their relative stabilities in FCC and HCP hard-sphere crystals. Overall trivacancy concentration is higher in the HCP HS crystal [76].

Defects in solids are common in nature. The formation of various types of defects may result from deformation, quenching, radiation (i.e. X-ray or neutrons), and etc [77]. It is known that some in quantity are vital to their hosting crystals, but some are fatal and harmful by excess amount [78]. Among these defects, vacancy, a type of point defect, occurs most commonly. It is created when atoms or molecules are missing from their respective lattice sites or diffused to other spaces in crystal [62, 79]. Vacancies usually exist in low concentration in crystals, yet they are continuously highlighted in solid state fields because of their disproportionate effects on material properties; consequently, there have been many studies depending on solid types, where vacancies make significant impact on solid properties related to fields of superconductivity, electronic property, ferromagnetism, electrical conductivity, and etc [80-83] [76].
It is possible but generally difficult to study vacancies by experiment since multimonitoring experiments must be done to extract uncorrelated information of vacancies residing within crystals. To make the research of vacancy easy and produce great details in every aspect of it, we resort to the statistical mechanical approach to develop a formalism to handle vacancy and utilize the molecular modeling and simulation method to implement the formalism. As one of classical and theoretical studies, Bennett and Alder [68] reported equilibrium concentrations of mono-to tetravacancies in the face-centered-cubic (FCC) hard-sphere (HS) crystal in the vicinity of melting. They produced concentrations of vacancies from transition probabilities among vacancies, yet failed to do so at high density where motilities of vacancies significantly are reduced. From Pronk and Frenkel’s alternative way to consider vacancy [71], retrospective studies on low-order vacancies (i.e. mono-and divacancies) have been done on thermodynamic properties of vacancies, considering their stabilities by determining formation free energies of vacancies [74, 75, 84]. Those studies share interesting advantages in the study of vacancy since, first, the constituent vacancies treated as members in the high-order vacancy (i.e. polyvacancy hereafter) are independently handled in a statistical mechanical derivation, and second, the high density is not an obstacle for obtaining detailed properties of the target vacancy such as formation free energy, concentration, and relative stability [76].

Applicable potentiality of their work to polyvacancy is theoretically established in this work. We derive a theoretical formalism that allows us to obtain the equilibrium concentration of vacancy in any order. To assess the developed equation, trivacancy is chosen and we use the collision-based molecular dynamics (MD) method complemented
with a biased insertion method to obtain its thermodynamic properties. To test sensitivity of the method of the approach, hexagonal-close-packed (HCP) HS crystal was chosen for the comparison against the FCC HS crystal. Our approach can readily distinguish different trivacancies (i.e. 4 types of trivacancies for the FCC HS crystal and 9 types [85] for the HCP) and obtain stabilities of constituent vacancies within those trivacancies while Bennett and Alder’s approach could not do so [76].

Equilibrium concentration refers to the ratio of number of vacancies to number of lattice sites. To obtain the equilibrium concentration of the $n^{th}$ order vacancy (i.e. hereafter $n^{th}$-vacancy), we first define how the system contains the equilibrium number of $n^{th}$-vacancies. It embraces a same meaning that how many of lattice sites (or particles) are required to accommodate single $n^{th}$-vacancy. This is understandable because if the number of lattice sites is obtained, the equilibrium concentration of $n^{th}$-vacancy can be retrieved. For the existence of single $n^{th}$-vacancy, we postulate that the system is required to have the equilibrium number of vacancies with one order below since higher order vacancies do not form without presence of one-order lower vacancies. Note that when $n$ is 1 (i.e. monovacancy) there are no lower order vacancies, thus the equilibrium number of particles is only considered. Based on this postulation, one can set up the basis and superstructure relation between the system of monovacancy and the system at the next level, which contains single divacancy (e.g. figures 4.8a and b) depicts this example). The one plays a role of subsystem in the latter since the divacancy-system is composed of the equilibrium number of sets of the monovacancy-system. This scheme ensures the satisfaction of the genuine meaning of equilibrium referred in this work such that interactions between vacancies are negligible. The abovementioned argument is
methodically redefined with a system of single $n$th-vacancy, which is determined by the number of lattice sites that is equivalent to the number of subsystems $M^{(n-1)}$, the volume $V$, and the temperature $T$. A subsystem in $M^{(n-1)}$ consists of cascade of subsystems of mono-, di-, tri-, … , and $(n-2)$th-vacancies, and finally a subsystem containing single $(n-1)$th-vacancy. Figure 4.8 elaborates on the set-up of this system in two dimension. For example, when $n$ is 1, $M^{(0)}$ indicates that there exists single monovacancy in the system (i.e. particles are subsystems in this particular case). When $n$ is 2, $M^{(1)}$ indicates that there exist the equilibrium number of subsystems containing monovacancy and a subsystem containing single divacancy. When $n$ is 3, $M^{(2)}$ indicates that there exist the equilibrium number of subsystems containing divacancy, which separately contain the equilibrium number of subsystems containing monovacancy, and divacancies, and a subsystem containing single trivacancy, and so on [76].
Fig. 4.8 (Color on line) the systems a) (i.e. $M^{(0)}$), b) (i.e. $M^{(1)}$), c) (i.e. $M^{(2)}$), and d) (i.e. $M^{(3)}$) represent the systems of mono-, di-, tri-, and tetra-vacancies, respectively. The system a) is the subsystem of the system b), which becomes the subsystem of the system c), and so on. Lattice sites are not explicitly shown, but it is assumed that vacancies and particles (i.e. gray background) are located at lattice sites. [Reprinted with permission from Ref. [76]. Copyright 2011, Taylor & Francis]

In solving this problem mathematically, we introduce the concept of the nearest neighbor (NN) vacancy, which turns a $(n-1)$th-vacancy into a $n$th-vacancy, since it simplifies complex expressions involved in the statistical mechanical derivation. This physical view can be readily understood to observe the development of $M^{(0)}$ to $M^{(1)}$ (i.e. See Fig. 4.8). If single NN vacancy is introduced into one of adjacent sites of monovacancy by removing a particle, the system $M^{(0)}$ increases while monovacancies are accordingly introduced until the system $M^{(1)}$, which has the equilibrium number of
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subsystems (i.e. $M^{(0)}$s), appeared. It is important to note that the system $M^{(1)}$ is not composed of duplicates of $M^{(0)}$ but subsystems $M^{(0)}$s with different configurations.

Finally, our problem is concentrated on capturing the equilibrium number of $NN$ vacancies using statistical mechanics approach. First, we set the number of particles $N = M^{(n-1)} - v_n$, where $v_n$ is the number of $NN$ vacancies. Then a grand potential can be written as

$$\Xi_{M^{(n-1)}} = \sum_{v_n=0}^{M^{(n-1)}} \exp(\beta \mu N) Q_{M^{(n-1)}-v_n} (V, T)$$

$$= \sum_{v_n=0}^{M^{(n-1)}} \exp(\beta \mu M^{(n-1)}) \exp(-\beta \mu v_n) Q_{M^{(n-1)}-v_n} (V, T). \quad (4.26)$$

The partition function $Q_{M^{(n-1)}-v_n}$ is defined as

$$Q_{M^{(n-1)}-v_n} (V, T) \approx \exp(-\beta F_n) \frac{M^{(n-1)}!}{v_n! (M^{(n-1)} - v_n)!}, \quad (4.27)$$

where $F_n$ is the total free energy of the system, $\beta$ is the inverse temperature, $1/kT$ where $k$ is the Boltzmann’s constant, and $\mu$ is the chemical potential. There may be several types in a polyvacancy due to different orientations of constituent vacancies. Eq. (4.27) is not formulated to handle several types of the polyvacancy altogether. Instead, it can be assumed that $NN$ vacancies are introduced only to particular adjacent sites of $(n-1)$th vacancies, thus $n$th vacancies have same shape and orientation. In other words, Eq. (4.27) handles the system containing a particular shape of $n$th vacancy. With the identified $NN$ vacancies, $F_n$ can be expressed as
\[ F_n = M f_p - v_1 f_1' - v_2 f_2' - v_1 \left( f_2' - f_1' \right) - v_2 \left( f_3' - f_2' \right) - 2 v_1 \left( f_3' - f_2' \right) - \cdots - v_n f_n' - (n-1) v_n \left( f_n' - f_{n-1}' \right) \]
\[ = F_{n-1} - v_n \left( n f_n' - (n-1) f_{n-1}' \right) \]
\[ = F_{n-1} - v_n \left( f_n - f_{n-1} \right), \] (4.28)

where \( M \) is the total number of lattice sites, \( f_p \) is the free energy of the particle, \( f_i' \) s are the free energies of the NN vacancies adjacent to \((i-1)\)th-vacancy or constituent vacancies in \(i\)th-vacancy (e.g. \( f_1' \) is the free energy of monovacancy, \( f_2' \) is the free energy of the NN vacancy adjacent to monovacancy or a constituent vacancy in divacancy, \( f_3' \) is the one adjacent to divacancy or a constituent vacancy in trivacancy, and etc), \( v_n \) s are the numbers of \(n\)th-vacancy, \( F_{n-1} \) is the total free energy of the system containing mono to \((n-1)\)th-vacancies, \( f_n = n \times f_n' \) (or \( = \sum_{m=1}^{n} f_{n,m}' \)), and \( f_{n-1} = (n-1) \times f_{n-1}' \) (or \( = \sum_{m=1}^{n-1} f_{n-1,m}' \)).

To help understanding of the construction of Eq.(4.28), \( F_1 \), \( F_2 \) and \( F_3 \) are shown in Fig. 4.9 as examples. It is straightforward to obtain \( F_1 \) in Fig. 4.9b) from \( F \) in 4.9a). When the NN vacancies are introduced to make divacancies as shown in Fig. 4.9c), monovacancies adjacent to the NN vacancies become one of two constituent vacancies in divacancies. The free energy difference in this transformation must be accounted for, thus the quantity \((f_2' - f_1')\), which are multiplied by the number of the introduced NN vacancies (i.e. \( v_2 = 4 \) in Fig. 4.9c), is subtracted from \( F \) in Fig. 4.9c) to obtain \( F_2 \) in Fig. 4.9d). For the trivacancy system, we arbitrarily made single trivacancy. When a NN vacancy is introduced as shown in Fig. 4.9e), divacancy is turned into constituent vacancies in trivacancy. The free energy difference in this transformation is obtained by the quantity \((f_3' - f_2')\) for each constituent vacancy [76].
Fig. 4.9 (Color on line) Schematic diagrams to develop the monovacancy system (a→b), the divacancy system, (c→d), and the trivacancy system (e→f), which are presented with each total free energy $F_n$, respectively. The lattice sites are occupied by particles unless emptied by vacancies.

[Reprinted with permission from Ref. [76]. Copyright 2011, Taylor & Francis]
There are two constituent vacancies involved in this transformation, thus the factor 2 is multiplied. Note that the quantity \(2 \times (f_{3}^{*} - f_{2}^{*})\) must be multiplied by the number of introduced NN vacancies \(\nu_3\) but \(\nu_3\) is 1 in Fig. 4.9e). To this end, \(F_3\) is obtained as shown in Fig. 4.9f). For convenience, it is assumed that the quantity \((f_{i}^{*} - f_{i-1}^{*})\) is same in transformations of constituent vacancies in \((i-1)\)th-vacancy to constituent vacancies in \(i\)th-vacancy when the NN vacancy is introduced. This is reason why \(n\) and \(n-1\) are appeared as multipliers in the middle expression in Eq.(4.28). However, free energies of constituent vacancies depend on their positions, more accurately locations of particles surrounding those constituent vacancies. Thus, it is right to express the quantity \((nf_{n}^{*} - (n-1)f_{n-1}^{*})\) in Eq.(4.28) as \(\sum_{m=1}^{m=n} f_{n,m}^{*} - \sum_{m=1}^{m=n-1} f_{n-1,m}^{*}\) where the second subscript \(m\) represents different constituent vacancies. Throughout the derivation, the quantity \((f_{n}^{*} - f_{n-1}^{*})\) in Eq.(4.28) is intact, thus both notations do not affect to change the final equation. Finally, we can write the partition function in Eq.(4.27) by using the last expression in Eq.(4.28) as

\[
Q_{M^{(n-1)} - \nu_n}(V,T) \approx \exp \left( -\beta \left( F_{n-1} - \nu_n \left( f_n - f_{n-1} \right) \right) \right) \frac{M^{(n-1)}!}{\nu_n! \left( M^{(n-1)} - \nu_n \right)!}.
\]  

The mathematical derivation can be found in the work of Pronk and Frenkel for monovacancy. For completing our argument, we take a similar derivation process. Substituting Eq.(4.29) into Eq.(4.26) results in

\[
\Xi_{M^{(n-1)} - \nu_n} \approx \exp \left[ \beta \left( \mu M^{(n-1)} - F_{n-1} \right) \right] \sum_{\nu_n=0}^{M^{(n-1)} - \nu_n} \exp \left( -\beta \nu_n \left( \mu + f_{n-1} - f_n \right) \right) \frac{M^{(n-1)}!}{\nu_n! \left( M^{(n-1)} - \nu_n \right)!}.
\]
By applying the binomial theorem, the summation term in Eq.(4.30) is simplified to

$$\Xi_{M^{(n-1)}} \approx \exp \left( \beta \left( \mu M^{(n-1)} - F_{n-1} \right) \right) \left[ 1 + \exp \left( -\beta \left( \mu + f_{n-1} - f_n \right) \right) \right]^{M^{(n-1)}}. \quad (4.31)$$

Equation (4.31) is further simplified due to $\exp \left( -\beta \left( \mu + f_{n-1} - f_n \right) \right) << 1$,

$$\Xi_{M^{(n-1)}} \approx \exp \left( \beta \left( \mu M^{(n-1)} - F_{n-1} \right) \right) \exp \left( M^{(n-1)} \exp \left( -\beta \left( \mu + f_{n-1} - f_n \right) \right) \right). \quad (4.32)$$

By taking the natural logarithm of both sides, equation (4.32) becomes

$$\ln \Xi_{M^{(n-1)}} \approx \beta \left( \mu M^{(n-1)} - F_{n-1} \right) + M^{(n-1)} \exp \left( -\beta \left( \mu + f_{n-1} - f_n \right) \right). \quad (4.33)$$

The maximum of $\Xi_{M^{(n-1)}}$ is obtained from summing over the states varied by the change of $M^{(n-1)}$. In this process as similarly shown by others [71, 74] the pressure deviation as a thermodynamic quantity due to the introduction of the $NN$ vacancy is examined to have the maximum variation of $M^{(n-1)}$. To this end, the average number of particles $\langle N \rangle$ in the system is found by differentiating Eq.(4.33) with respect to the chemical potential term $\beta \mu$

$$\langle M^{(n-1)} - V_n \rangle = \frac{\partial \ln \Xi_{M^{(n-1)}}}{\partial \beta \mu} = M^{(n-1)} - M^{(n-1)} \exp \left( -\beta \left( f_{n-1} - f_n \right) \right) \exp \left( \beta \mu \right). \quad (4.34)$$

Hence, we finally derive the equilibrium number of $NN$ vacancies as follows:

$$\frac{\langle V_n \rangle}{M^{(n-1)}} = \exp \left( -\beta \left( \mu + f_{n-1} - f_n \right) \right). \quad (4.35)$$
Equation (4.35) reveals how many sub-systems must be existed to accommodate one NN vacancy to make $n^{th}$-vacancy. This information is readily given by inversion of Eq. (4.35). One must pay attention to the case when Eq. (4.35) is applied to obtain the concentration of monovacancy by reminding the above-introduced equation $f_{n-1} = (n-1) \times f_{n-1}^*$. When $n$ is 1, $f_{n-1}$ becomes zero. To know actual number of lattice sites in $M^{(n-1)}$, one must utilize equilibrium numbers of subsystems of lower order vacancies. This involves the product calculation, which is illustrated in the following expression:

$$M_n = \left( \frac{M^{(0)}}{\langle v_1 \rangle} \right) \left( \frac{M^{(1)}}{\langle v_2 \rangle} \right) \left( \frac{M^{(2)}}{\langle v_3 \rangle} \right) \cdots \left( \frac{M^{(n-2)}}{\langle v_{n-1} \rangle} \right) \left( \frac{M^{(n-1)}}{\langle v_n \rangle} \right). \quad (4.36)$$

$M_n$ is the total number of lattices to accommodate one $n^{th}$-vacancy. The first term represents the number of lattices to accommodate a monovacancy; the second term represents the number of subsystems having the number of sites, $M^{(0)}/\langle v_1 \rangle$, to accommodate a NN vacancy introduced to monovacancy to make a divacancy; the third term represents sub-systems having the number of sites $(M^{(0)}/\langle v_1 \rangle) \times (M^{(1)}/\langle v_2 \rangle)$ to accommodate a NN vacancy introduced to a divacancy to make a trivacancy, and so on. From this product calculation, the equilibrium concentration of $n^{th}$-vacancy, $x_n$, is found as follows:

$$x_n = \prod_{m=1}^{n} \exp \left( -\beta \left( \mu + f_{m-1} - f_m \right) \right). \quad (4.37)$$

Equation (4.37) is further simplified in terms of the vacancy-order $n$ as follows:
It is important to notice that equation (4.38) does not require any information of lower order vacancies to calculate the concentration of the target order vacancy. Note that $f_n$ is as $\sum_{m=1}^{\infty} f_{n,m}^*$, which is the sum of formation free energies of constituent vacancies [76].

For the case study to show the validity of Eq.(4.38), we chose to study trivacancies in FCC and HCP HS crystals. The concentration form is then as follows:

$$x_3 = \exp\left( -\beta \left( 3\mu - \left( f_{3,1} + f_{3,2} + f_{3,3} \right) \right) \right).$$

(4.39)

The chemical potentials of vacancy-free FCC and HCP HS crystals are obtained from the thermodynamic relation [6] $\beta\mu = \beta f_0 + Z$, where $Z$ is the compressibility factor, $PV_0/NkT$, where $P$ is the pressure and $V_0$ is the vacancy-free volume. The Einstein crystal method developed by Frenkel and Ladd allows us to have the free energy of the particle $f_0$ [73]. By the thermodynamic integration with Speedy’s equation of state [72], chemical potentials at different densities other than melting were obtained. Equation(4.39) requires formation free energies of three NN vacancies in trivacancy, therefore three connected vacancies in any shapes of interest are introduced into the simulation system.

To evaluate individual formation free energies of NN vacancies, we use a particle insertion method modified from the Widom method [86]. The volume of the vacancy is directly related to the formation free energy of the vacancy by the following equation:

$$-\beta f_{NN} = \ln \left( \frac{v_{vac}}{\Lambda^3} \right),$$

(4.40)
\[ \lambda^3 \text{ is the de Broglie thermal wavelength in three-dimension and } v_{\text{vac}} \text{ is the vacancy volume. When a particle is removed from a crystal lattice, the empty volume can be calculated by making a connection with Wigner Seitz (WS) cell with } v_{\text{WS}} \text{ as the volume of it. Mathematically, it is difficult to formulate the empty volume surrounded by moving } \text{NN particles in the system, but with the insertion simulation, it can be readily obtained.} \]

The change of the potential energy (i.e. } \Delta U) \text{ of the system by inserting a particle into a vacancy is averaged after weighting by the Boltzmann factor. Then, } v_{\text{vac}} \text{ can be predicted by } v_{\text{WS}} \times \left( e^{-\beta \Delta U} \right) [76]. \]

A considerable drawback of the insertion method comes from vastness of the original insertion volume of the WS cell. Most area of the WS cell is not accessible due to hindrance of surrounding } \text{NN particles against insertion trials. To resolve this issue, Pronk and Frenkel introduced a biased particle insertion method [71]. The core idea is to introduce a sub-volume } v \text{ smaller than the WS cell and subsequently, the relationship between } v_{\text{vac}} \text{ and } v \text{ has been found by a simple integration method. A statistical ratio, } v \times P_{in} \left( v \right) / v_{\text{vac}}, \text{ represents the accessible volume over the volume of vacancy } v_{\text{vac}} \text{ because } P_{in} \left( v \right) \text{ is the accepted-insertion probability of a particle into the sub-volume } v. \]

Alternative description of the statistical ratio is a probability that a particle happens to be inside of the sub-volume } v. \text{ In MD simulation, one can express this argument as follows:}

\[ P_{\text{del}} \left( v \right) = \frac{v_{\text{acc}}}{v_{\text{vac}}} = \frac{v P_{in} \left( v \right)}{v_{\text{vac}}}, \quad (4.41) \]
where $v_{acc}$ is the accessible volume and $P_{\text{def}}(v)$ is the probability of a particle’s spent time in the sub-volume $v$. Therefore, if one performs two independent simulations to obtain $P_{\text{in}}(v)$ and $P_{\text{def}}(v)$, $v_{\text{vac}}$ can be obtained [76].

We elucidated the biased insertion method only for monovacancy, but this approach is easily applicable to the polyvacancy simulation. For $P_{\text{in}}(v)$s in trivacancy, we perform the insertion trials into each constituent vacancy, thus three values of $P_{\text{in}}(v)$s are collected. For $P_{\text{def}}(v)$s, we perform three separate simulations with each containing two NN vacancies. This is to collect $P_{\text{def}}(v)$s of each constituent particle around or between two NN vacancies. We used the spherical shape for the sub-volume $v$, of which radius is 80% of the radius of a sphere inscribed into the WS cell. For HS MD simulations, a molecular simulator Etomica was used [23]. The MD time step was set to 0.04ps. We carried out three independent simulations to average the results and each was run for $2 \times 10^6$ time steps for data production while varying densities ranging from $\rho^* = 1.0376$ (melting point) to 1.2, where $\rho^*$ is $M\sigma^3/V$ with the diameter of HS, $\sigma$ taken as unity. To avoid the size effect for the introduction of trivacancy, we use 384 (8×8×6 unit cells) lattices constructed in a rhombic box. Note that the total volume must not be varied by trivacancy introduced into the system during simulation [76].

Figure 4.10 shows FCC and HCP crystal lattices, which spread out to exhibit $ABCABC\ldots$ and $ABABAB\ldots$ stacking planes, respectively, where $A$, $B$, and $C$ are hexagonal planes. From their different spatial configurations, different types of trivacancies for FCC and HCP are obtained. For the FCC crystal, there are 4 types of
trivacancies, which hold the angles between separate vacancy sites as $180^\circ$, $120^\circ$, $90^\circ$ and $60^\circ$, which are denoted as FCC3.1, 3.2, 3.3, and 3.4, respectively [76].

![Diagram of trivacancies in FCC and HCP crystals.](image)

Fig. 4.10 (Color on line) Schematic of trivacancies in FCC with spread $ABC$ planes and HCP with spread $ABA$ planes. Filled and open circles represent possible vacant sites in trivacancy. The far-left plane (with three filled circles) is at the top of the stack, the plane B (with six filled circles) is in the middle, and the right plane (with three open circles) from it is the bottom one. On the right hand side, trivacancies are shown with the middle plane as a reference plane. If filled circles are not on vertices of hexagon, those are in the top plane. Open circles, which are on vertices of hexagon, are in the bottom plane. [Reprinted with permission from Ref. [76]. Copyright 2011, Taylor & Francis]

Unlike the FCC crystal that has one type of divacancy configuration due to full symmetry of the lattice, the HCP has two different types of divacancies, which are aligned in one plane (i.e. $A$ or $B$ plane) or aligned across two planes (i.e. $AB$ planes) [74]. From permuting all possible locations for a $NN$ vacancy, which can be introduced to
surrounding $NN$ sites of each divacancy, we obtained 9 different types of trivacancies [85], which are denoted from HCP3.1 to HCP3.9, respectively. Due to the actual number of trivacancy is extremely small (See Table 4.12), we compare a negative logarithmic concentration $-\log x$ presented by Bennett and Alder in Figs. 4.11, 4.13, and 4.15. They collected the concentration of trivacancy of the equilateral triangular shape that is same as FCC3.4 (See Fig. 4.10). Our results agree well with theirs over the compressibility factors (i.e. $PV_o/NkT$) around 8 to 9, but their simulation method could not predict concentrations at high densities due to immobilities of vacancies. Their prediction for the concentration is based on the transition probability between orders of vacancies (i.e. mono-to-di, di-to-tri, tri-to-tetra, etc). It implies complete randomness in the creation of target polyvacancy. In this case, the simulation might have taken enormous time to collect reliable transition probabilities [76].
Fig. 4.11 (Color on line) Plot of $-\log x$ vs. the compressibility factor, $PV_0/NkT$ for the FCC HS crystal. Bennett and Alder is Ref. [68]. Lines are guides to an eye. Errors are smaller than symbols.

[Reprinted with permission from Ref. [76]. Copyright 2011, Taylor & Francis]

From Fig.4.11, different concentrations are observed for different arrangements of trivacancies in the FCC HS crystal. Table 4.12 shows actual figures of trivacancies in both FCC and HCP HS crystals [76].
Table 4.12 Actual values of trivacancy concentrations for all types in FCC and HCP HS crystals at various densities

<table>
<thead>
<tr>
<th>ρ*</th>
<th>1.0376</th>
<th>1.04086</th>
<th>1.07000</th>
<th>1.10000</th>
<th>1.14000</th>
<th>1.17000</th>
<th>1.20000</th>
</tr>
</thead>
<tbody>
<tr>
<td>FCC3.1</td>
<td>5.92×10^{−11}</td>
<td>4.03×10^{−11}</td>
<td>1.32×10^{−12}</td>
<td>2.08×10^{−14}</td>
<td>2.55×10^{−17}</td>
<td>4.37×10^{−20}</td>
<td>1.84×10^{−23}</td>
</tr>
<tr>
<td>FCC3.2</td>
<td>3.09×10^{−11}</td>
<td>1.93×10^{−11}</td>
<td>6.29×10^{−14}</td>
<td>1.05×10^{−16}</td>
<td>1.26×10^{−19}</td>
<td>2.36×10^{−22}</td>
<td>1.07×10^{−25}</td>
</tr>
<tr>
<td>FCC3.3</td>
<td>2.14×10^{−10}</td>
<td>1.47×10^{−10}</td>
<td>6.41×10^{−14}</td>
<td>1.38×10^{−16}</td>
<td>2.24×10^{−19}</td>
<td>4.37×10^{−22}</td>
<td>1.69×10^{−25}</td>
</tr>
<tr>
<td>FCC3.4</td>
<td>2.54×10^{−10}</td>
<td>1.84×10^{−10}</td>
<td>1.69×10^{−11}</td>
<td>1.04×10^{−12}</td>
<td>8.63×10^{−15}</td>
<td>9.36×10^{−17}</td>
<td>2.24×10^{−19}</td>
</tr>
<tr>
<td>HCP3.1</td>
<td>3.63×10^{−10}</td>
<td>2.39×10^{−10}</td>
<td>7.98×10^{−12}</td>
<td>1.39×10^{−13}</td>
<td>1.89×10^{−15}</td>
<td>3.67×10^{−17}</td>
<td>1.75×10^{−20}</td>
</tr>
<tr>
<td>HCP3.2</td>
<td>5.06×10^{−10}</td>
<td>3.46×10^{−10}</td>
<td>1.23×10^{−11}</td>
<td>2.19×10^{−13}</td>
<td>2.76×10^{−15}</td>
<td>5.27×10^{−18}</td>
<td>2.43×10^{−21}</td>
</tr>
<tr>
<td>HCP3.3</td>
<td>4.03×10^{−9}</td>
<td>2.77×10^{−9}</td>
<td>2.46×10^{−10}</td>
<td>1.52×10^{−11}</td>
<td>1.69×10^{−13}</td>
<td>2.31×10^{−15}</td>
<td>5.48×10^{−18}</td>
</tr>
<tr>
<td>HCP3.4</td>
<td>4.29×10^{−9}</td>
<td>3.09×10^{−9}</td>
<td>1.56×10^{−10}</td>
<td>4.70×10^{−12}</td>
<td>1.41×10^{−14}</td>
<td>5.19×10^{−17}</td>
<td>4.35×10^{−20}</td>
</tr>
<tr>
<td>HCP3.5</td>
<td>9.66×10^{−10}</td>
<td>6.53×10^{−10}</td>
<td>2.57×10^{−11}</td>
<td>4.87×10^{−13}</td>
<td>8.15×10^{−16}</td>
<td>1.75×10^{−18}</td>
<td>8.45×10^{−21}</td>
</tr>
<tr>
<td>HCP3.6</td>
<td>4.49×10^{−9}</td>
<td>3.11×10^{−9}</td>
<td>3.58×10^{−10}</td>
<td>3.19×10^{−12}</td>
<td>3.29×10^{−14}</td>
<td>2.23×10^{−16}</td>
<td>1.01×10^{−19}</td>
</tr>
<tr>
<td>HCP3.7</td>
<td>1.62×10^{−11}</td>
<td>1.06×10^{−11}</td>
<td>2.96×10^{−13}</td>
<td>4.40×10^{−15}</td>
<td>6.08×10^{−18}</td>
<td>1.26×10^{−20}</td>
<td>6.53×10^{−24}</td>
</tr>
<tr>
<td>HCP3.8</td>
<td>2.06×10^{−9}</td>
<td>1.49×10^{−9}</td>
<td>7.66×10^{−11}</td>
<td>1.90×10^{−12}</td>
<td>4.99×10^{−15}</td>
<td>1.53×10^{−17}</td>
<td>1.01×10^{−20}</td>
</tr>
<tr>
<td>HCP3.9</td>
<td>3.53×10^{−9}</td>
<td>2.67×10^{−9}</td>
<td>1.44×10^{−10}</td>
<td>4.19×10^{−12}</td>
<td>1.62×10^{−14}</td>
<td>5.12×10^{−17}</td>
<td>4.44×10^{−20}</td>
</tr>
</tbody>
</table>

Note: ρ* is the dimensionless number density, kT=m=σ=1, ρ*=ρσ³.

We found $P_{in}(v)$s of three constituent vacancies in trivacancy are same for FCC3.4, but for other shapes of trivacancies, $P_{in}(v)$ of the center vacancy (See Fig. 4.9) in trivacancy smaller than those in the other two constituent vacancies. From this information, formation free energies of constituent vacancies are different even within the polyvacancy itself as well as stabilities of those vacancies. The equilateral triangular trivacancy exhibits the highest concentration among all trivacancy configurations, and it illustrates that the configuration is the most stable structure, also proven by the lowest formation free energy shown in Fig. 4.12 [76].
More specifically, we can use the concept of driving force, which is to remove a vacant site by inserting a particle and $\mu - f$ (e.g. the exponent of Eq. (4.38) for monovacancy) is the identity of the force. Since it is always positive, the force becomes weak as the formation free energy decreases. In short, it is difficult to get rid of vacancies if the driving force is small and consequently, trivacancy with lower formation free energy becomes more stable. To have low formation free energy, constituent vacancies in trivacancy should have low $P_{\text{in}}(v)$ and high $P_{\text{del}}(v)$, which cause high equilibrium concentration. This observation is consistent with structural information of trivacancies.
Trivacancy structures of FCC3.1 and FCC3.2 are quite open, thus the insertion trial of a particle to fill a constituent vacancy is more easily acceptable. However, those of FCC3.3 and FCC3.4 have coagulated empty volume, which seems to be feasible to accept insertion trials but becomes more susceptible of embracing surrounding $NN$ particles. Thus, insertions are hindered by moved-in $NN$ particles so that low $P_{in}(v)$s are produced [76].

We apply the same analysis to study trivacancies in the HCP HS crystal. Bennett and Alder’s $-\log x$ ($x$ is the trivacancy concentration) values for the FCC HS crystal were plotted in Fig. 4.13 for convenient comparison. In the HCP crystal, there are three types (i.e. HCP 3.3, HCP 3.6, and HCP 3.7) of the equilateral triangular trivacancies depending on arrangements of surrounding neighbor particles, but only one has the lowest formation free energy, which is HCP3.6. $P_{in}(v)$s of constituent vacancies in HCP3.6 are much smaller than those in FCC3.4. The effect of this difference comes from different bottom planes (i.e. $C$ or $A$, see Fig. 4.10), with which trivacancies are differently surrounded. It is clearly shown from Figs. 4.12 and 4.14 that trivacancy of HCP3.6 is more stable that of FCC3.4. Therefore, the most stable trivacancy is found in the HCP HS crystal as HCP3.6 and its concentration becomes the largest [76].
Further, one of the deceptions is that $P_{in}(v)$ s of constituent vacancies in the equilateral triangular trivacency are supposed to be same. However, we found one exception in the case of HCP3.3, where $P_{in}(v)$ of one of constituent vacancies is larger than those of the other two. It is interesting to observe that even with different $P_{in}(v)$ s of HCP3.3, its stability is greater than FCC3.4. The other equilateral triangular trivacency (i.e. HCP3.7) contains constituent vacancies with same $P_{in}(v)$ s, but it has the highest formation free energy (i.e. less stable) so that the concentration becomes the lowest among other
trivacancies in the HCP HS crystal. It is worthy of note that overall concentrations averaged from all trivacancies for each crystal reveal higher trend in the HCP HS crystal as shown in Fig. 4.15 [76].

![Plot of the formation free energy of trivacancy $-f_3$ vs. the dimensionless density $\rho^*$ for the HCP HS crystal. Lines are guides to an eye. Errors are smaller than symbols. Reprinted with permission from Ref. [76]. Copyright 2011, Taylor & Francis]
There have been few studies, which can provide a formulated framework to handle polyvacancy, but this work may offer a reliable approach to study it. With the information of structure and formation free energy of the vacancy, the developed formula reveals the equilibrium concentration of polyvacancy. The concept of the NN vacancy introduced here made the complex derivation in the statistical mechanical calculation much simpler. Applications of Eq.(4.38) were consistent with equations derived by Pronk and Frenkel [71] and Kwak et al. [74] for monovacancy and divacancy, respectively. To validate Eq.(4.38), we estimated the concentrations of trivacancies in FCC and HCP HS crystals as a case study with a help of MD simulation.
incorporated with a modified Widom-like insertion method. In the course of predicting the equilibrium concentration, distinct structures of trivacancies were identified - 4 types in the FCC crystal and 9 types in the HCP- by permutation calculation, and their stabilities have been studied in details by investigating formation free energies. It was possible to identify the stability of trivacancy; angled form is more stable than straight one but exceptional cases exist due to different arrangements of surrounding neighbor particles. Quantification of relative stability is also possible and revealed that the most stable trivacancy is HCP3.6, which has the equilateral triangular shape. We have shown HS crystals as a study case, but it can be applied to any potential models. Finally, with the same approach taken in this work and the derived formula, one can actualize the specific study of vacancy so that it can serve to relate the smallest order of vacancy related to a void creation, theoretically. Then, fundamental questions risen in studies of voids such as interactions, closures, growth and coalescence, and migration [87-91], may not be difficult to answer after all [76].
Chapter 5 Computational Experiment of DSMC

Traditionally, in MD each particle in the domain of interest is modeled as being given the opportunity to interact with every other particle [70]. When particle collisions are coupled with their motions, the problem becomes very time-consuming. Not until the invention of DSMC method, proposed by Graham Bird [47], it becomes computationally less expensive and much more efficient so that DSMC shows two or three orders of magnitude faster than MD. In DSMC, the computational domain is divided into discrete cells, each of which consists of a certain number of particles. Upon realization of the DSMC algorithm, simulated particles are used to represent real molecules. They do not need to be a one-to-one relationship to real molecules. In a dimensioned computation, real molecules are often of the order of Avogadro’s number $O(10^{23})$ while simulated particles are often of the order of $O(10^4)$ to $O(10^6)$, depending on number of cells used. Therefore each simulated particle represents about $O(10^{17})$ to $O(10^{19})$ molecules. In some cases the number of real molecules represented by a simulated molecule is not necessarily greater than one.

The DSMC algorithm can be either viewed as a simplified MD model, or a MC method for the integration of the time dependent Boltzmann equation. It uses a new sorting and collision sampling routine, which makes the algorithm very efficient. The
collision from DSMC is featured by stochastic simulation and converges to kinetic theory, which is the representation of dilute gases by averaging over a large number of samples.

5.1 General Procedure of DSMC

In general, DSMC contains an initialization step and a time loop, which are described as follows:

5.1.1 DSMC initialization

Before the DSMC flow solver begins, a number of initialization steps have to be taken. First, all the basic properties, such as density, initial temperature, system size, number of cells, number of pseudo-particles, mass and diameter of gas, should be initialized. Second, all the particles are distributed across the domain and their positions are allocated according to Eq. (5.1)

\[
\begin{align*}
    x_i &= (X_{\text{max}} - X_{\text{min}}) R_f + X_{\text{min}} \\
    y_i &= (Y_{\text{max}} - Y_{\text{min}}) R_f + Y_{\text{min}} \\
    z_i &= (Z_{\text{max}} - Z_{\text{min}}) R_f + Z_{\text{min}}
\end{align*}
\]

(5.1)

where \(x_i\), \(y_i\), and \(z_i\) are the three Cartesian coordinates of particle \(i\), \(R_f\) is a random number uniformly distributed in \([0,1]\), and \(X_{\text{max}}\) and \(X_{\text{min}}\), \(Y_{\text{max}}\) and \(Y_{\text{min}}\), \(Z_{\text{max}}\) and \(Z_{\text{min}}\) are upper and lower boundary of \(x\), \(y\), \(z\) direction respectively. In this case, a uniform grid is used. However, particles need not be distributed uniformly among the cells. Here in order to
generate the random number $R_f$, srand48() and drand48() functions are used under Linux G++ compiler. Third, after the positions of all the particles are set, the initial velocities of them are given. The DSMC method is essentially equivalent to the Boltzmann equation, which for any unsteady system, is dependent on a set of initial conditions. Initially the flow is taken to be in thermal equilibrium. The particles are set to follow the Boltzmann-Maxwell distribution. Since the velocity of each particle is the sum of the mean velocity of the flow and the thermal velocity, and the initial mean flow velocity is already known from the beginning, sampling from the Maxwellian velocity distribution is only left.

The Maxwell-Boltzmann distribution describes how the motions of the microscopic molecules are related to macroscopic, measurable properties like temperature $T$. One of the important assumptions of this distribution is that the components of velocity are distributed independently of each other. Based on the conservation laws of mass, energy and momentum, given conditions

\[
\int f dv = n \\
\int fvdv = nu \quad \text{(5.2)} \\
\int fm^2 dv = nmu^2 + 3nk_B T ,
\]

where $n$ is the number density, $v$ is the velocity vector, $u$ is the macroscopic velocity vector of the flow, $m$ is the mass of particle, and $k_B$ is the Boltzmann constant, the velocity distribution function $f$ can be derived and the final result is as follows:

\[
f(v) = 4\pi \nu v^2 \left( \frac{m}{2\pi k_B T} \right)^{\frac{3}{2}} \exp\left( -\frac{m(v - u)^2}{2k_B T} \right). \quad \text{(5.3)}
\]
In the Maxwell-Boltzmann distribution there are three important properties. Those are most probable speed \(v_p\), average speed \(\langle v \rangle\) and root-mean-square speed \(v_{rms}\). The most probable speed is associated with the highest point in the distribution. It can be derived by taking the derivative of Eq. (5.3) with respective to \(v\) to be 0. The result is shown as follows:

\[
v_p = \sqrt{\frac{2k_BT}{m}}. \tag{5.4}
\]

The average speed is the sum of all the speeds of molecules divided by the number of particles. It can be derived by taking the integration:

\[
\langle v \rangle = \int v f(v)dv = \frac{8k_BT}{\pi m}. \tag{5.5}
\]

The root-mean-square speed is expressed as follows:

\[
v_{rms} = \sqrt{\int v^2 f(v)dv} = \sqrt{\frac{3k_BT}{m}}. \tag{5.6}
\]

From Eq. (5.4) we can see that, the Maxwell-Boltzmann distribution is the Gaussian distribution [92] with the mean \(\mu = u\) and standard deviation \(\sigma = \sqrt{\frac{k_BT}{m}}\), then the Box-Muller method [93, 94] is applied to generate the Gaussian distribution, which satisfies the prescribed mean and standard deviation.

\[
z = \mu + \sigma \sqrt{-2\log(1 - R_f)} \cos(2\pi R_f). \tag{5.7}
\]
5.1.2 DSMC time loop

After the initialization is finished, the DSMC time loop starts. It is a four-step process, which comprises move, sort, collide and sample. These four subroutines are carried out repeatedly in each time loop. The procedure will be discussed one by one in detail. In the move subroutine, particles are moved to the new positions according to their old positions and velocities as follows,

\[
\begin{align*}
\dot{x}_i &= x_i + v_x \Delta t \\
\dot{y}_i &= y_i + v_y \Delta t, \\
\dot{z}_i &= z_i + v_z \Delta t
\end{align*}
\]  

(5.8)

where \(x_i\), \(y_i\), and \(z_i\) represent the three old Cartesian coordinates, \(x_i'\), \(y_i'\), and \(z_i'\) represent the three new Cartesian coordinates, \(v_x\), \(v_y\), and \(v_z\) represent three velocity components, and \(\Delta t\) represents the time interval. For example of taking a single direction of the movement of the particle, the flowchart for the move subroutine is shown in Fig. 5.1.
As seen from the above flowchart, when a particle reaches the edge of the domain, the boundary condition is applied to generate a new velocity and a new position for the particle. Typically there are three types of boundary conditions: periodic boundary, specular boundary and diffuse boundary. The periodic boundary is a representation of an infinitely large periodic domain. In this boundary condition, particles moving out of one boundary can be regarded as moving in from another boundary. The position is displaced by the length of the corresponding direction of the domain, i.e. if new position $x'>X_{\text{max}}$, then the particle will be placed to the position $x'-(X_{\text{max}}-X_{\text{min}})$; if $x'<X_{\text{min}}$, then the particle will be placed to the position $x'+(X_{\text{max}}-X_{\text{min}})$. The velocity remains unchanged. In specular boundary condition, particles reaching the edge will be reflected to a new position, which is the specular image of the position where the particle should have arrived without
boundary, i.e. if \( x'>X_{\text{max}} \), particle will be placed to the position \( 2X_{\text{max}}-x' \); if \( x'<X_{\text{min}} \), particle will be placed to the position \( 2X_{\text{min}}-x' \). If the wall is stagnant, the direction of the velocity becomes its opposite. The diffuse boundary condition is the most realistic yet complicated model. Each particle that reached the edge will be given a velocity with new magnitude and direction.

After all particles are moved to new positions and boundary conditions have been applied, the next step is to sort them into different cells. The pseudo-code for the sort subroutine is shown in Fig. 5.2.
// Find the cell address for each particle
for i ∈ [0,NPART)
{
    cell_x ← x/Δx
    cell_y ← y/Δy
    cell_z ← z/Δz
    jx[i] ← NX*NY*cell_z + NX*cell_y + cell_x
}

// Count the number of particles in each cell
for j ∈ [0,NX*NY*NZ)
{ cell_n[j] = 0
}
for i ∈ [0,NPART)
{ cell_n[ jx[i] ]++
}

// Build index list as cumulative sum of the
// number of particles in each cell
m=0
for j ∈ [0,NX*NY*NZ)
{
    index[j] ← m
    m ← m + cell_n[j]
}

// Build cross-reference list
for j ∈ [0,NX*NY*NZ)
{ temp[j] = 0
}
for i ∈ [0,NPART)
{
    jcell ← jx[i]       // Cell address of ipart
    k ← index[jcell] + temp[jcell]
    Xref[k] ← i
    temp[jcell] ← temp[jcell] + 1
}

Fig. 5.2 Pseudo-code for sort subroutine

First, the cell address for each particle is found. Cell_x, cell_y, and cell_z, these three temporary variables represent the cell index in three Cartesian coordinates. Then the cell address NX*NY*cell_z + NX*cell_y + cell_x (i.e. NX, NY, and NZ represent total number of cells in each coordinate directions respectively) is found and put in the array jx.
Second, the number of particles in each cell is initialized to 0 for the consequent action that looping over the particles makes sure the particle number is accumulated in each cell. Third, an index list has to be built. The variable $m$ is initialized to 0 first and added to the $j$th element of array $\text{cell}_n$, which represents the number of particles in each cell. When the value of $m$ is given to the $j$th element of array $\text{index}$, the $\text{index}$ is pointed to the first particle in each cell. So far the index list building has been finished. Fourth, array $\text{temp}$ represents relative index of each particle in each cell. Its elements are initialized to 0 and incremented by 1 after every loop over the particles. Then let variable $k = \text{index}[j\text{cell}] + \text{temp}[j\text{cell}]$, where $j\text{cell}$ is the cell index of particle $i$. Afterwards, another array $\text{Xref}$ is created. Let the $k$th element of $\text{Xref}$ point to particle $i$. The cross-reference index is built. It will be used in the collide subroutine.

The sort subroutine provides an alternative way of processing collisions within each cell rather than dealing with successive collisions in MD. This process reduces the time complexity from $O(N^2)$ to $O(N)$. In the collide subroutine, numerous collisions take place between particles in the same cell regardless of where each individual particle locates within the cell. The probability of a collision between particle $i$ and $j$ is proportional to their relative speed [95]

$$
(P_{\text{col}})_{i,j} = \frac{|\mathbf{u}_j - \mathbf{u}_i|}{\sum_{m=1}^{N_p} \sum_{n=1}^{N_p} |\mathbf{u}_m - \mathbf{u}_n|},
$$

(5.9)

where $N_p$ is the number of particles in the cell. The double summation represents the sum of relative speed of all the particle pairs in the cell. Due to the high computational expense of this double summation, an alternative strategy is used. In order to perform the
actual collisions, a number of attempted collisions are computed. The number of collision pairs to be selected for possible collisions in each time step is expressed as:

\[ n_{cp} = \frac{N_{p} \pi d^{2} v_{rm} \Delta t}{2 \Delta x \Delta y \Delta z}, \]  

(5.10)

where \( v_{rm} \) denotes the maximum relative speed inside a cell and is updated in each time step; \( d \) denotes the diameter of molecule; \( \Delta t \) is the time step; \( \Delta x, \Delta y, \) and \( \Delta z \) are the cell length in each direction, respectively.

After the number of candidate collision pairs is determined, one can loop over the total number of possible collision pairs and pick out two particles for collision out of the cell stochastically. Here an acceptance-rejection mode, which represents the MC characteristic, is used. If the collision probability between the collision pairs is expressed as follows:

\[ P_{\text{col}} = \frac{v_{r}}{v_{rm}}. \]  

(5.11)

If the quantity \( P_{\text{col}} \) is large enough (i.e. greater than the random number generated by the computer), then the collision is accepted; otherwise, it is rejected. If the collision is accepted, post-collision velocities are to be determined according to the conservation of momentum and energy expressed in Eqs. (3.13) and (3.14). Here we introduce the centre of mass velocity \( v_{m} \) and pre- and post- relative velocities \( v_{r} \) and \( v_{r}' \):

\[ v_{m} = \frac{m_{1} v_{1} + m_{2} v_{2}}{m_{1} + m_{2}}. \]  

(5.12)
\[ \mathbf{v}_r = \mathbf{v}_1 - \mathbf{v}_2, \quad (5.13) \]

\[ \mathbf{v}_r' = \mathbf{v}_{1}' - \mathbf{v}_{2}'. \quad (5.14) \]

Then Eqs. (3.13) and (3.14) give the following solution

\[ \mathbf{v}_{1}' = \mathbf{v}_m + \frac{m_2}{m_1 + m_2} \mathbf{v}_r', \quad (5.15) \]

\[ \mathbf{v}_{2}' = \mathbf{v}_m - \frac{m_1}{m_1 + m_2} \mathbf{v}_r'. \quad (5.16) \]

In Eqs. (3.13) and (3.14), there are four equations with six unknowns (i.e. three components of \( \mathbf{v}_1' \) and \( \mathbf{v}_2' \)), thus two other parameters are needed. Since the magnitude of relative velocity is unchanged by the collision,

\[ |\mathbf{v}_{1}'| = |\mathbf{v}_r|. \quad (5.17) \]

In order to solve \( \mathbf{v}_r' \) we generate two random numbers \( R_{f1} \) and \( R_{f2} \) in the range \([0, 1]\) to obtain two azimuth angles \( \theta \) and \( \phi \) in three-dimensional space.

\[ \cos \theta = 1 - 2R_{f1} \]
\[ \sin \theta = \sqrt{1 - \cos^2 \theta} \]
\[ \phi = 2\pi R_{f2}. \quad (5.18) \]

After two azimuths are determined, the three components of \( \mathbf{v}_r' \), denoted as \( v_{rx}' \), \( v_{ry}' \) and \( v_{rz}' \), are finalized.
\[
\begin{align*}
  v_{rx} &= |v_i| \cos \theta \\
  v_{ry} &= |v_i| \sin \theta \cos \varphi \\
  v_{rz} &= |v_i| \sin \theta \sin \varphi.
\end{align*}
\] (5.19)

Once the particle positions and velocities are obtained from the previous three subroutines, the last step is to sample macroscopic properties at each cell location. The sample subroutine is not called every time step but at some user-specified steps, e.g. after initial transient transition to equilibrium. Usually in the simulation 200,000 steps are used to ensure the equilibrium is achieved. The number density is calculated as follows:

\[
n = \frac{N_p}{\Delta x \Delta y \Delta z}. \] (5.20)

The three velocity components are computed as:

\[
\begin{align*}
  v_x &= \frac{1}{N_p} \sum_{i=1}^{N_p} v_{xi} \\
  v_y &= \frac{1}{N_p} \sum_{i=1}^{N_p} v_{yi} \\
  v_z &= \frac{1}{N_p} \sum_{i=1}^{N_p} v_{zi}.
\end{align*}
\] (5.21)

Since in the Maxwell-Boltzmann distribution the variance of velocity equals \( \frac{3k_B T}{m} \), then the temperature can be calculated from the variance, which is formulated as:

\[
T = \frac{m}{3k_B} \left( \frac{1}{N_p} \sum_{i=1}^{N_p} (v_{xi}^2 + v_{yi}^2 + v_{zi}^2) - \left( \frac{1}{N_p} \sum_{i=1}^{N_p} v_{xi} \right)^2 - \left( \frac{1}{N_p} \sum_{i=1}^{N_p} v_{yi} \right)^2 - \left( \frac{1}{N_p} \sum_{i=1}^{N_p} v_{zi} \right)^2 \right). \] (5.22)
5.2 Couette flow

In order to validate the DSMC algorithm, we choose Couette flow as a test case. We set up our model as the laminar flow of a viscous fluid between two parallel plates moving in opposite direction in $y$ axis. As is known to all, in Couette flow the velocity component $u_y$ is a linear function of $x$. The velocity profile is shown in Fig. 5.3.

![Fig. 5.3 The velocity profile](image)

As we can see from this profile, $u_y$ is a linear function of $x$, which is consistent with the derivation from the Navier-Stokes equation. Also, the temperature profile and the number density profile are shown in Figs. 5.4 and 5.5 as well.
The velocity correlation function [96] (VCF) describes how strongly the particle velocity at some time \( t \) is correlated to its initial value at time \( t=0 \). The normalized velocity correlation function can be formulated as:

\[
VCF = \frac{\langle \mathbf{v}(t) \cdot \mathbf{v}(0) \rangle}{\langle \mathbf{v}^2(0) \rangle}.
\]  

(5.23)
At time $t=0$, mathematically $v(t)$ equals $v(0)$ then the numerator in Eq. (5.23) equals the denominator and the VCF equals 1, as shown in Fig. 5.6. This means the velocity is perfectly correlated with the initial one. As time elapses, the particle experiences collisions, which change the particle’s speed and direction. The instantaneous velocity vector becomes less and less correlated with its original value. After enough collisions the particle velocity becomes uncorrelated with its original value and the average dot-product between the current and original value becomes zero.

![Fig. 5.6 Velocity correlation function](image)

### 5.3 Consistent Boltzmann Algorithm

The DSMC algorithm leads to transport properties for dilute HS gas while it has an ideal gas equation of state. Modifications were made by Alexander, Garcia and Alder [56] and as a result, the consistent Boltzmann Algorithm (CBA) comes out. The CBA introduces a
displacement term in the advection process to remove the inconsistency that traditional DSMC encounters and recovers equation of state for HS gas.

In standard DSMC, once a pair is selected for a collision, their post-collision velocities are determined stochastically, consistent with the conservation of energy and momentum. The collision is executed with particles remaining in place. In the Boltzmann equation the advection process corresponds to point particles, so the virial is zero, which corresponds to the ideal gas. To obtain the correct HS virial, the CBA includes the extra displacement in the advection step that the particles would have experienced if they had collided as hard spheres \[56\],

\[
d = \frac{\dot{v}_r - v_r}{|\dot{v}_r - v_r|} \sigma,
\]

(5.24)

where \(\sigma\) is the molecular diameter, and \(\dot{v}_r\) and \(v_r\) are the post-collision and pre-collision relative velocities, respectively. Particle 1 is displaced by vector distance \(d\) and particle 2 by \(-d\), as shown in Fig. 5.7.

**Fig. 5.7 Schematic diagram of the displacement term \[56\]**
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Then after collision particles are displaced by following relations [55],

\[
\begin{align*}
\mathbf{r}_1(t + \Delta t) &= \mathbf{r}_1(t) + \mathbf{v}_1(t) \Delta t + \mathbf{d} \\
\mathbf{r}_2(t + \Delta t) &= \mathbf{r}_2(t) + \mathbf{v}_2(t) \Delta t - \mathbf{d},
\end{align*}
\]  

(5.25)

where \(\Delta t\) is the time step, \(\mathbf{r}_1\) and \(\mathbf{r}_2\) are the position vectors of particle 1 and 2 respectively, and \(\mathbf{v}_1'\) and \(\mathbf{v}_2'\) are the post-collision velocities of particle 1 and 2 respectively. The shear viscosity \(\eta\) is evaluated in terms of an autocorrelation function [97-99]

\[
\eta = \frac{1}{V k_B T} \int_0^\infty \langle J_{xy}(t)J_{xy}(t + s) \rangle ds,
\]  

(5.26)

where

\[
J_{xy} = m \left[ \sum_{i=1}^N u_i v_i + \sum_{c=1}^\infty (y_i - y_j) \Delta c u_i \delta(t - t_c) \right]
\]  

(5.27)

is the \(xy\)-component of the microscopic stress tensor. In Eq. (5.27), \(y_i\) is the \(y\)-coordinate of the particle \(i\) at time \(t\); \(u_i\) and \(v_i\) are the \(x\), \(y\)-component of its velocity. The change in the \(x\)-component of velocity for particle \(i\) is \(\Delta' u_i\), where the index \(c\) represents a collision between particle \(i\) and \(j\), which happens at time \(t_c\). Applying the CBA combined with Eqs. (5.26) and (5.27), we calculate the shear viscosity as shown in Table 5.1.
Table 5.1 Data of shear viscosity

<table>
<thead>
<tr>
<th>$n^*$</th>
<th>$\eta_{HS}$</th>
<th>$\eta_{vdw}/\eta_{HS}$</th>
<th>$\eta_{vdw}$</th>
<th>$\eta_{sim}$</th>
<th>$\eta_E/\eta_{HS}$</th>
<th>$\eta_E$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0141</td>
<td>0.1820</td>
<td>0.9630</td>
<td>0.1753</td>
<td>0.1760</td>
<td>0.9900</td>
<td>0.1802</td>
</tr>
<tr>
<td>0.0707</td>
<td>0.1870</td>
<td>0.9300</td>
<td>0.1739</td>
<td>0.1750</td>
<td>1.0000</td>
<td>0.1870</td>
</tr>
<tr>
<td>0.2828</td>
<td>0.2730</td>
<td>0.8970</td>
<td>0.2449</td>
<td>0.2420</td>
<td>1.0100</td>
<td>0.2757</td>
</tr>
<tr>
<td>0.4714</td>
<td>0.5120</td>
<td>1.0440</td>
<td>0.5345</td>
<td>0.5360</td>
<td>0.9800</td>
<td>0.5018</td>
</tr>
<tr>
<td>0.7071</td>
<td>1.3710</td>
<td>1.2740</td>
<td>1.7467</td>
<td>1.7480</td>
<td>0.9090</td>
<td>1.2462</td>
</tr>
<tr>
<td>0.7857</td>
<td>1.8980</td>
<td>1.3740</td>
<td>2.6079</td>
<td>2.6060</td>
<td>0.9090</td>
<td>1.7253</td>
</tr>
<tr>
<td>0.8839</td>
<td>3.7780</td>
<td>1.1360</td>
<td>4.2918</td>
<td>4.2930</td>
<td>0.6940</td>
<td>2.6219</td>
</tr>
<tr>
<td>0.9428</td>
<td>7.3460</td>
<td>0.7890</td>
<td>5.7960</td>
<td>5.7970</td>
<td>0.4630</td>
<td>3.4012</td>
</tr>
</tbody>
</table>

Note: $kT=m=\sigma=1$, $n^* = n\sigma^3$, $\eta_{HS}$ is from MD HS simulations [98]; $\eta_{vdw}$ is from van der Waals CBA viscosity [55]; $\eta_{sim}$ is our computed value; $\eta_E$ is from Enskog theory [55].

The plot of these data is shown as follows:

![Fig. 5.8 Shear viscosity as a function of number density (with $kT = m = \sigma = 1$, $n^* = n\sigma^3$)](image)

Also, we compute the self-diffusion coefficient, which is started from the Green-Kubo relation [100],
\[ D = \int_0^\infty \langle v_x(t) \cdot v_x(0) \rangle dt. \] (5.28)

By using a simple numerical quadrature, we obtain the results of the self-diffusion coefficient at different number densities as shown in Table 5.2.

### Table 5.2 Data of self-diffusion coefficient

<table>
<thead>
<tr>
<th>( n^* )</th>
<th>( D_{\text{HS}} )</th>
<th>( D_{\text{vdw}}/D_{\text{HS}} )</th>
<th>( D_{\text{vdw}} )</th>
<th>( D_{\text{sim}} )</th>
<th>( D_{\text{sim}}/D_{\text{HS}} )</th>
<th>( D_{\text{E}}/D_{\text{HS}} )</th>
<th>( D_{\text{E}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0141</td>
<td>14.9810</td>
<td>0.9990</td>
<td>14.9660</td>
<td>14.9880</td>
<td>1.0005</td>
<td>0.9990</td>
<td>14.9660</td>
</tr>
<tr>
<td>0.0707</td>
<td>2.8210</td>
<td>0.9840</td>
<td>2.7759</td>
<td>2.7780</td>
<td>0.9848</td>
<td>0.9830</td>
<td>2.7730</td>
</tr>
<tr>
<td>0.2828</td>
<td>0.5990</td>
<td>0.8880</td>
<td>0.5319</td>
<td>0.5340</td>
<td>0.8915</td>
<td>0.8490</td>
<td>0.5086</td>
</tr>
<tr>
<td>0.4714</td>
<td>0.2930</td>
<td>0.9880</td>
<td>0.2895</td>
<td>0.2870</td>
<td>0.9795</td>
<td>0.7580</td>
<td>0.2221</td>
</tr>
<tr>
<td>0.7071</td>
<td>0.1160</td>
<td>2.5150</td>
<td>0.2917</td>
<td>0.2930</td>
<td>2.5259</td>
<td>0.8000</td>
<td>0.0928</td>
</tr>
</tbody>
</table>

Note: \( kT = m = \sigma = 1, \ n^* = n\sigma^3 \); \( D_{\text{HS}} \) is from MD HS simulations [101]; \( D_{\text{vdw}} \) is from van der Waals CBA self-diffusion coefficient [55]; \( D_{\text{sim}} \) is our computed value; \( D_{\text{E}} \) is from Enskog theory [55].

The plot of these data is shown as follows:

![Plot](image.png)

**Fig. 5.9** Self-diffusion as a function of number density (with \( kT = m = \sigma = 1, \ n^* = n\sigma^3 \))
From the calculations of these two examples, we can see that our computational results are consistent with Garcia’s CBA algorithm, which verifies the validity of our code.
5.4 Modified Enskog Method

We propose a modified direct simulation Monte Carlo (DSMC) method, called modified Enskog method, which lifts the low-density limit existed in the application of the original DSMC. To assess this adapted method, transport properties of hard-sphere systems have been predicted both at dense states as well as dilute, and we observed the excellent accuracy over existing DSMC-based algorithms including the Enskog theory. More interestingly, its background principle appears very comparable to the acceleration of the molecular dynamics in mesoscale, thus the modified DSMC may hold a key role to bridge the gap between stochastic and deterministic methods in large scale.

An overwhelming majority of fluid flow problems of physical and engineering interest cannot be solved using atomistic simulation methods, such as molecular dynamics (MD), due to the enormous number of degrees of freedom constituting the macroscopic systems [6]. While high performance and progress in large-scale distributed computing has made MD as an acceptable tool for engineering design based on equilibrium properties [102, 103], for hydrodynamics usage of MD is not so obvious because of computational cost in probing long time and large length-scale dynamics. Thus, for most of engineering flows simulation algorithms based on continuum Navier-Stokes equation were used as modeling tools [43]. On the other hand, the role of molecular simulation algorithm in fluid dynamics was either limited to determine equilibrium and transport properties or better constitutive models for complex fluid [104-106].

However, in recent decades, tremendous effort has been put into the development and implementation of fluid simulation algorithm based on real or fictitious MD. Broadly
classified as mesoscale simulation tools, Lattice Boltzmann method (LBM), Dissipative Particle Dynamics (DPD), stochastic rotation dynamics are a few successful simulation methodologies developed out of these endeavors [107-109]. These methods are quite successful in emerging fields such as micro and nanofluidics, where very often continuum hypothesis breaks down and pure microscopic simulations are too expensive to be useful. The basic underlying principle behind these mesoscale simulation methodologies is that for many body dynamics often precise details of underlying microscopic dynamics is not so important and same macroscale dynamics can emerge out of collective motion of widely different microscopic rules. Thus, the basic goal in mesoscale modeling is to find out computationally convenient microscopic equation of motion, sufficient to describe macroscale dynamics of interest. In this regards, particle-based methods such as DPD has taken the viewpoint that a particle in mesoscale system is a coarse-grained description of pure microscopic system and in reality each mesoscale particle describes an ensemble of microscopic particles. Thus, the equation of motion should be obtained via proper coarse-graining of microscopic dynamics. Once we accept this viewpoint, systematic coarse-grained tools developed in kinetic theory and non-equilibrium statistical physics provide mathematical framework to develop mesoscale tools. A series of work in this direction has established that a self-consistent formulation of discrete version of non-equilibrium statistical mechanics is possible with well defined microscopic link. For example, in case of DPD microscopic basis, the method in terms of the underlying Fokker-Planck model is clarified [110]. Similarly, in case of LBM, the link with Boltzmann equation is established and the role of H-theorem in case of discrete kinetic theory is emphasized.
It can be safely said that developing simulation tools based on kinetic theory in general and Boltzmann equation in particular is one of the important goals of mesoscale simulation methods. Probably, one of the first such mesoscale simulation methods was developed by Bird in the context of aerospace problems and this tool was applied with remarkable success in highly non-equilibrium situation such as supersonic flows and rarefied gas dynamics in micro-channels [111]. Thus for rarefied flow physics, which is predicted extremely well by Boltzmann equation even in states very far from equilibrium [112], we have wide spectrum of mesoscale tools ranging from Direct Simulation Monte Carlo (DSMC) for high Mach number (i.e. ratio of flow speed to the thermal speed) and DPD for moderately low Mach number to LBM for extreme sub-sonic flows.

Unfortunately, in dense gas regime this connection between particle-based mesoscale methods and kinetic theory via Enskog theory (or revised Enskog theory (RET)[113]) is not so obvious. Similar to Boltzmann's model of dilute gas, motions of particles in these models are decomposed into two parts: propagation at constant velocity followed by collisions in which exchange of momentum between particles occurs. However, unlike Boltzmann model, collisions are understood to be non-local events due to the presence of finite size particles. The non-local nature of collision is difficult to handle both for Monte Carlo (MC) method as well as for kinetic modeling via simplified phenomenological theories of BGK type.

A first attempt to create particle-based mesoscale method for dense gas was made by consistent Boltzmann algorithm (CBA) [56], where the crucial ingredient of non-local collision was introduced via additional displacement in the advection process and
enhanced collision rate due to denseness. In its application to hard sphere (HS) fluid flows with finite Knudsen numbers, CBA removes usual inconsistency, which the traditional DSMC method bears: it yields transport properties for a dilute HS gas yet has an ideal gas equation of state and recovers the HS equation of state with virtually no additional computational cost. This model was able to predict dense gas property in a qualitatively correct fashion. However, the quantitative agreement between this modified DSMC and Enskog or MD results is not possible. It was argued that the reason for the quantitative disagreement is absence of backscattering events connected with the structural effects in the model, and this becomes severe at high density regime.

In this work, we show that the basic idea that non-local collision or modified displacement in the advection process will have same effect for collective dynamics can be made quantitatively correct. We show that the basic ingredient missing in CBA is a proper modification of molecular velocity in advection step due to denseness. Once this effect is taken care correctly, the model is able to reproduce result of MD fairly accurate.

In our proposed algorithm, the advection force that particles experience after collision is reevaluated by a dimensionless factor $\chi$, which takes the density-expanded terms excluding the ideal gas term in the compressibility factor $Z$ (i.e. $\chi = Z - 1$) that is formulated to provide the post-collision velocity through $\chi = (V - V_0)/(V_0 - U)$, where $V$ is the post-collision velocity, $V_0$ is the pre-collision velocity, and $U$ is the average velocity. In actual simulation, particles whose velocities are larger than the average velocity will be accelerated but whose velocities are smaller than the average velocity will be decelerated. This will disperse the particles according to the velocity distribution.
The pre-and post-collision relative velocity is proportional to the pre-and average relative one, and that amount is chosen to be same as the non-ideal (i.e. excess) portion deviated from the ideal gas state. This algorithm, when applied to the HS system, yields correct HS viral beyond the 2nd order consistency, which is what Alexander et al [56] claimed in the work of CBA. Thus, we can state that the proposed algorithm advances the dispersion of particles towards the right nature of the physical system even with non-deterministic DSMC simulation.

To verify our argument, we obtained the pressure tensor of HS system from virial theorem in collision within DSMC simulation and evaluated transport properties, which are self-diffusion coefficient and shear viscosity, as well as single particle velocity autocorrelation over wide range of densities in the fluid region. Figure 5.10 shows results of relative self-diffusion coefficients obtained from methods of CBA, Enskog and our algorithm.
Fig. 5.10 HS self-diffusion coefficient normalized by MD self-diffusion coefficient as a function of number density (with $kT = m = \sigma = 1$, $n^* = n\sigma^3$)

The self-diffusion coefficient of our algorithm shows best consistency with that of MD and with much improvement against the prediction from CBA, especially at high density. The shear viscosity also confirms the same trend, which is drawn from Figure 5.11.
However, when the density of the HS fluid closes to the vicinity of freezing density, we observed severe deviations from shear viscosity values of MD. The main factor of this discrepancy may come from a deficient set-up of the collision frequency, which is based on Alexander et al.’s collision algorithm [15]. At higher densities the collision rate in a HS gas is controlled by $\Gamma = \Lambda Y$, where $\Lambda$ is Boltzmann collision rate and $Y$ is known from MC simulation. Note that the Boltzmann collision rate’s origin is from low density. Our algorithm does not contain self-modulated controller for the collision rate, but gradual adaptation of actual collision rate of HS MD is also possible so that the discrepancy might be finally suppressed. By calculating the pressure tensor based on the virial theorem, the pressure values of CBA, MD and our algorithm were plotted in Figure 5.12, which shows overall better agreement of our algorithm.
Fig. 5.12 Pressure as a function of number density (with $kT = m = \sigma = 1$, $n^* = n\sigma^3$)

Furthermore, the single particle velocity autocorrelation function (SVCF) decays as $t^{3/2}$ (i.e. as it should) which is shown in Figure 5.13.

Fig. 5.13 Single particle velocity correlation function (SVCF) as a function of time in log-log plot
In conclusion, we have proposed a modified DSMC algorithm for the Boltzmann equation, which makes DSMC valid for not only rarefied HS system but also dense HS one. This new algorithm gains an obvious advantage over existing DSMC-based algorithms as well as Enskog theory in prediction of transport coefficients.
Chapter 6 Conclusions and Outlook

6.1 Conclusions

In this thesis, we have introduced two different projects: calculation of polyvacancy concentration in crystals and a modified DSMC algorithm in micro- and meso-scale in dimension, which use molecular dynamics and direct simulation Monte Carlo technique, respectively. For the DSMC project, it can be applied in rarefied gas dynamics. For example, space re-entry of vehicles, gaseous flow in micro-devices. A few possible emerging uses are: High Mach turbulence, micro-macro coupling. For the polyvacancy project, this is a fundamental work based on creation of knowledge about how to predict thermodynamic properties of vacancies. It is worth in thermodynamics. For actual applications, we can study the relation of melting of solids with effects of vacancy concentration. Vacancy concentration affects strain of solid, fractures, other defective material formations. We can also predict the properties of new materials, such conductivity and ductility.

In the first project, the grand canonical ensemble is used to derive the monovacancy concentration. The insertion-deletion biased method developed by Pronk and Frenkel is applied to obtain the formation free energy of vacancy. Based on this, we derive the generalized equation to calculate the vacancy concentration in crystals with any number of vacancies. With the collision-based Molecular Dynamics (MD), using the insertion-
deletion bias method, we apply this equation to 4 types of FCC and 9 types of HCP, carry out the simulation and provide more comprehensive results than predecessors.

In the second project, we try to solve the problems in a fluid flow with the DSMC algorithm which is widely used in a rarefied gas. We use DSMC method to model fluid and construct an additional term in traditional DSMC, which breaks the inconsistency that exists in traditional DSMC algorithm and maintains high accuracy even at high densities which cannot be achieved by all previous algorithms even including consistent Boltzmann algorithm. We build up the new relationship of transport properties and density, and create a new thermodynamic equation.

6.2 Outlook

In our current work we have used two major molecular simulation techniques: Monte Carlo and Molecular Dynamics whereas they are applied in different fields. In the future these two techniques can be combined together. For instance, we can develop hybrid MD-DSMC simulation which so far has been used in microfluidics modeling [114] and development of kinetic nucleation model [115], and apply it to single to multiphase systems, interfacial problems, shock wave problems and so on.
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