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Summary

This thesis explores the research of human gait analysis and recognition. It is still a hot research area due to the great demand for automatic human identification at a distance in many security-sensitive environments. Till now, most of the existing methods concentrate on gait recognition under controlled environments. Although a few researchers have paid attention to the problems of gait recognition under varying walking conditions, including viewing angle variation, clothing or carrying condition variation, and so on; however, the performance still leaves much to be desired. Therefore in this thesis, we aim to improve the gait recognition results under these varying walking conditions and thus facilitate the implementation of gait recognition research in real applications.

Firstly, we address the problem of gait recognition under clothing or carrying condition variations and propose two simple and effective gait feature descriptors to enhance the performance. It is reported that either selecting relevant dynamic features from the popular gait appearance feature, Gait Energy Image (GEI), or incorporating temporal information into GEI is successful in alleviating the effects caused by clothing and carrying variations. Therefore, we firstly propose a new feature, called Dynamic GEI (DGEI), to select the most relevant spatial dynamic features from GEI for recognition. Then, we also propose a spatial-temporal dynamic gait image (STDGI) to further incorporate the temporal information into GEI through color interpolation.
Secondly, we focus on the problem of gait recognition across varying views and propose a new joint subspace learning (JSL) solution. Our proposed method is inspired by the fact that if a three-dimensional (3-D) object can be well represented by a linear combination of a small number of prototypes from the same view, then the representation coefficients with the same prototypes remain fairly similar across different views. We propose to use these representation coefficients as view-invariant features for recognition. To obtain the coefficients, we first conduct JSL to learn the prototypes under different views. Then we represent the samples as a linear combination of the corresponding prototypes and extract the coefficients for recognition.

Thirdly, we investigate the view recognition problem of human gait sequences from videos. To our knowledge, little previous work has focused on this problem, yet it is important because most existing view-invariant gait recognition methods assume that the views of the testing gait sequences are known before recognition which may not hold in many practical applications. To address this problem, we propose a new subspace learning method, adaptive discriminant analysis with enhanced multiple kernel learning (ADA-EMKL), which could combine multiple gait descriptors and extract low-dimensional features for view recognition. In our proposed method, we generate high order kernels to model the non-linear relationship between base kernels and apply pairwise data correlation to alleviate the confusion among samples that could be easily misclassified.

Last but not least, we develop a new Multiview Subspace Representation (MSR) method which can handle multiple intra-subject variations during walking. By assuming that the gait data from different views of the same subject lie in a low-dimensional linear subspace, we propose to use the subspace basis to represent the data set.

Extensive experiments conducted on popular gait databases demonstrate the effectiveness and robustness of all the above proposed methods.
# List of Abbreviations

<table>
<thead>
<tr>
<th>ABBREVIATION</th>
<th>FULL EXPRESSION</th>
</tr>
</thead>
<tbody>
<tr>
<td>3-D</td>
<td>Three Dimensional</td>
</tr>
<tr>
<td>ADA</td>
<td>Adaptive Discriminant Analysis</td>
</tr>
<tr>
<td>CCA</td>
<td>Canonical Correlation Analysis</td>
</tr>
<tr>
<td>CGI</td>
<td>Chrono-Gait Image</td>
</tr>
<tr>
<td>CHLAC</td>
<td>Cubic Higher-order Local Auto-Correlation</td>
</tr>
<tr>
<td>DCV</td>
<td>Discriminant Common Vector</td>
</tr>
<tr>
<td>DFT</td>
<td>Discrete Fourier Transform</td>
</tr>
<tr>
<td>DTW</td>
<td>Dynamic Time Warping</td>
</tr>
<tr>
<td>EDI</td>
<td>Energy Deviation Image</td>
</tr>
<tr>
<td>FDA</td>
<td>Fisher Discriminant Analysis</td>
</tr>
<tr>
<td>GEI</td>
<td>Gait Energy Image</td>
</tr>
<tr>
<td>GHI</td>
<td>Gait History Image</td>
</tr>
<tr>
<td>HumanID</td>
<td>Human Identification at a Distance</td>
</tr>
<tr>
<td>HMM</td>
<td>Hidden Markov Model</td>
</tr>
<tr>
<td>HOK</td>
<td>High Order Kernel</td>
</tr>
</tbody>
</table>
IGEI  Imagery part of the Fourier Transform of GEI
JSL  Joint Subspace Learning
KFD  Key Fourier Descriptor
LDA  Linear Discriminant Analysis
LOC  Linear Object Class
MEI  Motion Energy Image
MHI  Motion History Image
MKL  Multiple Kernel Learning
MSR  Multi-view Subspace Representation
PCA  Principle Component Analysis
PDS  Positive Definite Symmetric
pHMM  population Hidden Markov Model
RBF  Radial Basis Function
REI  Radon-transform-based Energy Image
SSR  Subspace-based Sequence Representation
STDGI  Spatial-Temporal Dynamic Gait Image
SVD  Singular Value Decomposition
SVM  Support Vector Machine
SVR  Support Vector Regression
VTM  View Transform Model
WEI  Width Energy Image
WSD  Weighted Subspace Distance
List of Figures

2.1 Block diagram of a generic gait recognition system. .......................... 11
2.2 Illustration of background subtraction in one frame of the CASIA-B
   gait database [17]. ......................................................................... 12
2.3 Illustration of two sample silhouette images with different segmentation
   errors. ............................................................................................ 14
2.4 Sample frames of the Gatech gait database [15]. ............................... 16
2.5 Sample frames of CMU database [13] from six different views and four
   different walking conditions. ......................................................... 17
2.6 Sample frames of UMD gait database [18]. ...................................... 18
2.7 Sample frames of the SOTON gait database [14]. ............................. 19
2.8 Sample frames from concrete surface and grass surface under two dif-
   ferent views in the USF database [12]. ............................................. 20
2.9 Sample frames of CASIA-B database [17]. (a) 11 different capturing
   views. (b) 3 different walking conditions. ......................................... 21
2.10 Summarization of appearance-based gait feature descriptors. ............ 23
2.11 Samples of aligned silhouette images of two different subjects. The
   rightmost image in each row is the corresponding GEI. ..................... 27
2.12 Illustration of four projective gait features. (a) original silhouette, (b) horizontal projection, (c) vertical projection, (d) positive diagonal projection (top left to bottom right) and (e) negative diagonal projection (top right to bottom left). ........................................... 27

2.13 Energy image examples. .................................................. 28

2.14 (a) The $\rho$-$s$ coordinate system, (b) Radon transform and (c) $\mathcal{R}$ transform. 29

2.15 Example of the CGI temporal template (b) with its corresponding GEI (a) ................................................................. 32

2.16 Structure of hidden Markov Model. ................................. 34

2.17 Examples of appearance feature (GEI) from two different subjects under 4 different views. ................................................. 37

2.18 Example of walking condition variation on gait appearance feature (GEI). (a) Fast (left) vs. Slow (right), (b) Normal (left), Carrying a bag (middle) and Wearing a coat (right). .......................... 41

3.1 Examples of relevant feature selection from GEI. (a) and (b) are from [91], (c) is from [108] and (d) is from [109]. ......................... 46

3.2 Flow chart of spatial dynamic feature extraction. ................. 48

3.3 Feature weight comparison. For better visualization, histograms of each weight are calculated which are shown on the right side of each weight. 50

3.4 Illustration of feature selection mask and the new proposed feature selection weight. ......................................................... 51

3.5 Different features extracted from GEI ............................... 52

3.6 Flow chart of spatial-temporal dynamic feature extraction. .... 53

3.7 (a) width vector of a gait sequence (b) the corresponding autocorrelation. 54

3.8 Visualization of the interpolation functions in Eq. 3.13 ~ Eq. 3.15. 56

3.9 Illustration of the spatial-temporal dynamic feature generation. .... 57
3.10 Illustration of example GEIs obtained from the two chosen databases. . 59
3.11 Illustration of the effect from the design parameters on the final recog-
nition results. (a) $\theta$ in Eq. 3.7 and (b) $\lambda$ in Eq. 3.8. . . . . . . . 60
3.12 Illustration of the selected feature descriptors on example sequence of
the two databases. Samples in the first row are from CASIA-B database
and those in the second row are from USF database. . . . . . . . . . . . 61
4.1 Illustration of the line defined by $(\rho, \theta)$ (left), the $\rho$-$s$ coordinate system
(middle) and the result of the transform (right). . . . . . . . . . . . . . 71
4.2 The flowchart of the proposed approach. . . . . . . . . . . . . . . . . . 72
4.3 Illustration of gait appearances of two different subjects under different
views. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.4 Illustration of the idea indicated by LOC. For each equation, the left
hand side is the GEI under a certain view and the right hand side
are prototypes under the same view (GEI is used for illustration here
because it is better than REI for visualization of view variation). . . . . 75
4.5 Illustration of projections in the learned subspace from different feature
representations. (a) GEI, (b) REI. For each class, samples come from
two different views but share the same color. . . . . . . . . . . . . . . . 81
4.6 First rank recognition rates. The gallery view is $90^\circ$. The proposed
approach contains 5 important parts which are denoted as “Radon +
patch + JSL + $n_c = 24$ + $l < k$ ”. In each of the figures shown
above, we replace the method of each part with the alternative method
and show the results of the modified approach. . . . . . . . . . . . . . . 86
4.7 Experimental results of other 10 views except $90^\circ$ as the gallery view
for view-invariant gait recognition. . . . . . . . . . . . . . . . . . . . . 87
5.1 Flow chart of the proposed approach to view recognition of human gait sequences in videos. .................. 92

5.2 Illustration of the two features GEI and IGEI under 11 different views and 3 different walking conditions. .................. 93

5.3 Illustration of the mean absolute value of the IGEI feature under 11 different views and 3 different walking conditions. .................. 94

5.4 Illustration of the proposed idea for multiple kernel-based dimension reduction. .................. 95

5.5 Illustration of samples from three different walking conditions and 11 different views. .................. 100

5.6 Illustration of a toy example to show the role of pairwise data correlation in subspace learning. .................. 102

5.7 Illustration of confusion matrices (%) of the results in Table 5.3. Only the values greater than 1 are shown in the figure. .................. 103

5.8 The learned kernel weights for each method. .................. 104

5.9 Illustration of confusion matrices (%) of the results in Table 5.4. Only the values greater than 1 are shown in the figure. .................. 105

5.10 Illustration of confusion matrices (%) of the results in Table 5.5. Only the values greater than 1 are shown in the figure. .................. 107

5.11 Performance of a fully automatic view-invariant gait recognition system with the gallery view from 90°. .................. 108

6.1 Flowchart of the proposed approach MSR. The leftmost figures are the gait features ordered by view. .................. 115
6.2 Comparison of original representation and subspace representation. (a) Original samples from 11 different views and 3 different walking conditions (normal (upper row), carrying a bag (middle row) and wearing a coat (bottom row)) represented by GEI. (b) The corresponding first six principle components computed from Eq. 6.2.

6.3 Illustration of data capturing and sample frames captured by each camera.

6.4 Experimental results to show the influence of the free parameters on the final recognition results. (a) Feature dimension of linear subspaces ($k_1$). (b) Number of canonical correlations for similarity measure ($k_2$).

6.5 Illustration of the experimental setting for view variations in a multi-camera system.

6.6 Experimental results to show MSR’s tolerance on different walking condition variations. Both training views and testing views are from camera 2, 4, 6, 8, 10. (a) Carrying a bag. (b) Wearing a coat.

6.7 Experimental results to show MSR’s tolerance on both view variation and walking condition variation. Training views are from camera 2, 4, 6, 8, 10; testing views are from camera 1, 3, 5, 7, 9. (a) Carrying a bag. (b) Wearing a coat.

7.1 The diagram of a fully automatic view-invariant gait recognition system.

7.2 A sample confusion matrix from view recognition of human gait sequences.
List of Tables

2.1 Popular databases in gait recognition. .......................... 15
2.2 The settings of probe sets. The settings for gallery set is (G, A, R, NB, M/N). ................................................................. 21
2.3 Categories of methods in gait recognition across varying views. .... 36
3.1 Experimental results (%) using original feature descriptors on CASIA-B database. ................................. 60
3.2 Experimental results (%) using original feature descriptors and LDA on CASIA-B database. ............................................. 61
3.3 Experimental results (%) using original feature descriptors and LDA on USF database. .................................................. 63
3.4 Experimental results (%) using the upper half frames in CASIA-B database. ................................................................. 65
4.1 First rank recognition rates (%) under different views. The gallery view is 90°. ................................................................. 80
4.2 First rank recognition rates (%) achieved by different methods. The gallery view is 90°. ................................................................. 82
4.3 First rank recognition rates (%) achieved by different combinations of the gallery views which are indicated as in the first column. .... 84
5.1 Training and testing stage of the proposed ADA-EMKL. ............. 99
5.2 Experimental settings for the three test sets. .......................... 101
5.3 Experimental results (%) of Exp. 1 with test samples from normal walking sequences. .......................................................... 103
5.4 Experimental results (%) of Exp. 2 with test samples from walking sequences carrying a bag. ................................................. 105
5.5 Experimental results (%) of Exp. 3 with test samples from walking sequences wearing a coat. .................................................. 106

6.1 First rank recognition rates of different methods under conventional multiple view gait recognition. The available views are as indicated in the first column of each row, for which the number represents the camera in Figure 6.3. ......................................................... 124
6.2 Cumulative recognition rates of different methods under view variation. Training views are from camera 2, 4, 6, 8, 10 and testing views are from 1, 3, 5, 7, 9 with different orders. ............................................... 127
6.3 Experimental results on CMU MoBo database. ............................... 128
6.4 First rank recognition rate of the proposed framework with missing data. Training views are from cameras 2, 4, 6, 8, 10 and testing views are from cameras as indicated in the table. ................................. 129
6.5 Performance of methods using different lengths of a gait cycle. ......... 130
Chapter 1
Introduction

1.1 Motivation

Identifying people at a distance has potential applications in security-sensitive places such as banks, malls, car parks, stations and so on. However, cameras in these places nowadays only play the role of straightforward recording and processing (such as compression) rather than analyzing and alerting, which makes the system far from intelligent. Boulgouris et. al described in [1] an attractive application of a real intelligent surveillance system: with a camera installed at the entrance of a building, the surveillance system would open the door automatically only for the approaching people who are permitted to enter the building. With the goal of realizing what have been mentioned above, researchers are paying more and more attention to the challenges of identifying a person at a distance and without contact.

It is however not easy to identify people at a distance because most popular biometrics (iris, fingerprint, palm print and voice) are hard to obtain under this situation. Although faces can be obtained from a distance, the distance still cannot be too far due to the fact that the recognition of face depends greatly on image resolution. As a result, the implementation of an intelligent video surveillance system could rely on human gait analysis as gait has been reported to be an effective biometric that can be obtained at a distance.
Chapter 1. Introduction

Generally, gait is defined as the way people walk. A gait video not only contains the dynamic information in the time domain, but also includes the static information of height, limb length, body shape, shoulder width in the spatial domain. Gait is believed to be as unique to a person as fingerprint is and thus can be used for the purpose of identification. The studies in [2, 3, 4, 5] across a few decades have demonstrated this from the medical and behavioral viewpoint. Later, the effectiveness of gait as a biometric was also demonstrated by the analysis of gait signals [6, 7, 8, 9, 10].

As a biometric, gait has the following advantages for identification in video surveillance systems,

(1) Gait can be detected at a distance and even from low resolution videos.

(2) The data collection of gait does not require a cooperating subject and doesn’t require close contact. Thus, it won’t make people feel disturbed.

(3) Gait is relatively difficult to hide, steal or fake compared with other biometrics.

Besides identification, gait is also an effective cue for other soft-biometrics recognition, such as age [103], gender [98, 99, 101, 102], and race [100]. In fact, the knowledge from these soft-biometrics can also contribute to identification to some extent.

In other words, gait is a potential biometric that can facilitate the development of intelligent video surveillance system. And the study of gait, as well as its applications for identification and other soft-biometrics, is currently an active research area.

1.2 The Challenges

While many research groups have put efforts on gait analysis ever since it was studied, the Human Identification at a Distance (HumanID) project sponsored by the U.S. Defense Advanced Research Project Agency (DARPR) plays an important part. With
the help of this project, the research groups in many institutions started to investigate the appropriateness of gait as a biometric for human identification and achieved promising results. Moreover, it has also stimulated and attracted increasing efforts from researchers in other countries. So far, the recognition rates on small and simple database could generally achieve high accuracy. For larger and more complicated databases which are collected under controlled environments, the results can also be promising.

Despite of the significant achievements gained in gait recognition ever since its inception, there still exist a lot of challenges that prevent gait recognition from real applications. The reason is that the gait features adopted by most existing methods are sensitive to the following factors:

(1) *Clothing variation.* It is easy to imagine that the type of clothes worn could affect the body shape which is part of a gait signal. In addition, dresses and overcoats could cover the dynamics from the lower limbs. Meanwhile, heavy clothes could also affect the dynamics of gait because of the weight difference.

(2) *Carrying objects.* When the walking subject is carrying objects, the body shape could change greatly especially from some specific views. And such effects are usually very difficult to overcome.

(3) *View variation.* In gait data collection from real-world, the subjects are usually unaware of being recorded and thus it is impossible to ask cooperation from them to walk in the direction desired. Therefore, when the walking direction changes, the captured gait appearance can also change. This is a very tough problem as we generally can not store the gait information of all possible directions in the database.
(4) *Time.* A person’s gait may also change over time due to growth or aging.

(5) *Body condition variation.* In the condition of injury, pregnancy, or extreme mood, the gait dynamics could be very different from the normal state.

(6) *Environments variation.* In a gait recognition system, extracting the walking subject from the background is an important step as it determines the quality of the gait feature which can notably influence the final recognition results. Therefore, when the background is complicated (crowed scene) or the illumination varies, the obtained gait feature would also be different.

Moreover, a general problem for biometric recognition is that the database is usually not large enough for practical applications. Thus, even if the proposed feature or algorithm improves the recognition results in empirical studies, we may not know for sure whether they are still effective in a large scale database of a real-world application.

### 1.3 Contributions

To the best of our knowledge, there have been efforts concentrating on the challenges of view, clothing and carrying variation in the literature. Although several solutions have been proposed, the recognition results are not promising and the performance still leaves much to be desired. Therefore, in this thesis, we aim to improve the performance under these challenging walking conditions and thus facilitate the application of intelligent surveillance systems in the future. Specifically, our contributions can be summarized as solving the following four challenging problems in gait recognition:

(1) *How to effectively extract useful information from a gait sequence so that it is also robust under clothing or carrying condition variation?* Although the popular Gait Energy Image (GEI) descriptor is simple and effective under normal walking
conditions, it is sensitive to walking condition variations which greatly limits its application. However, it is reported that either conducting dynamic analysis on it or incorporating temporal information into it can alleviate the effects caused by clothing or carrying variation. In this thesis, we first propose a new spatial dynamic feature extraction scheme to select the most relevant features from GEI for recognition. Then, we further incorporate temporal information through color interpolation. As a result, both the spatial dynamic feature and temporal dynamic information are retained and demonstrated to be effective as well as robust under carrying and clothing condition variations.

(2) How can we recognize a person under view variations? View variation is reported to be a very difficult problem in gait recognition because the gait appearances under different views could be totally different; however, this usually happens in real scenarios. To address this challenge, we propose to learn common representations for samples from different views of the same subject. This is achieved by applying the proposed joint subspace learning (JSL) method to learn the representative basis for different views. It can deal with both single and multiple-view recognition applications.

(3) How to recognize the walking direction of the captured gait sequences? Most of the existing view-invariant gait recognition algorithms assume that the walking direction of the test sample is known. However, this assumption may not hold in many real applications. In this thesis, we address the view recognition problem and propose a new subspace learning method, called adaptive discriminant analysis with enhanced multiple kernel learning (ADA-EMKL), which can combine multiple descriptors and extract low-dimensional features effectively. In our proposed method, both high order kernels and pairwise data correlation are introduced in the subspace learning process. Extensive experiments are also conducted
to demonstrate the effectiveness as well as robustness of the proposed algorithm in the task of view recognition of human gait sequences.

(4) How to recognize a person under multiple walking condition variations? Multiple walking condition variations frequently occur in real applications concurrently; thus the gait appearances are distorted much more significantly. To our knowledge, little previous work has addressed this problem, and existing methods as well as our previously proposed methods are not suitable for this problem because they usually attend to one variation only. Therefore, our last contribution in this thesis is to develop a multi-view subspace-based representation (MSR) method for representation, and a learning based algorithm, marginal canonical correlation analysis (MCCA), to enhance the classification accuracy. By representing samples from different views of the same subject using the corresponding subspace basis, MSR is robust to multiple intra-subject variations. We also propose to extend the MSR to represent a gait sequence to solve the problem of gait recognition with different types of missing data.

1.4 Organization

The remaining of this thesis is organized as follows:

In Chapter 2, the background of gait recognition as well as related work is introduced. We first give a brief introduction to a generic gait recognition system. Then we provide detailed descriptions of the background subtraction step as well as some popular gait databases. As for related work, we focus on the existing work that closely relates to the problems of interest in this thesis. Firstly, most of the existing gait feature descriptors are reviewed. Secondly, the research work that attempts to solve the view variation problem is summarized. Lastly, we show some existing work that attempts to address the problem of walking condition variations.
In Chapter 3, we exploit both spatial and temporal dynamic information to further enhance the gait recognition performance under clothing and carrying condition variations. Having noted that either selecting relevant features from the popular GEI or incorporating temporal information into it can enhance the recognition performance, we first propose a new spatial dynamic feature extraction scheme to reduce the information redundancy in GEI. It selects and weights the spatial dynamic feature by applying the class-dependent feature selection mask and the sample-independent discriminative feature weight. Then, we propose a new gait descriptor, called Spatial-Temporal Dynamic Gait Image (STDGI), to extract both spatial and temporal dynamic information by using the learned feature weight and color interpolation, separately. Experimental results on two popular gait databases demonstrate the effectiveness and robustness of the proposed dynamic features especially under wearing and carrying condition variations.

In Chapter 4, we formula the problem of gait recognition across varying views and propose a new Joint Subspace Learning (JSL) method to solve it. Our proposed method is inspired by the fact that if a three-dimensional (3-D) object can be well represented by a linear combination of a small number of prototypes from the same view, then the representation coefficients with the same prototypes should remain fairly similar across different views. Therefore, we propose to use these representation coefficients as view-invariant features for recognition. To obtain the coefficients, we first conduct JSL to learn the prototypes of different views. Then we represent the samples in both the gallery set and probe set acquired from different views as a linear combination of these prototypes in the corresponding views and then extract the coefficients for recognition. In addition, we also develop a new descriptor, named Radon-transform-based Energy Image (REI), and divide it into patches to further enhance the performance. Experimental results on the widely used CASIA-B gait database are presented to demonstrate the performance of the proposed method.
In Chapter 5, we study the problem of view recognition from human gait sequences in videos. This problem has rarely been formally studied in the literature, but it has great importance because most of the existing motion-based methods assume that the viewing angles of the testing gait sequences are known before identification, but this assumption may not hold in many real applications. Motivated by the fact that in the problem of view recognition, the intra-class variation could be different due to identity variation, we propose to use multiple descriptors to represent the gait sequences. The reason is that multiple feature representations which characterize the data from various aspects are usually more precise than a single representation. To better combine these multiple gait descriptors, we also propose a new subspace learning method, called adaptive discriminant analysis with enhanced multiple kernel learning (ADA-EMKL), to extract low-dimensional features for view recognition. In our proposed method, high order kernels are generated to model the non-linear relationship among the base kernels. Moreover, pairwise data correlation is applied to impose penalty to sample pairs that can be easily mis-classified. Experimental results on a popular multiview gait database are presented to show both the efficacy and the robustness of the proposed approach.

In Chapter 6, we investigate the problem of gait recognition across multiple intra-subject variations and propose a new Multiview Subspace Representation (MSR) method as the solution. By assuming that the gait data from different viewing angles of the same subject lie in a low-dimensional linear subspace, we treat them as a feature set and apply Singular Value Decomposition (SVD) to calculate the underlying subspaces. Then the subspace basis is used for representing the feature set. Thus, the distances between feature sets become the distances between subspaces, which are calculated by our new learning based algorithm MCCA. Experimental results on two popular gait databases taken under varying walking conditions have demonstrated
that the proposed framework is both effective and robust to multiple intra-subject variations.

Finally, Chapter 7 summarizes all our works in this thesis. Several promising future research directions for human gait analysis are also discussed.
Chapter 2

Background and Literature Survey

It is easy to imagine that the gait signal is recorded in the form of video. This makes it very different from other biometrics (face, fingerprint and iris) which are based on 2D images. Therefore, the processing speed as well as the captured data volume becomes main considerations for gait data preprocessing and storage. Generally speaking, there are two directions for preprocessing after walking subject detection. One fits a predefined adaptive model, usually 3D, to the body figure in each frame of the video, and the other uses a binary image to differentiate the subject from the background. Obviously, model fitting is usually time consuming because a gait video usually consists of quite a number of frames. Hence, most of the research work in human gait analysis have adopted the latter strategy for preprocessing the captured gait videos.

In this chapter, we will review the basics of a generic gait recognition system adopted by most of the existing methods as well as our proposed methods in the subsequent chapters. We will also give a literature survey on topics that are related to gait signal representation and gait recognition under different walking condition variations.
2.1 Generic Gait Recognition System

Gait recognition is a multistage process and we illustrate in Figure 2.1 a general gait recognition system which is adopted by most of the existing motion-based gait recognition research. It mainly contains five parts: gait signal capturing, background subtraction, feature extraction, recognition as well as the enrolled database. Since most of the challenging problems we mentioned in the previous chapter haven’t been completely solved yet, it is important for the current systems that the gait signal capturing is performed under a uniform background and only one subject is in the scene at a time. Moreover, the capturing viewpoint as well as the subject’s walking condition should be accordant with those in the database. Once the walking video is obtained, the walking subject is detected and separated from the background in the background subtraction step. After this, each frame becomes a binary image in which the white part denotes the subject and the black part denotes the background. Feature extraction is a critical step in gait recognition as it can compact as much discriminative information as possible for recognition. Finally, the recognition step is conducted to identify or classify the walking subject by comparing the extracted gait features with those that are stored in the database.
In the rest of this section, we will provide a brief introduction to the background subtraction step as well as some popular databases used in gait recognition research. In the following sections of this chapter, we will survey literature on the feature extraction and recognition steps which are also the main focus of this thesis.

### 2.1.1 Background Subtraction

In gait recognition, most of the proposed algorithms rely on the silhouette template. In this thesis, we also adopt this popular strategy. It needs several steps to obtain the silhouette template for each frame in a gait sequence [11, 12].

1. **Background reconstruction.** In cases that the background image is not available, we need to reconstruct it from the captured walking videos. A simple and effective solution regards the median value of the gait sequence as the estimated background. Let $G$ denotes a gait sequence containing $N$ frames, then
the background image $B$ at the particular position $(x, y)$ can be obtained as $B(x, y) = \text{median}\{G_1(x, y), G_2(x, y), \ldots, G_N(x, y)\}$. We show in Figure 2.2(b) the estimated background image from a given gait sequence. It can be seen that the simple algorithm can reconstruct a fixed background effectively if the subject keeps moving from one side to another. However, if the walking direction is towards or away from the camera, this algorithm will fail and a Gaussian background model should be adopt for reconstruction [12].

(2) **Foreground extraction.** Given the background image, we subtract it from the original image to extract the walking subject. The result is set to be a binary image to eliminate the depth information as well as the effect from the color of clothes. Usually, a threshold $T$ is learned through conventional histogram method using the detected changing pixels in each frame. Then, the binary silhouette of the $i$th frame is obtained as:

$$D_i(x, y) = \begin{cases} 
1, & \text{if } |G_i(x, y) - B(x, y)| \geq T \\
0, & \text{otherwise}
\end{cases} \quad (\text{Eq. 2.1})$$

For real RGB image, the three color channels are regarded to be independent and a pixel in the binary silhouette is determined as the foreground pixel as long as the corresponding pixel in at least one channel accords with Eq. (2.1). Figure 2.2(c) shows the silhouette image after foreground extraction.

(3) **Shadow and noise elimination.** Obviously, the silhouette image after foreground extraction contains shadow and noise which will degrade the recognition performance if they are not suppressed. To alleviate such effects, we apply a simple shadow elimination method based on the RGB space model. For each pixel in the foreground area extracted in the above step, if the angle of the two RGB vectors (from the background image and the original image separately) is larger than a
predefined threshold, the corresponding pixel is reset to belong to the background. After the above shadow elimination step, several filters, such as erosion, dilation, connected component analysis, are applied to eliminate some small regions or noises. Figure 2.2(d) shows the silhouette after shadow and noise elimination.

(4) Alignment. To facilitates the computation in similarity measure, the above extracted silhouette is finally aligned to a fixed size (suppose $128 \times 88$) to form the template. The alignment process is conducted as follows: firstly, the silhouette is scaled to a height of 128 pixels; secondly, the silhouette is shifted along the horizontal direction so that the center of the silhouette is at column 44. Noted that, the height to width ratio is maintained during alignment. Figure 2.2(e) shows the final aligned silhouette.

In most cases, good quality silhouettes will be obtained after the above mentioned steps, but sometimes the silhouettes still occur with errors. We show in Figure 2.3 two sample silhouettes with different segmentation errors. In fact, such errors are inevitable in real applications as the real background is usually more complicated than that in the experimental study. Therefore, existing algorithms mainly focus on later steps of the gait recognition system.
Table 2.1: Popular databases in gait recognition.

<table>
<thead>
<tr>
<th>DATA</th>
<th>SUBJECTS</th>
<th>ENVIRONMENT</th>
<th>VARYING PARAMETERS</th>
</tr>
</thead>
<tbody>
<tr>
<td>USF v.1.7 [12]</td>
<td>71</td>
<td>Outdoor</td>
<td>View, surface, shoe</td>
</tr>
<tr>
<td>USF v.2.1 [12]</td>
<td>122</td>
<td>Outdoor</td>
<td>View, surface, shoe, briefcase, clothing, time</td>
</tr>
<tr>
<td>CMU [13]</td>
<td>25</td>
<td>Indoor</td>
<td>View, speed, carrying objects, surface</td>
</tr>
<tr>
<td>SOTON [14]</td>
<td>118</td>
<td>Indoor &amp; outdoor</td>
<td>View, treadmill</td>
</tr>
<tr>
<td>Gatech [15]</td>
<td>20</td>
<td>Indoor &amp; outdoor</td>
<td>View</td>
</tr>
<tr>
<td>CASIA-A [16]</td>
<td>20</td>
<td>Outdoor</td>
<td>View</td>
</tr>
<tr>
<td>CASIA-B [17]</td>
<td>124</td>
<td>Indoor</td>
<td>View, clothing, bag</td>
</tr>
<tr>
<td>UMD-1 [18]</td>
<td>25</td>
<td>Outdoor</td>
<td>View</td>
</tr>
<tr>
<td>UMD-2 [18]</td>
<td>55</td>
<td>Outdoor</td>
<td>View, time, clothing</td>
</tr>
<tr>
<td>MIT [19]</td>
<td>25</td>
<td>Indoor</td>
<td>Time</td>
</tr>
</tbody>
</table>

2.1.2 Databases

Existing gait recognition system can only recognize known persons or classify unknown subjects. Hence, the enrolled database plays an important part. When gait was first studied for the recognition task [3], the database only contained 6 walking subjects, 3 men and 3 women, with lighting sources mounted on the joints prominent during walking. Later, gait data were captured for the analysis of biomechanics [20], in which 3D marker positions, 3D ground reaction force as well as joint-angle trajectories of 5 participants were available for study. Recently, most studies of human gait were based on the databases that captured the body shape. Here, we summarize some popular ones in Table 2.1 and will give detail descriptions to them.

2.1.2.1 MIT gait database

The gait data in the MIT database contains 24 participants, 10 women and 14 men, walking in indoor environments with the camera placed perpendicular to the walking path. In the data collection, the subjects were asked to walk twice, back and forth, with their normal strides and speeds. It was captured on four separate days in two months. Except time variations, the wearing condition also varied from sweaters and coats to t-shirts and shorts. In all, 194 gait sequences were captured, with each of which contained at least 3 complete walking cycles.
2.1.2.2 Gatech gait database

The Georgia Tech gait database contains two kinds of gait data from 20 participants: indoor and outdoor gait sequences as well as indoor 3D trajectories. All kinds of data were captured in different view angles. Sample images are shown in Figure 2.4.

2.1.2.3 CMU Mobo gait database

The CMU Mobo gait database was also collected in indoor environment. It contained sequences from 25 participants walking on a treadmill. During the record, each participant was asked to perform four different kinds of walking: slow walk (2.06 miles/hr), fast walk (2.82 miles/hr), walk on an inclined plane and slow walk holding a ball. Six cameras were set up around the walker. Both the six views and the four walking conditions are shown in Figure 2.5.
2.1.2.4 UMD gait database

The UMD database was designed for the human identification at a distance project. It contained two parts which were collected on different months of the same year. The first part contained 25 subjects who were asked to walk in 4 different views, while the second part contained 55 walking subjects captured by 2 orthogonal cameras. All the collections were done in outdoor environment. Sample images from the two datasets are shown in Figure 2.6.

Later, a small dataset containing only 12 subjects was also gathered for view-invariant gait recognition research. The walking directions captured were 0, 15, 30, 45 and 60 degrees to the camera.
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2.1.2.5 SOTON gait database

The Southampton Human ID at a distance gait database consists of two major segments for different purposes of research. To address the problems of whether gait signature is distinguishable across a large number of people in normal walking conditions, and to what extent researchers could devote to accurate extraction of subjects, a large population (≃100 subjects), but basic, database was collected from six different views under three scenarios (see Figure 2.7(a)). Meanwhile, to investigate the robustness of proposed biometric techniques to various common walking condition variations, such as carrying objects, wearing different clothes or footwear, a small population (12 subjects), but more detailed, database was collected with variation in footwear, clothes, carrying conditions as well as speeds (see Figure 2.7(b)).

2.1.2.6 USF gait database

The USF HumanID outdoor gait database (version 2.1) was designed to put forward the gait recognition research under challenging walking conditions with the combina-

Figure 2.6: Sample frames of UMD gait database [18].

(a) Four different poses of the first dataset.

(b) The two orthogonal views of the second dataset.
Figure 2.7: Sample frames of the SOTON gait database [14].

tion of the following five factors: (1) type of walking surface by G for grass and C for concrete, (2) camera position by R for right and L for left, (3) shoe type by A or B, (4) carriages by NB for not carrying a briefcase and BF for carrying a briefcase, and (5) the acquisition time by M for May and N for November. At last, gait data of 122 subjects under 32 different walking conditions were collected. Each subject was asked to walk multiple times counterclockwise along two elliptical courses laid on concrete ground and grass lawn separately and viewed by two cameras, whose common viewing angle was approximately 30 degrees. Samples are shown in Figure 2.8. At last, 1870 sequences were captured and divided into one gallery set for training and 12 probe sets labeled from ”A” to ”L” for testing. The differences of the 12 probe sets from the gallery set are shown in Table 2.2.

2.1.2.7 CASIA-B gait database

This CASIA-B database was taken in an indoor environment and with 11 cameras around the left hand side of the subject when he/she was walking. The angle between
two nearest view directions was 18°. Figure 2.9(a) shows the captured image from the
11 cameras and the viewing angle is named as 0°, 18°, 36°, 54°, 72°, 90°, 108°, 126°,
144°, 162°, 180° from left to right. Gait data of 124 subjects were captured eventually,
among whom 93 were men and 31 were women. Every subject was asked to walked
10 times in the scene(6 normal + 2 with a bag + 2 with a coat, example frames are
shown in Figure 2.9(b)). Thus there were a total of 10 × 11 × 124 = 13640 video
sequences in the database.

Figure 2.8: Sample frames from concrete surface and grass surface under two different
views in the USF database [12].
Figure 2.9: Sample frames of CASIA-B database [17]. (a) 11 different capturing views. (b) 3 different walking conditions.

Table 2.2: The settings of probe sets. The settings for gallery set is (G, A, R, NB, M/N)

<table>
<thead>
<tr>
<th>Exp.</th>
<th>Probe</th>
<th>Subjects</th>
<th>Differences</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>(G, A, L, NB, M or N)</td>
<td>122</td>
<td>View</td>
</tr>
<tr>
<td>B</td>
<td>(G, B, R, NB, M or N)</td>
<td>54</td>
<td>Shoe</td>
</tr>
<tr>
<td>C</td>
<td>(G, B, L, NB, M or N)</td>
<td>54</td>
<td>View, Shoe</td>
</tr>
<tr>
<td>D</td>
<td>(C, A, R, NB, M or N)</td>
<td>121</td>
<td>Surface</td>
</tr>
<tr>
<td>E</td>
<td>(C, A, R, NB, M or N)</td>
<td>60</td>
<td>Surface, Shoe</td>
</tr>
<tr>
<td>F</td>
<td>(C, A, L, NB, M or N)</td>
<td>121</td>
<td>Surface, View</td>
</tr>
<tr>
<td>G</td>
<td>(C, b, L, NB, M or N)</td>
<td>60</td>
<td>Surface, View, Shoe</td>
</tr>
<tr>
<td>H</td>
<td>(G, A, R, BF, M or N)</td>
<td>120</td>
<td>Briefcase</td>
</tr>
<tr>
<td>I</td>
<td>(G, B, R, BF, M or N)</td>
<td>60</td>
<td>Shoe, Briefcase</td>
</tr>
<tr>
<td>J</td>
<td>(G, A, R, BF, M or N)</td>
<td>120</td>
<td>View, Briefcase</td>
</tr>
<tr>
<td>K</td>
<td>(G, A/B, R, NB, N)</td>
<td>33</td>
<td>Time (Shoe, Clothing)</td>
</tr>
<tr>
<td>L</td>
<td>(G, A/B, R, NB, N)</td>
<td>33</td>
<td>Surface, Time (Shoe, Clothing)</td>
</tr>
</tbody>
</table>

2.2 Gait Feature Extraction

Gait feature extraction plays an important part in a gait recognition system. An appropriate gait feature should not only capture the gait characteristics that are discriminant across individuals but also be robust to operating conditions. Apparently, the binary silhouette appears to be a good feature as it not only excludes the influences of the background and color information from the skin, clothes and hair, but also captures the motion of most of the body parts. However, it is not effective because a gait
sequence usually contains quite a few frames. Therefore, how to effectively represent a gait sequence attracts lots of attentions.

Generally, all the proposed gait descriptors can be divided into two kinds: appearance-based and model-based. In comparison, the appearance-based representations extract useful information from the 2D binary silhouettes and they are relatively simple and effective, however, most of them are view-dependent. While for the model-based descriptors, they use a 3D model to represent the walking subject and thus are robust to view variation. But they usually require samples from multiple views and need to track the movements of certain body parts, both of which make it very difficult and complicated. In the following sections, we will provide detailed descriptions of these methods.

### 2.2.1 Appearance-based Descriptors

Currently, a lot of appearance-based descriptors have been proposed and some popular ones are summarized in Figure 2.10. We will briefly illustrate these descriptors in the following sections.

#### 2.2.1.1 Gait characteristic descriptors

In earlier gait recognition research, light sources were mounted on the joints of the walking person and the moving trajectories played as a cue for recognition [2, 3]. Later, binary silhouettes were popular among researchers and dynamic time warping (DTW) [21] was applied to calculate the similarity of gait sequences. However, the recognition results were not satisfying because the discriminant gait feature was not fully explored. As a result, researchers began to seek effective gait characteristic descriptors to represent the gait sequence.

Polana et al. [22] proposed to use the intensity values of certain pixel over time as a 1D gait signal for recognition; Cutler and Davis [23, 95] calculated the self-
similarity plot as a gait sequence representation while Haritaoglu et al. [24] introduced the autocorrelation function for representation. BenAbdelkader et al. [25] regarded the stride and height as discriminant features which were estimated based on the estimated 3D trajectories of the movement. Classical moments were also applied to gait recognition [96, 97].

The gait characteristics extraction reduces the feature dimension to some extent, however, they are still not effective and normalization along time is needed for fair similarity measure because different sequences usually have different periods. More-
over, some of these characteristics are not easy to extract especially under extreme views. Consequently, simple and more effective descriptors are still in great demand.

### 2.2.1.2 Contour-based descriptors

Later, researchers proposed to extract the contour of binary silhouettes for feature representation [16, 26, 27, 28] which greatly reduced the feature dimension. Yu et al. [26] extracted the contour of each frame and placed them in the complex plane, whose origin was set as the centroid of the contour. Then each point on the contour can be expressed as a complex number

\[ s_i = x_i + j \cdot y_i, \text{ for } i = 0, 1, ..., N - 1 \]  

(Eq. 2.2)

where \( N \) was the pre-defined number of points on the contour. Then the contour was unwrapped counterclockwise from the top point and then represented by a complex vector \([s_0, s_1, ..., s_{N-1}]\).

By applying certain transformation on the contour vector, some contour-based descriptors were proposed later, such as the distance transform descriptor [27], key Fourier descriptor [16] and procrustes mean shape descriptor [28].

In distance transform, the relative distances rather than the coordinates of the contour points were calculated for representation. After the silhouette contour was obtained, the centroid \((x_c, y_c)\) of the contour was first calculated. And then the outer contour was turned into a distance signal \(S = (d_0, d_2, ..., d_{N-1})\) where \(d_i = \sqrt{(x_i - x_c)^2 + (y_i - y_c)^2}\). Thus the original 2D silhouette contour was represented by a 1D signal. Finally, normalization was also needed to eliminate the influence of spatial scale.

For Fourier transform descriptor, given the contour vector, its Discrete Fourier Transform (DFT) was first calculated, \(f_n = \sum_{m=0}^{N-1} s_m e^{-2j\pi \frac{mn}{N}}, \text{ for } n = 0, 1, ..., N - 1\). For
each gait cycle, there should be $N \times T$ descriptors, where $T$ is the period. Among these descriptors, the ones whose amplitudes reached the peaks were defined as Key Fourier Descriptors (KFD). And it had been shown that KFD had better discriminatory capability than all Fourier descriptors and the computational complexity was also greatly reduced.

To further reduce the computational complexity, Wang et al. [28] proposed to use a mean shape to represent all the shapes in a gait cycle. Given a set of shapes $s = [s_1, s_2, ..., s_k]^T$, they were first centralized as $u = [u_1, u_2, ..., u_k]^T$, where $u_i = s_i - \bar{s}$ and $\bar{s} = \sum_{i=1}^{k} s_i / k$, then their mean shape $\hat{u}$ can be obtained by computing the dominant eigenvectors of the following matrix:

$$S_u = \sum_{i=1}^{k} \frac{(u_i u_i^*)}{(u_i^* u_i)}$$

(Eq. 2.3)

where the superscript * represents the complex conjugation transpose. The full Procrustes distance between two mean shapes $\hat{u}_1$ and $\hat{u}_2$ was defined as

$$d_F(\hat{u}_1, \hat{u}_2) = 1 - \frac{|\hat{u}_1^* \hat{u}_2|^2}{\|\hat{u}_1\|^2 \|\hat{u}_2\|^2}$$

(Eq. 2.4)

For contour-based features descriptors, the quality of the binary silhouettes plays an important part because it determines the exact extraction of the outer contour. However, for low quality or low resolution data which are frequently obtained in realistic applications, the extracted outer contour from the silhouette could be greatly distorted. Although attention has been paid to the silhouette quality problem[88, 93, 94], difficulties that usually exist in real applications (as indicated in Figure 2.3) remain unsolved.

2.2.1.3 Energy image-based descriptor

A common problem for previously mentioned descriptors is that they need time normalization to alleviate the period difference which may generate artificial information.
To address this difficulty, Lee et al. [46] proposed an appearance histogram descriptor as well as a harmonic decomposition in frequency domain to represent a gait sequence. Later, energy image descriptors are proposed which represent a gait cycle using the mean frame. According to the representation of gait frames, several energy image descriptors have been proposed: Gait Energy Image (GEI) [29], Width Energy Image (WEI) [36, 37, 38, 111], X-T plane and Y-T plane energy images [39] and Radon transform template [32]. In the following paragraphs, we will introduce these descriptors along with some extensions, which are related to our studies in this thesis.

**GEI**: GEI is the most popular descriptor in gait recognition due to its simplicity and effectiveness. It represents a gait cycle by its mean frame. Given the aligned binary silhouette images \( B(x, y) \), GEI is defined as follows:

\[
G(x, y) = \frac{1}{N} \sum_{t=1}^{N} B_t(x, y),
\]  

(Eq. 2.5)

where \( N \) is the number of frames in the complete cycle, \( t \) is the frame number, and \( x \) and \( y \) are pixel position in the 2-D image coordinate. Figure 2.11 shows selected sample frames from the gait cycle of two people in different rows separately, and the corresponding GEIs are shown in the rightmost image of each row. As we can see from the figure, GEI captures both the major shapes of silhouettes and the main body movement over time. It is also demonstrated in several experiments that GEI is very competitive in recognition task.

**WEI**: WEI is obtained based on the projective descriptor which uses the total number of bright pixels in certain direction to represent the silhouette. There are mainly four directions [36, 37, 38, 111] that we can project the binary silhouette, namely, horizontal, vertical, positive diagonal and negative diagonal. All the four projections are shown in Figure 2.12.

After the projective vector \( P_t(j)(j = 1, ..., n) \) is obtained (where \( n \) is the dimension), WEI is computed by the equation as follows:
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Figure 2.11: Samples of aligned silhouette images of two different subjects. The rightmost image in each row is the corresponding GEI.

Figure 2.12: Illustration of four projective gait features. (a) original silhouette, (b) horizontal projection, (c) vertical projection, (d) positive diagonal projection (top left to bottom right) and (e) negative diagonal projection (top right to bottom left).

\[ W(j) = \frac{1}{N} \sum_{t=1}^{N} P_t(j), \]  

(Eq. 2.6)

where \( N \) is the number of frames in the gait sequence and \( t \) is the frame number.

**X-T plane and Y-T plane energy images:** A gait sequence is actually a spatial-temporal (XYT) volume. For GEI \( (\frac{1}{T} \sum_{t=1}^{T} B_t(x, y), T \text{ is the period}) \), it is the energy image along the time axis (X-Y plane). Similarly, there should be other two energy images along the \( x \)-axis (Y-T EI) \( (\frac{1}{X} \sum_{x=1}^{X} B_x(y, t), X \text{ is the number of columns in each frame}) \) and the \( y \)-axis (X-T EI) \( (\frac{1}{Y} \sum_{y=1}^{Y} B_y(x, t), Y \text{ is the number of rows in each frame}) \) separately. Examples of the three kinds of energy images are shown in Figure 2.13(b)-(d). In [39], the X-T plane energy image is used as the gait sequence representation; besides, it also segments the thigh and leg regions from the main body region to preserve the dynamic features. Experimental results in [39] showed that
Chapter 2. Background and Literature Survey

(a) A complete gait cycle  (b) GEI  (c) X-T EI  (d) Y-T EI

Figure 2.13: Energy image examples.

the recognition rates using X-T EI are a little worse than those using GEI on the same database. Meanwhile, as different sequences have different number of frames, period estimation as well as time normalization are needed to ensure the same feature dimension among different gait sequences.

Radon transform template: Representing the binary silhouettes with certain transformations, we can obtain other kinds of energy image descriptors besides GEI. Radon transform template [32] is one of the examples. By defining the center of the silhouette as the reference point, its radon transform can be calculated as follows:

\[ R_f(\rho, \theta) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} B(x, y) \delta(\rho - x \cos \theta - y \sin \theta) dx dy \]  

(Eq. 2.7)

where \( R_f(\rho, \theta) \) is the line integral of a 2-D image \( B(x, y) \) along a line from \(-\infty\) to \(\infty\). The position of the line is determined by two parameters \( \rho \) and \( \theta \). All the parameters are shown in Figure 2.14(a). The corresponding radon transform is shown in Figure 2.14(b).

Given the radon transforms of all binary silhouettes, radon transform template first estimates the continuous gait signal within a gait cycle and then calculates the mean to represent the gait cycle.

Extensions: The energy image descriptors are important in gait recognition because many researchers exploit different discriminative information based on them
Figure 2.14: (a) The $\rho$-$s$ coordinate system, (b) Radon transform and (c) $\Re$ transform.

[30, 31, 32, 33, 34, 35, 105, 106, 107]. For example, authors in [106] and [107] proposed to use the local binary pattern (LBP) to record the neighborhood relation of a GEI pixel. Another example is the popular Gabor feature descriptor [31] which describes GEI in different scales and orientations. The gait representation methods which apply certain transformation on GEI are powerful, but their computational cost is very high compared with the original GEI.

Meanwhile, several researchers proposed to extract dynamic information from GEI to make it robust under walking condition variations. The stimulation to study the gait dynamic should be the work done by Foster et al. [80]. They used different area masks, such as horizontal line, vertical line, bottom half and full body, to perform recognition experiments and found out that there was sufficient information in the dynamical time signature of gait for recognizing people with a high accuracy. Later, Bashir et al. [109] proposed to select the dynamic part as those whose intensity values were lower than a pre-defined threshold. Obviously, this feature selection mask was person dependent and thus it recorded the within-class dynamic information. Moreover, they also proposed two learning based methods, supervised and unsupervised, to generate the mask [91]. These masks attempted to select a predefined number of features that possess the most discriminative power in the learning process. While authors in
[108] proposed to extract dynamic information by multiplying the sample variances (weight) with the original intensity values pixel by pixel, thus a new gait feature, defined as EGEI, was formed. Compared with the mask proposed in [109], the two feature selection masks [91] and the feature weight [108] were all obtained through learning and thus they were sample independent. Moreover, they also selected the between-class dynamic information.

Last but not least, $ℜ$ transform [33] is also another example which is based on the Radon transform template:

$$ℜ_{f}(\theta) = \int_{-\infty}^{\infty} T_{Rf}^{2}(\rho, \theta) d\rho$$  
(Eq. 2.8)

where $T_{Rf}$ is the Radon transform of $f$. Figure 2.14(c) shows the corresponding $ℜ$-transform of the middle figure. The advantage of using $ℜ$ transform is that it is invariant to translation and scaling when normalized by a scaling factor (the area of the silhouette shape). Meanwhile, it has also been shown in [33] that a rotation of the shape results in a translation of the $ℜ$ transform along the horizontal axis. Therefore, only rotations modify the function.

Energy image based descriptors are not only robust to noise but also efficient and effective. However, they ignore the temporal information when representing a gait cycle by a compact representation. Nevertheless, they are still widely used because of their promising recognition results in experimental studies.

### 2.2.1.4 Temporal template descriptor

Temporal template makes it possible to preserve temporal information within a compact representation. Let $B_{t}(x, y)$ be an image sequence with $t$ as the frame number and let $D_{t}(x, y)$ be a binary image in which the regions of motion at time $t$ compared with that at time $t - 1$ are set to 1; for many applications image differentiating is adequate to generate $D$. 
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(1) MEI

The binary cumulative motion images are referred to as motion-energy image (MEI) [40]. It is defined as:

$$E^{MEI}_{\tau}(x, y) = \bigcup_{t=1}^{\tau} D_t(x, y)$$  \hspace{1cm} (Eq. 2.9)

Here $\tau$ is the time duration of the sequence. However, MEI only records where the motion shows in the image, rather than how the motion changes along time. Although it is termed as energy image, we regard it as temporal template descriptor because its representative ability depends on the time duration.

(2) MHI

To address the problem of MEI, motion-history image (MHI) was presented in [41]. The pixel intensity of MHI is defined to record the temporal history of motion at that point. Moreover, a simple replacement and decay operator is used to generate MHI:

$$E^{MHI}_{\tau}(x, y) = \begin{cases} \tau, & \text{if } D_t(x, y) = 1 \\ \max(0, E^{MHI}_{\tau}(x, y, \tau - 1) - 1), & \text{otherwise} \end{cases}$$ \hspace{1cm} (Eq. 2.10)

Accordingly in MHI, the more recently moving pixels are brighter. In [41], it is shown that the combination of MEI and MHI possesses better discriminative ability than either alone.

(3) GHI

The Gait History Image (GHI) [42] is another temporal template which is defined as follows:

$$E^{GHI}_{\tau}(x, y) = \begin{cases} \tau, & \text{if } S(x, y) = 1 \\ \sum_{t=1}^{\tau} D_t(x, y)(t - 1), & \text{otherwise} \end{cases}$$ \hspace{1cm} (Eq. 2.11)

where $S(x, y)$ represents the common regions among all the frame of a gait sequence; that is, pixels which are always foreground are bright in $S$. To obtain $S$, if the silhouettes have good quality, intersection is used:

$$S(x, y) = \bigcup_{t=1}^{\tau} B_t(x, y)$$ \hspace{1cm} (Eq. 2.12)
While if the silhouettes have bad quality, $S$ will be defined based on the GEI with a threshold $th$:

$$S(x, y) = \begin{cases} 
1, & \text{if } G(x, y) \geq th \\
0, & \text{otherwise}
\end{cases} \quad (\text{Eq. 2.13})$$

For comparison of the above temporal templates, MEI and MHI can’t record static information of gait. MHI can record more detailed motion information by highlighting recent moving pixels. GHI integrates the advantages of both MHI and GEI, by recording both the static information and the detailed motion information.

Recently, a novel temporal template, Chrono Gait Image (CGI) was proposed for gait recognition which employed color interpolation to incorporate the temporal information [43]. Figure 2.15 shows an example of GEI and the corresponding CGI temporal template. Obviously, CGI is much more informative than GEI.

By incorporating temporal information in the compact representation, temporal templates are proved to be robust in wearing and carrying condition variation compared with GEI. However, there are much to be desired because spatial dynamic information is not fully exploited in these temporal templates.
2.2.2 Model-based Descriptors

Generally speaking, model-based methods can be divided into two directions: one models the body of the person and the other models the walk of the person. For body models, parameters that define the body are calculated for each frame of the walking sequence. While for walking models, usually a model of how the subject moves is generated and it is subject-dependent.

Several body models have been developed so far [44, 45, 46, 47, 48, 49, 50, 58] and they can be further divided into three categories. The first category is the joint-based model. In [58], 24 degree of freedom are defined to measure the position, orientation as well as movement of the body model. In [45], the body model is presented by the static body parameters which were defined as the distances between different joints. The second category models different body parts as different simple 2D shapes such as trapezoid [44], ellipse [46, 48], cylinder [51], truncated cone [52], and super-quadrics [53]. The shape parameters which measure the fitness of the proposed shape with the corresponding body parts are calculated for every frame in the gait sequence. The third category uses different 3D shapes to model the human body [47] which is robust to view-point. Interested readers can refer to relevant reference papers for the illustration of these body models.

However, in real application such as video surveillance, the body models mentioned above are not attractive mainly due to their complexity. The reason is that the modeling process is usually based on tracking which is computational complexity and time consuming.

For walking models, usually Hidden Markov Model (HMM) is applied for the moving parameter estimation [54, 55, 56, 57, 59, 60]. The structure of HMM is shown in Figure 2.16. The HMM framework is suitable because the gait postures that the individual subject shows in a gait sequence can be regarded as the states \((S_t)\) of the
Figure 2.16: Structure of hidden Markov Model.

HMM and are identical to that subject. In conventional HMM-based gait recognition research, the model is learned for each subject in the database. And given the learned HMM parameters ($\lambda_i$) for the $i$th person ($i=1,2,...,N$, where $N$ is the total number of subjects), the identity of an enquiry sequence is usually obtained by the maximum likelihood criterion.

$$\hat{i} = \arg \max_i P(Y|\lambda_i)$$  \hspace{1cm} (Eq. 2.14)

where $Y$ is the representation of the input inquiry sequence.

Kale et al. [54] introduced HMM to gait recognition and proposed both indirect and direct approaches to train HMM. Firstly, a feature vector called frame to exemplar distance (FED) was formed to capture both the shape and the motion information, then HMM is trained to capture the information in the FED vector sequences. To further enhance the recognition performance, Chen et al. [57] proposed a two-level time series model based on dynamic Bayesian network. In the first level, several temporally adjacent clusters modeled by a Dynamic Texture or logistic Dynamic Texture were formed for each feature cycle. In the second level, HMM was trained to capture the relationship among the above textures. Noticing that improvements are limited if efforts were only put on the gait feature representation, the authors in [56] focused on the adaption of the HMM to the gait dynamics and designed the topology of the HMM to be a circular ring based on the fact of periodical in human gait. While in [60],
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the HMM was given by $\lambda_i = (A_i, B_i, \pi_i)$ where $A_i$ is the transition matrix, $B_i$ is the probability distributions of a feature vector conditional on the state index and $\pi_i$ is the initial distribution. All the parameters are refined iteratively in the training process.

Later, extensions of HMM with more complex structure were proposed to achieve better gait recognition performance. In [59], the authors explored two extended HMM frameworks, the factorial HMM (FHMM) and the parallel HMM (PHMM), for gait recognition using multiple feature representations. FHMM composes of several independent HMM but the observation vector depends upon the state of all the layers. While for PHMM, the observation vector of each layer is independent. Generally, FHMM can be regarded as a feature-level fusion of HMM representation and PHMM can be regarded as a decision-level fusion of HMM structure.

Different from the previously mentioned work which models the gait dynamic of each subject by an individual HMM, Liu et. al [55] proposed a population Hidden Markov Model (pHMM) which captures the gait dynamics from a set of training subjects. Then, it was used as a generic model to normalize the gait dynamics in each testing sequence. Meanwhile, linear discriminant analysis (LDA) was also applied to maximize the inter-subject distances and minimize the intra-subject variations.

Besides the HMM model, Veeraraghavan et al. [61] proposed a new walking model to achieve rate-invariant recognition which can be applied to gait recognition. The model contains a nominal motion trajectory and a function space which captures the probability distribution of motion-specific time warping transformations. Then, recognition is achieved by a Bayesian algorithm.

Generally, the walking model can better capture the gait dynamics in time domain. However, it is still view-dependent and needs large number of samples for exact parameter estimation.
2.3 Gait Recognition Across Varying Views

It has been demonstrated that gait is an efficient biometric for human identification at a distance. However, the performance can be easily affected when the viewing angle of the test sequence is different from what we have stored in the database. We illustrate in Figure 2.17 examples of GEI from two different subjects under different views. Obviously, the intra-subject differences under large view variation (row) are much larger than inter-subject differences of the same view (column). That’s why gait recognition across large view variation is still challenging and remains to be solved.

Existing methods that attempt to solve the view problem can be generally divided into three categories, the first one explores different discriminative information from multiple views of gait sequences and applies effective fusion methods to perform recognition [11, 62, 66, 71]; the second category builds 3-D model or visual hull for the walking subject according to the samples from multiple views[65, 70, 72]; the last one extracts view-invariant features or learns view transform model to realize view-invariance, in which the training and testing sequences are usually from different views [63, 64, 67, 68, 69, 73, 74, 75]. We summarize these in Table 2.3 and will provide detail descriptions for each category in later sections.

<table>
<thead>
<tr>
<th>Category</th>
<th>Training View</th>
<th>Testing View</th>
<th>Idea</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Multiple</td>
<td>Multiple</td>
<td>Fusion (feature or score level)</td>
</tr>
<tr>
<td>2</td>
<td>Multiple</td>
<td>Multiple or single</td>
<td>3-D model or visual hull</td>
</tr>
<tr>
<td>3</td>
<td>Single</td>
<td>Single</td>
<td>View-invariant feature or view transform model</td>
</tr>
</tbody>
</table>

2.3.1 Multi-view Gait Recognition

Gait recognition based on side view (90° in Figure 2.17) was once popular because it was believed that this particular view contains the richest gait information of the waking subject. However, there has been experimental study in [125] which showed
the gait recognition performance from the frontal-parallel view was sometimes better than that from the side view. Therefore, researchers believed that the combination of multiple views could further enhance the recognition performance. The authors of [66] extracted useful features from gait sequences of 5 different views and proposed a learned weighted sum fusion rule to combine these features. In [71], a new weight for score level feature fusion based on Dempster-Shafer theory was proposed and samples from two different views were used to perform recognition. These methods belong to the first category, but they are still view-dependent because the testing views should be accordant with the training views.

Meanwhile, several researchers proposed to generate a 3-D model or visual hull from the available multi-view data samples. In [70], multiple images from different views were used to generate a visual hull for each subject and such visual hull was further utilized for recognition. Tyagi et. al [65] presented a framework to generate the canonical view through multiple views. Firstly, the sagittal plane of the object...
was identified through the cameras and scene geometry. Then, each of the obtained multiple views was warped to the canonical view through learnt planar homographies. Finally, evidence fusion was applied to recover the object’s shape. Bodor et al. [72] learned a three-dimensional (3-D) model of the walking person from samples acquired in four different views and used image-based rendering techniques to generate gait feature under arbitrary views. Like previously mentioned model-based descriptors, these methods in the second category can solve the view problem to a large extent. However, the modeling process is usually complicated and time consuming.

### 2.3.2 Cross-view Gait Recognition

The third category should be the most difficult because the appearance features in different views could be totally different (see Figure 2.17). To solve this challenging problem, some researchers proposed to extract view-invariant features for gait sequence representation. In [76], the author proposed to estimate the real height of a person through the height in the silhouette. However, this calculation depended on the parameters of the camera, the depth information of each pixel and the walking direction of the person. Goffredo et al. [73] built up a markerless joint motion system based on 2D silhouettes of human gait sequences, and rectified these features across different views to achieve view-invariance. While reasonably good recognition rates can be attained for large view variation, its performance degrades under small view variations. Moreover, it can’t handle extreme views. Lu and Tan [74] proposed to project gait features from two different views into a dimension reduced feature subspace, so as to preserve the intra-class geometrical structures and maximize the interclass distances simultaneously. Bashir et al. also proposed to apply CCA to maximize the correlation between samples from two different views. In fact, these methods only have tolerance on small view variations.
Meanwhile, several researchers proposed to perform view transformation to realize view-invariance [64, 77, 78, 79] and several view transformation methods were applied, such as image geometry, Singular Value Decomposition (SVD) and Support Vector Regression (SVR). For image geometry, one important job is to estimate the viewing angle which is defined as the angle ($\theta$) between the walking direction and the image plane. In [77], the author proposed two methods to estimate the parameter $\theta$. One was the perspective projection approach and the other was the optical flow based Shape from Motion approach. After $\theta$ was obtained, gait feature captured at the non-canonical view was then projected to the canonical view through the following rules:

$$
\begin{align*}
    x_0 &= f \frac{x_\theta \cos(\theta) - f \sin(\theta)}{-x_\theta \sin(\theta) + f \cos(\theta)}, \\
    y_0 &= f \frac{y_\theta}{-x_\theta \sin(\theta) + f \cos(\theta)}.
\end{align*}
$$

(Eq. 2.15)

Clearly, camera parameters are required for the calculation which makes the method not applicable. Although the authors showed an optimization criterion for the estimation of the focal length $f$ through experimental study, estimation errors may be significant due to limitations of image processing techniques. Hence, the quality of the transformed feature will be greatly degraded.

For SVD based VTM [64], the main supporting idea is that each feature obtained is composed of a view-independent vector and a subject-independent vector. To compute these view-independent vectors and subject-independent vectors, the features from multiple views of different subjects are gathered to build a mixture gait matrix in which each row contains samples (column vector) from the same views of different subjects and each column contains samples from different views of the same subject. Then SVD is applied to get the solution. Mathematically, the above steps can be
expressed as:

\[
\begin{bmatrix}
g_{\theta_1}^1 & \ldots & g_{\theta_i}^K \\
\vdots & \ddots & \vdots \\
g_{\theta_j}^1 & \ldots & g_{\theta_i}^K
\end{bmatrix}
= USV^T = 
\begin{bmatrix}
P_{\theta_1} \\
\vdots \\
P_{\theta_i}
\end{bmatrix}
[\psi^1 \ldots \psi^K] \tag{Eq. 2.16}
\]

where \(g_{\theta_i}^k\) is the column vector of a gait sample representation of subject \(k\) under view \(\theta_i\), \(P = US\) is regarded as the view-dependent matrix and \(V\) is the subject-dependent matrix. Accordingly, each gait feature can be factorized as: \(g_{\theta_i}^k = P_{\theta_i} v^k\). Therefore, it is easy to conclude that any gait feature transformation from viewing angle \(\theta_i\) to \(\theta_j\) can be obtained by: \(g_{\theta_j}^k = P_{\theta_j} P_{\theta_i}^+ g_{\theta_i}^k\), where \(P_{\theta_i}^+\) is the pseudo inverse matrix of \(P_{\theta_i}\). The main problem of SVD-based VTM is that its main supporting idea lacks mathematical proof. Moreover, global feature is used for representation which makes the algorithm sensitive to background noise and partial occlusion.

Later, authors in [79] proposed a SVR-based VTM which is more effective than SVD-based VTM. To transform a GEI obtained in view \(\theta_j\) to \(\theta_i\), multiple SVR processes are needed with each of the regression defined as follows:

\[
p_{\theta_i}^k \approx f(\theta_i, \theta_j, k, p) = \langle w, ROI_{p_{\theta_j}^k}^\theta \rangle + b \tag{Eq. 2.17}
\]

where \(p_{\theta_i}^k\) denotes the \(p\)th pixel of a GEI \(g_{\theta_i}^k\) from view \(\theta_i\) of subject \(k\), \(ROI_{p_{\theta_j}^k}^\theta\) denotes the pixels in \(g_{\theta_j}^k\) that are relevant to the pixel \(p_{\theta_j}^k\). Obviously, the effectiveness of the above SVR model needs sufficient numbers of training pair \((g_{\theta_i}^k; g_{\theta_j}^k)\) from different subjects.

A main problem for VTM is that they need the exact view of both training and testing sequences and wrong estimation of the viewing angle would generate large transformation error.
2.4 Gait Recognition Across Varying Walking Conditions

As we have indicated in the previous chapter, several walking conditions can affect gait appearance, including shoes and clothing, views, walking surfaces, carriages and walking speed. We show in Figure 2.18 examples of walking speed, clothing and carrying variations on GEI feature. From the figure we can see that, changes in walking speed has great effect on dynamic features (movement of lower limbs) while changes in clothing and carrying variations affect the body shape significantly. In later sections, we will introduce the existing methods that attempt to solve these two kinds of variations separately.

2.4.1 Walking Speed Variation

Among the previously mentioned factors that can affect human’s gait, walking speed is a most common one because people often change their walking speeds in real life and as a result, gait characteristics such as period, stride as well as arm swing will also change accordingly.

To quantitatively estimate the effects of speed variation on the gait characteristics
mentioned above during walking, the authors in [83] firstly collected video data in which the subjects were asked to walk at different speeds, then they proposed a stride normalization algorithm to alleviate the effect of speed variation on stride. In the proposed method, a statistical relation between the stride and the walking speed are learned [90] based on only five silhouettes (which show the minimum or maximum stride in a cycle). Obviously, other informative images were discarded which may also be helpful for recognition.

To cope with the variations in walking speed, Liu et al. [55] showed that improved gait recognition can be achieved by focusing on the shape information after normalization of dynamics. To normalize the gait dynamics, a population HMM (pHMM) defined for a set of individuals was applied to generate a generic walking model. After normalization, the shape information of each gait sequence is obtained by Viterbi decoding of the gait dynamics to get an averaged gait cycle of fixed length. The method only considered the temporal change as a result of speed variation and ignored the spatial changes (e.g. stride) which are also important for recognition. Moreover, the method is applicable to a small range of speed changes.

In [89], the authors proposed a SVD-based speed transformation model based on the assumption that dynamic features (e.g. stride) are more sensitive to speed variations than static features (e.g. thigh and shin lengths). Therefore, they proposed to separate the static and dynamic features first by fitting a human model to each of the silhouette sequence, then apply SVD-based factorization (Eq. 2.16) only to the dynamic features. Based on the factorization, any dynamic feature can be transformed from a reference speed to a target speed. Finally, the transformed dynamic features are combined with the previously separated static features to form the silhouette sequence in the target speed. Obviously, both the reference and the target speeds should be known in advance which was almost impossible in real surveillance system.
Motivated by the view-invariant feature extraction scheme proposed for gait recognition across view variations, Aqmar et al. [82] proposed to extract speed-invariant features against speed variations. Features were first extracted by Fisher discriminant analysis (FDA)-based cubic higher-order local auto-correlation (CHLAC) [82] and then HMM was applied for statistical learning the relations among the extracted features under different speeds. Thus, the proposed method is applicable to speed variations not only within a gait sequence but also across different sequences.

### 2.4.2 Walking with Carrying or Wearing Condition Variation

Both carriages and clothing variations have significant effect on the recognition performance because the gait appearance features change a lot under such walking condition variations [86, 92]. Several methods have been proposed to remove such effects and we will give a brief introduction to them in the following paragraphs.

Region-based gait representation was first introduced in gait recognition by Foster et al. [80]. They used predefined masking functions to select certain image area and regarded these areas as a time varying signal which was used as a signature for recognition. In [91], a subject-dependent mask function was proposed to select the gait dynamics from GEI. It further demonstrated that dynamic information is effective under carrying or clothing variations. In [81], the authors also proposed to construct the GEI with sway alignment instead of upper body alignment to alleviate the effect due to carrying and clothing variations.

Attempting to remove the effect as a pre-processing step is also a possible solution. In [87], the authors proposed a backpack removal method based on recursive principal component analysis (PCA) reconstructions and error compensation, in which GEI was chosen as the gait feature representation. Given the principal components obtained from the training GEIs without a backpack, the backpack effect in a new GEI can be alleviated by applying these backpack-free principal components.
In [84], the authors considered a special condition when only one cycle was available for training while the testing sequences may contain variations such as wearing a coat or carrying objects. Considering these practical scenarios, they proposed a method for dimensionality reduction based on artificial subjects and Linear Discriminant Analysis (LDA). The artificial subjects were generated based on the rotation of original images and the introduction of artificial clothing.

In fact, multiple walking condition variations usually happen at the same time in real video surveillance systems. However, the above proposed methods only aim at solving a particular kind of walking condition variation, thus the corresponding solutions will not work under multiple variations.

2.5 Conclusion

In this chapter, we first provided a brief introduction to the background knowledge of gait recognition, in which a generic gait recognition system as well as some popular gait databases was described. Secondly, we reviewed related work in the literature according to the problems we will study in this thesis, including gait feature representation, gait recognition across varying views and varying walking conditions. For gait feature descriptors, existing proposals can be divided into two categories: model-based and appearance-based. In comparison, the appearance-based descriptors are more popular because they are simple and effective. For gait recognition across varying views, existing solutions were reviewed according to the number of views available. However, a common problem is that most of these methods need to know the exact view of the testing sequences before recognition. For gait recognition across walking condition variations, existing work mainly focuses on variations such as speed, clothing, or carriages. Moreover, they only consider certain kind of variation and thus can’t handle multiple walking condition variations.
Chapter 3

Gait Recognition Based on Dynamic Feature Analysis

Walking with different carriages or clothing usually happens in real applications which could affect the gait signal greatly. Based on previous literature survey in chapter 2, we can conclude that such effect could be easily alleviated by conducting dynamic feature analysis on the extracted gait appearance. In this chapter, we also study the gait dynamics and base our dynamic analysis on the popular gait feature descriptor, Gait Energy Image (GEI), because it is simple and effective. To make the extracted gait feature robust to different walking condition variations, we conduct both spatial and temporal dynamic analysis on GEI. Details of the analysis will be provided in the subsequent sections.

3.1 Introduction

In early days of gait recognition research, most of the efforts were put on gait sequence representation because this step was regarded to be very important in a generic gait recognition system. As a result, lots of feature descriptors were proposed and we have reviewed them in Chapter 2. Among these feature descriptors, GEI was a most popular one. It represents a gait sequence or cycle by a single image which is obtained
Figure 3.1: Examples of relevant feature selection from GEI. (a) and (b) are from [91], (c) is from [108] and (d) is from [109].

through averaging all frames in the sequence/cycle. Thus it is very simple to calculate. Moreover, several studies have reported that GEI is also much effective in the recognition task. Hence, more attention were attracted to study GEI.

Many descriptors have been proposed based on GEI and they can be roughly grouped into two kinds, one reduces the information redundancy in GEI and the other adds temporal information into GEI. For information redundancy, Foster et al. [80] demonstrated for the first time that selecting relevant gait features through simple area masks could achieve satisfied recognition results. Later, several algorithms [91, 108, 109] were proposed to select relevant features (see Figure 3.1, detailed descriptions of these methods can be referred to Chapter 2) in GEI for recognition and the higher recognition results compared with GEI proved that not all pixels in GEI will contribute to the recognition. Due to silhouette alignment in the preprocessing step, it seems that some body parts (pixels with high intensity value) move little during walking. These body parts are defined as static part of gait and they, in fact, are redundant for recognition. Then how to alleviate such redundancy and extract valuable information from GEI to further improve the recognition performance interests many researchers in this area.

Another point is that by averaging, GEI ignores the order of frames in the gait
sequence which leads to loss of temporal information. Therefore, how to incorporate temporal information into a compact representation is also worth to study. Existing methods that attempt to alleviate either of the two limitations have been reviewed in Chapter 2. Although improvements can be achieved with these methods under walking condition variations, the performance still leaves much to be desired.

In view of this, we investigate in this chapter the problem of how to effectively extract both the spatial and temporal dynamic information to represent the gait sequence so as to enhance the gait recognition performance under different walking conditions. Firstly, spatial dynamic feature analysis on GEI is presented. A new feature extraction criterion is proposed. It is based on two different dynamic feature selection rules, one is the feature weight obtained from the learned Discriminative Common Vectors (DCV) which measures the degree of between-class dynamic variation and the other is the feature selection mask based on class mean sample which selects the within-class dynamic information. Thus, the combination of the two would lead to more discriminative power. Secondly, a spatial-temporal dynamic feature extraction scheme is proposed to incorporate the temporal information into dynamic GEI. Given the previously learned feature weight, the spatial dynamic information in each frame is first selected. Then, the selected dynamic feature in each frame is colored according to its gait pose. And at last, the proposed Spatial-Temporal Dynamic Gait Image (STDGI) is obtained by averaging all color images in a gait cycle, which contains both spatial and temporal dynamic information. Experimental results on two popular gait databases demonstrate the effectiveness and robustness of the proposed dynamic feature for recognition task, especially under walking condition variations.

The rest of this chapter is organized as follows: firstly, the proposed spatial dynamic feature analysis on GEI is illustrated; then, how to extract the proposed STDGI feature is provided; and finally, experimental results are listed with further discussion.
3.2 Spatial Dynamic Feature Analysis Based on GEI

We illustrate in Figure 3.2 the flow chart of the proposed spatial dynamic feature extraction scheme. Firstly, GEI is obtained for each gait sequence, then, given the obtained GEIs, two different dynamic feature extraction rules are applied. One is the dynamic feature weight obtained from the learned DCVs and the other is the dynamic feature selection mask gained by maintaining the pixels in the class mean sample whose intensity values are smaller than a predefined threshold. As we have mentioned previously, these two rules define dynamic information from different point of views, therefore, we propose to combine them to extract a more discriminative dynamic feature.

3.2.1 Discriminant Feature Extraction

To better describe the data samples within each class, discriminant common vector (DCV) is first calculated which has been reported to be able to extract both the discriminative information from the within-class scatter matrix and the common properties of each class. Common vectors are the vectors that span the null space of the within-class scatter matrix $S_W$ which is defined as

$$S_W = \sum_{i=1}^{C} \sum_{n=1}^{N_i} (x_n^i - \mu_i)(x_n^i - \mu_i)^T \quad (Eq. 3.1)$$
where $x^i_n$ is a $d$-dimensional column vector which denotes the $n$th sample from the $i$th class ($n = 1, ..., N_i$), $\mu_i$ is the mean of samples in the $i$th class, $C$ is the number of classes in the training set and $N_i(i = 1, ..., C)$ is the number of samples in the $i$th class. Let $R^d$ be the original $d$-dimensional sample space the range space and null space of $S_W$ are defined as follows:

$$V = \text{span}\{\alpha_k | S_W\alpha_k \neq 0, \ k = 1, ..., r\}$$

(Eq. 3.2)

and

$$V^\perp = \text{span}\{\alpha_k | S_W\alpha_k = 0, \ k = r + 1, ..., d\}$$

(Eq. 3.3)

where $r < d$ is the rank of $S_W$, $\{\alpha_1, ..., \alpha_d\}$ is an orthonormal set that spans the whole space of $S_W$, and $\{\alpha_1, ..., \alpha_r\}$ is the set of orthonormal eigenvectors corresponding to the nonzero eigenvectors of $S_W$.

In fact, the task to directly get the common vectors is computationally intractable since the noise level in the null space is significant compared with the original signal [173]. However, using the orthogonal complement of the null space of $S_W$ can be a more efficient way to achieve this goal.

Suppose matrices $Q = [\alpha_1, ..., \alpha_r]$ and $\overline{Q} = [\alpha_{r+1}, ..., \alpha_d]$. Since $R^d = V \oplus V^\perp$, every $x^i_n \in R^d$ has a unique decomposition of the form

$$x^i_n = QQ^T x^i_n + \overline{Q} \overline{Q}^T x^i_n = y^i_n + z^i_n$$

(Eq. 3.4)

where $y^i_n \in V$, $z^i_n \in V^\perp$ and $z^i_n$ is just the common vector of the $i$th class.

To calculate $z^i_m$, we first do eigenanalysis of $S_W$ to find the eigenvectors $\alpha_k$ corresponding to the nonzero eigenvalues of $S_W$. Then the common vector can be computed as

$$x^i_{\text{com}} = z^i_n = x^i_n - QQ^T x^i_n (n = 1, ...N_i, \ i = 1, ...C,)$$

(Eq. 3.5)

Actually, it turns out that we obtain the same common vector for all samples of each class [135]. And the information in the null space is reported to be more discriminant than that in the feature space [175].
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3.2.2 Dynamic Feature Selection

Given the normalized DCVs, a new feature weight is proposed to record the between-class dynamic variations. Mathematically, it is calculated as

$$F(l) = \sqrt{\frac{1}{C} \sum_{i=1}^{C} (x_{com}(l) - \mu_{com}(l))^2} \quad l = 1, \ldots, d,$$

(Eq. 3.6)

where $\mu_{com}$ is the mean of all common vectors and $l$ represents the $l$th element in the $d$ by 1 column vector. Obviously, this feature weight is sample independent.

Then $F(l)$ is normalized to the range of $[0, 1]$. We show in Figure 3.3(b) our proposed feature weight along with the feature weight proposed in [108] (Figure 3.3(a)) which is obtained by taking variance on GEI directly. From the figure we can see that the contour and the bottom part of the legs are both emphasized in the two feature weights. This means both the body shape and the dynamic movement are important for recognition. It is also reasonable to give smaller weight to the black area inside the body contour because this part moves little during walking. Nevertheless, the histograms of the two weights are shown on the right side of each figure separately. Through the histograms we can conclude that the proposed weight suppresses more pixels than the variance weight. Although the number of pixels selected by the
proposed weight is smaller, the subsequent experimental results will show that these features are more discriminative for recognition.

Noted that the feature weight only records the between-class discriminative dynamic information, we also introduce the feature selection mask which is generated by maintaining the pixels whose intensity values in the mean GEI of the same class is smaller than a predefined threshold, that is, the pixel value of the mask is set to 1 only if its corresponding pixel value in GEI is lower than the threshold:

\[
M(x, y) = \begin{cases} 
0, & \text{where } G(x, y) \geq \theta \\
1, & \text{otherwise} 
\end{cases} \tag{Eq. 3.7}
\]

where \( \theta \) is the predetermined threshold and \( G(x, y) \) is the mean GEI of the same class. Obviously, the feature selection mask is subject dependent and thus it only selects the within-class dynamic information. Meanwhile, in the recognition stage, the test sample would have its own mask and the final mask for each testing and training sample pair should be the combination of their corresponding masks.

The above two feature selection criteria select dynamic feature from different points of view, therefore, we propose to combine them to form a new feature which could ex-
tract both the within-class and between-class dynamic information. The combination is defined as:

$$D(x,y) = M(x,y) \cdot (F(x,y))^\lambda$$  \hspace{1cm} (Eq. 3.8)

where $F(x,y)$ is obtained by reshaping 1D $F(l)$ to 2D $F(x,y)$ as the same dimension as $G(x,y)$ and the parameter $\lambda$ is added to adjust the influence of the weight to the new feature.

Both the feature selection mask and the combined dynamic feature weight are shown in Figure 3.4. Obviously, with the combination of the feature selection mask, the effect from the shadow is alleviated.

### 3.2.3 Spatial Dynamic Feature Generation

By applying the three feature selection rules, binary mask $M(x,y)$, the feature weight $F(x,y)$ and their combination $D(x,y)$, to GEI, we can obtain different dynamic features as follows:

$$F_{GEI}(x,y) = (F(x,y))^\lambda \cdot GEI(x,y),$$  \hspace{1cm} (Eq. 3.9)

$$M_{GEI}(x,y) = M(x,y) \cdot GEI(x,y),$$  \hspace{1cm} (Eq. 3.10)

$$D_{GEI}(x,y) = D(x,y) \cdot GEI(x,y),$$  \hspace{1cm} (Eq. 3.11)
The results $F_{GEI}(x, y), M_{GEI}(x, y), D_{GEI}(x, y)$ are defined as $F_{GEI}, M_{GEI}, D_{GEI}$ respectively. All the three features are shown in Figure 3.5(b)-(d). Figure 3.5(e) is the dynamic feature generated by the feature weight in Figure 3.3(a).

The feature weight regards the dynamic parts in gait as the parts that have larger between-class variance, that is, the selected dynamic features are dynamic between classes and they are class independent. However, the dynamic feature selection mask regards the dynamic parts in a GEI image as the region in which the pixel’s intensity value is smaller than a pre-defined threshold, that is, the selected dynamic parts are dynamic between frames in a walking sequence. Thus, it is sample dependent. These two rules select the dynamic features from different ways. Therefore, the combination of could achieve better performance because both the within-class dynamic information and the between-class dynamic information are selected.

### 3.3 Spatial-Temporal Dynamic Feature Analysis

We illustrate the flow chart of our proposed spatial-temporal dynamic feature extraction scheme in Figure 3.6. Given a gait sequence, its period is first detected. Then each gait frame is weighted by the learned feature weight and colored according to the gait pose in the cycle. At last, all the frames in a gait cycle are averaged to derive a compact representation, which is the proposed spatial (feature weight) -temporal (color) dynamic feature.
3.3.1 Temporal Information by Color

To preserve the temporal information by color, we need to detect the period of the gait sequence first. We use a simple and common approach [12] to detect the gait cycle for all sequences. It regards the number of foreground pixels from the bottom half of each silhouette as a periodical vector and uses the autocorrelation of the number vector to calculate the period.

Suppose we obtain the number vector \( W = (w_1, w_2, ..., w_n) \) from a gait sequence, we calculate its autocorrelation \( C = (c_1, c_2, ..., c_r) \) as follows:

\[
c_r = \frac{1}{n} \sum_{k=1}^{n-r} (w_k - \mu)(w_{r+k} - \mu)
\]  
(Eq. 3.12)

where \( \mu \) is the mean of \( W \), and then assign twice the width between two nearest maximum values as the gait cycle for the sequence. Noise in the binary silhouette can easily affect the number vector, therefore, we choose the autocorrelation of the vector because the curve of autocorrelation is more smooth than the original one, see Figure 3.7.

Figure 3.7: (a) width vector of a gait sequence (b) the corresponding autocorrelation.
Suppose we use the RGB color image, after we obtain a complete gait cycle, we also need to know what the stage of current frame is in a gait cycle. Therefore, we define

\[ p_t = \frac{w_t - w_{\min}}{w_{\max} - w_{\min}} \]

(\(w_t\) is the number of foreground pixels in bottom half rows of the \(t\)th frame, \(w_{\min}\) and \(w_{\max}\) are the extreme values of \(w\) within the 1/4 period which the \(t\)th frame belongs to, please see Figure 3.7 for the change of \(w\) with time \(t\)) as the variable that indicates the gait pose and design a interpolation function to calculate the three color components for each of the frame in the gait period according to \(p_t\). For efficiency, a liner interpolation function is applied whose three color components (R=Red, G=Green, B=Blue) are defined as follows:

\[
R_{p_t}(x, y) = \begin{cases} 
0, & p_t \leq 1/2 \\
(2p_t - 1), & p_t > 1/2 
\end{cases} \quad (\text{Eq. 3.13})
\]

\[
G_{p_t}(x, y) = \begin{cases} 
2p_tI, & p_t \leq 1/2 \\
(2 - 2p_t), & p_t > 1/2 
\end{cases} \quad (\text{Eq. 3.14})
\]

\[
B_{p_t}(x, y) = \begin{cases} 
(1 - 2p_t), & p_t \leq 1/2 \\
0, & p_t > 1/2 
\end{cases} \quad (\text{Eq. 3.15})
\]

where \(t\) represents the frame number, \((x, y)\) are the image coordinates. We also visualize the above interpolation functions in Figure 3.8. For each frame \(B_t(x, y)\) with gait pose \((p_t)\), its three color components can be calculated by multiplying itself with the above interpolation functions.

### 3.3.2 Spatial-Temporal Dynamic Feature Generation

To apply color to visualize time-varying signals, several integration functions can be used. However, due to the serious overlap between gait frames, these functions can’t be applied directly because the resulting images would lose much important information [43]. Therefore, we propose to first use the learned feature weight to extract spatial dynamic information from each frame to solve this problem. Then the colored gait
The silhouette image $STD_t$ of the $t$th frame is calculated as follows:

$$STD_t(x, y) = \left( \begin{array}{c} F(x, y)^{\lambda} \ast R_{p_t}(x, y) \\ F(x, y)^{\lambda} \ast G_{p_t}(x, y) \\ F(x, y)^{\lambda} \ast B_{p_t}(x, y) \end{array} \right) \ast B(x, y).$$

(Eq. 3.16)

And the proposed spatial-temporal dynamic feature of a given gait sequence is generated as:

$$STDGI(x, y) = \frac{1}{n} \sum_{t=1}^{n} STD_t(x, y)$$

(Eq. 3.17)

Figure 3.8: Visualization of the interpolation functions in Eq. 3.13 $\sim$ Eq. 3.15.

The results of each step to generate STDGI are shown in Figure 3.9. The first row shows seven silhouettes in a 1/4 gait period. And the second row shows the results of applying the feature weight $F(x, y)$ on the silhouettes above, and the rightmost image in the same row is the average of all weighted frames in the gait cycle. In fact, this is equal to apply $F(x, y)$ on GEI directly (FGEI): $F(x, y)^{\lambda} \ast GEI(x, y) = F(x, y)^{\lambda} \ast \frac{1}{n} \sum_{t=1}^{n} B_t(x, y) = \frac{1}{n} \sum_{t=1}^{n} F(x, y)^{\lambda} \ast B_t(x, y)$. The third row shows the colored and weighted frames and rightmost image is the proposed STDGI which is also the mean of all processed frames in a gait cycle. It can be seen from the figure that STDGI has better visualization than FGEI.
3.4 Feature Space Dimension Reduction

We choose linear discriminant analysis (LDA) \[110\] for feature space dimension reduction. Given a sample set \( X = [x_1^1, x_1^2, ..., x_i^{N_i}, ..., x_C^{N_C}] \) which contains \( N(=N_1 + N_2 + ... + N_C) \) samples from \( C \) classes, where \( x_i^j \) is the \( j \)th sample in the \( i \)th class, \( N_i \) is the total number of samples in the \( i \)th class. LDA aims to find a low dimensional feature space defined by the projection matrix \( \phi \), in which the inter-class distances are maximized and intra-class distances are minimized. Mathematically, it leads to maximize the following:

\[
J(\phi) = \frac{\phi^T S_b \phi}{\phi^T S_w \phi}
\]

(Eq. 3.18)

where \( S_b \) is the between-class scatter matrix and \( S_w \) is the within-class scatter matrix, which are defined as follows:

\[
S_b = \sum_{i=1}^{C} n_i (\bar{x}_i - \bar{x})(\bar{x}_i - \bar{x})^T
\]

(Eq. 3.19)
where $\overline{x}_i$ is the mean samples of the $i$th class and $\overline{x}$ is the mean sample of all the training samples. The optimization problem defined in Eq. 3.18 can be deduced to a generalized eigenvalue problem as follows:

$$S_b \phi = \Sigma S_w \phi$$  \hspace{1cm} (Eq. 3.21)

Noted that for LDA, the maximal number of discriminative vectors (columns of $\phi$) is at most $C - 1$ due to the rank limit of $S_b$.

### 3.5 Classification

In the space defined by LDA, Euclidean distance is applied as the similarity measure metric. Given the similarities among all the testing and training samples, nearest neighbor classifier is first used to assign identity to each testing sample. Then, especially for experiments on the USF database, voting is further utilized to obtain the identity of each gait sequence because in the USF database, each gait sequence is divided into several gait cycles according to the gait period.

### 3.6 Experiments

#### 3.6.1 Database

We conducted our experiments on two gait databases (the CASIA-B gait database [17] and the USF gait database (version 2.1)[12]). We illustrate in Figure 3.10 some example GEIs from the two databases. The CASIA database was obtained in an indoor environment with simple background, thus preprocessing noises was not significant. It contained different walking conditions and it was used for feature descriptor comparison. While the USF HumanID database was a large enough outdoor database taken
Figure 3.10: Illustration of example GEIs obtained from the two chosen databases. under different walking conditions as well as background, hence preprocessing noises were difficult to remove and we can see from the figure that shadows remain in GEI. As a result, we will not consider the last few rows in period detection on this database. Moreover, it is appropriate to validate the robustness of different feature descriptors.

### 3.6.2 Parameter Optimization

For our proposed feature descriptors, there are two parameters that need to be initialized, one is the parameter $\theta$ in the feature selection mask (Eq. 3.7) and the other is the parameter $\lambda$ in the new feature weight (Eq. 3.8). In our experiments, we tuned them empirically. Figure 3.11 shows the effect of different parameter values on the final recognition results (mean results from the three views in the CASIA-A database). From the figure we can see that both parameters affect the final recognition results slightly. In our experiments, we used the optimal values as shown in the figure, that is, $\theta = 237$ and $\lambda = 0.6$ respectively.

### 3.6.3 Results on CASIA-B Database

In the experiments, we chose 4 out of 6 normal walking sequences from view $90^\circ$ of each subject as training set. We had 3 testing sets named set A to C whose views were the same with that of the training set. Set A contained the left 2 normal walking
sequences from each subject, set B contained all the 2 walking sequences carrying a bag and set C was formed by all the 2 walking sequences wearing a coat.

Several gait feature descriptors were chosen for comparison. Gait History Image (GHI) [42], Active Energy Image (AEI) [136] and Chrono-Gait Image (CGI) [43] are the descriptors that incorporate temporal information into the representation; EGEI [108] and MGEI [109] extract dynamic feature from GEI to reduce information redundancy. FGEI, DGEI and STDGI are our proposed new feature descriptors among which FGEI and DGEI are spatial dynamic features and STDGI is spatial-temporal dynamic feature. We show in Figure 3.12 the examples of these feature descriptors on the two databases respectively. Clearly, the descriptors that retain the temporal information have much difference from those without such information.

Table 3.1: Experimental results (%) using original feature descriptors on CASIA-B database.

<table>
<thead>
<tr>
<th>Method</th>
<th>GEI</th>
<th>GHI</th>
<th>AEI</th>
<th>CGI</th>
<th>EGEI</th>
<th>MGEI</th>
<th>FGEI</th>
<th>DGEI</th>
<th>STDGI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set A</td>
<td>93.95</td>
<td>80.08</td>
<td>84.55</td>
<td>91.87</td>
<td>95.97</td>
<td>95.56</td>
<td>95.97</td>
<td>95.97</td>
<td>96.37</td>
</tr>
<tr>
<td>Set B</td>
<td>38.71</td>
<td>41.87</td>
<td>52.44</td>
<td>54.44</td>
<td>41.53</td>
<td>39.92</td>
<td>42.74</td>
<td>46.37</td>
<td>57.26</td>
</tr>
<tr>
<td>Set C</td>
<td>20.97</td>
<td>30.08</td>
<td>32.49</td>
<td>45.12</td>
<td>24.60</td>
<td>23.39</td>
<td>28.23</td>
<td>31.05</td>
<td>47.18</td>
</tr>
</tbody>
</table>

Figure 3.11: Illustration of the effect from the design parameters on the final recognition results. (a) $\theta$ in Eq. 3.7 and (b) $\lambda$ in Eq. 3.8.
Figure 3.12: Illustration of the selected feature descriptors on example sequence of the two databases. Samples in the first row are from CASIA-B database and those in the second row are from USF database.

Table 3.2: Experimental results (%) using original feature descriptors and LDA on CASIA-B database.

<table>
<thead>
<tr>
<th>Method</th>
<th>GEI</th>
<th>GHI</th>
<th>AEI</th>
<th>CGI</th>
<th>EGEI</th>
<th>MGEI</th>
<th>FGEI</th>
<th>DGEI</th>
<th>STDGI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set A</td>
<td>98.79</td>
<td>94.72</td>
<td>96.75</td>
<td>96.34</td>
<td>99.19</td>
<td>99.19</td>
<td>98.39</td>
<td>99.19</td>
<td>99.19</td>
</tr>
<tr>
<td>Set B</td>
<td>55.65</td>
<td>57.72</td>
<td>63.82</td>
<td>69.51</td>
<td>58.87</td>
<td>56.85</td>
<td>64.11</td>
<td>65.73</td>
<td>71.37</td>
</tr>
<tr>
<td>Set C</td>
<td>44.35</td>
<td>41.46</td>
<td>50.41</td>
<td>58.13</td>
<td>48.39</td>
<td>46.77</td>
<td>50.81</td>
<td>54.03</td>
<td>60.89</td>
</tr>
</tbody>
</table>

The gait recognition results using these feature descriptors on CASIA-B database are shown in Table 3.1. Obviously, walking condition variations would degrade the recognition results greatly. As we have mentioned before, the popular feature descriptor GEI has two limitations, information redundancy and loss of temporal information. Results in Table 3.1 clearly demonstrate that efforts made to alleviate either of the two limitations are effective especially under walking condition variations. We can see that AEI and CGI outperform GEI by nearly 15% under the walking condition of carrying a bag, CGI outperforms GEI by more than 20% under the walking condition of wearing a coat. While the improvements achieved by reducing information redundancy are not so much. The best one (DGEI) outperforms GEI by nearly 10% under both walking condition variations. This indicates that the temporal information is very important
in the recognition tasks. Moreover, retaining the temporal information by color is the most effective way because CGI performs better than both GHI and AEI. Our proposed spatial-temporal dynamic feature which attempts to alleviate both limitations simultaneously performs the best among all the descriptors, its recognition rates are higher than those of GEI by nearly 20% under the two walking condition variations.

Results in Table 3.2 are achieved by using the above feature descriptors as well as LDA. By introducing the discriminative subspace learning techniques, we can see that the recognition results are enhanced significantly and the gap of recognition power between the two kinds of descriptors no longer exists. The superiority of our proposed descriptors is clear compared with corresponding descriptors. That is, for FGEI which adopts the proposed discriminative feature weight, it outperforms EGEI whose weight is based on unsupervised learning; by combining the feature weight with feature selection mask, the proposed DGEI performs the best among all spatial dynamic features. At last, the spatial-temporal dynamic feature STDGI which takes the advantages of both kinds of descriptors performs the best among all features considered.

3.6.4 Results on USF Database

As we have introduced in Chapter 2, the USF HumanID outdoor gait database (version 2.1) is divided into one gallery set and 12 probes labeled from “A” to “L”. As the walking conditions and the recognition performance are different among the 12 probes, we also show the mean recognition rate at the last column to evaluate the efficiency of the feature descriptors. Table 3.3 shows the experimental results which are divided into two parts: the upper part shows the results of different feature descriptors that aim at alleviating the previously mentioned limitations from GEI while the bottom part are the results cited from relevant papers which propose some popular algorithms to address the problem of varying walking conditions.
Table 3.3: Experimental results (%) using original feature descriptors and LDA on USF database.

<table>
<thead>
<tr>
<th>Probe</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
<th>H</th>
<th>I</th>
<th>J</th>
<th>K</th>
<th>L</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>GEI</td>
<td>89</td>
<td>87</td>
<td>78</td>
<td>31</td>
<td>33</td>
<td>19</td>
<td>24</td>
<td>50</td>
<td>52</td>
<td>51</td>
<td>6</td>
<td>12</td>
<td>43.67</td>
</tr>
<tr>
<td>GHI</td>
<td>88</td>
<td>89</td>
<td>74</td>
<td>27</td>
<td>38</td>
<td>21</td>
<td>23</td>
<td>76</td>
<td>62</td>
<td>62</td>
<td>3</td>
<td>6</td>
<td>47.42</td>
</tr>
<tr>
<td>AEI</td>
<td>88</td>
<td>87</td>
<td>76</td>
<td>32</td>
<td>30</td>
<td>23</td>
<td>23</td>
<td>83</td>
<td>65</td>
<td>61</td>
<td>6</td>
<td>12</td>
<td>48.83</td>
</tr>
<tr>
<td>CGI</td>
<td>90</td>
<td>89</td>
<td>81</td>
<td>29</td>
<td>32</td>
<td>21</td>
<td>23</td>
<td>82</td>
<td>76</td>
<td>63</td>
<td>9</td>
<td>9</td>
<td>50.33</td>
</tr>
<tr>
<td>EGEI</td>
<td>88</td>
<td>87</td>
<td>83</td>
<td>33</td>
<td>40</td>
<td>25</td>
<td>26</td>
<td>56</td>
<td>53</td>
<td>60</td>
<td>6</td>
<td>9</td>
<td>47.25</td>
</tr>
<tr>
<td>MGEI</td>
<td>88</td>
<td>86</td>
<td>81</td>
<td>33</td>
<td>37</td>
<td>20</td>
<td>26</td>
<td>67</td>
<td>60</td>
<td>63</td>
<td>6</td>
<td>6</td>
<td>47.75</td>
</tr>
<tr>
<td>FGEI</td>
<td>90</td>
<td>87</td>
<td>74</td>
<td>36</td>
<td>41</td>
<td>27</td>
<td>28</td>
<td>71</td>
<td>70</td>
<td>62</td>
<td>9</td>
<td>15</td>
<td>50.83</td>
</tr>
<tr>
<td>DGEI</td>
<td>91</td>
<td>89</td>
<td>83</td>
<td>37</td>
<td>40</td>
<td>23</td>
<td>27</td>
<td>86</td>
<td>78</td>
<td>68</td>
<td>12</td>
<td>15</td>
<td>54.0</td>
</tr>
<tr>
<td>STDGI</td>
<td>91</td>
<td>91</td>
<td>85</td>
<td>43</td>
<td>48</td>
<td>26</td>
<td>27</td>
<td>88</td>
<td>82</td>
<td>67</td>
<td>12</td>
<td>15</td>
<td>56.25</td>
</tr>
<tr>
<td>GEIfusion</td>
<td>90</td>
<td>91</td>
<td>81</td>
<td>56</td>
<td>64</td>
<td>25</td>
<td>36</td>
<td>64</td>
<td>60</td>
<td>60</td>
<td>6</td>
<td>15</td>
<td>54.0</td>
</tr>
<tr>
<td>STDGI_fusion</td>
<td>90</td>
<td>91</td>
<td>86</td>
<td>48</td>
<td>55</td>
<td>28</td>
<td>32</td>
<td>87</td>
<td>83</td>
<td>65</td>
<td>18</td>
<td>15</td>
<td>57.67</td>
</tr>
<tr>
<td>PGaussianIm</td>
<td>82</td>
<td>78</td>
<td>76</td>
<td>48</td>
<td>54</td>
<td>56</td>
<td>55</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>pHMM[55]</td>
<td>85</td>
<td>89</td>
<td>72</td>
<td>57</td>
<td>66</td>
<td>46</td>
<td>41</td>
<td>83</td>
<td>79</td>
<td>52</td>
<td>15</td>
<td>24</td>
<td>59.08</td>
</tr>
</tbody>
</table>

From the results shown in the upper part of Table 3.3 we can conclude that, firstly, all the selected feature descriptors which are developed based on GEI achieve a higher recognition rate than the original GEI. The proposed STDGI achieves the highest mean recognition rate which is higher than that of GEI by more than 10%.

Secondly, for performance on the probe sets D, E, F and G which have different walking surfaces compared with the gallery set, the spatial dynamic features (EGEI, MGEI, FGEI, DGEI) which aim to reduce the information redundancy in GEI, perform better than the temporal descriptors (GHI, AEI, CGI) which attempt to retain the temporal information ignored by GEI. However, they perform a little worse on probe sets H and I in which the subjects carried a briefcase. These demonstrate that the spatial dynamic features are robust to walking surface variations while temporal dynamic features are robust to carrying conditions.

When we compare the proposed method with those shown in the bottom part of Table 3.3, we realized that there are several ways to improve the performance of proposed method. Firstly, due to training sample limitation, Han et al. [29] proposed
to generate synthesis training sequences in which different number of the bottom rows are eliminated. We can clearly see from the table that the fusion of real and synthesis images greatly improves the recognition rate by almost 10% on average, especially for the probe sets D and E which have variations in walking surfaces and shoes. According to their methods, we also generated similar synthetic STDGI features and obtained the corresponding recognition results shown after their method. Although the overall performance after fusion is enhanced, the improvements under walking surface variation are not as significant as those in [29]. This may be due to the fact that the resize of image has a large effect on the alignment of RGB images. Moreover, such synthetic generation is not generic and database dependent. Secondly, the rate-invariant recognition method $P_{GaussianIm}$ proposed in [179] also achieves comparable results with ours for probe sets A to E. However, it outperforms STDGI by almost 20% for probe sets F and G. The reason may be that it uses a leave-one-out training process which increases the variations among the training sets and thus makes the algorithm robust to different kinds of variations within the database. We have also adapted such leave-one-out training process to our proposed STDGI feature but the performance has not been satisfying. This demonstrates that the distribution of samples containing multiple variations is not typical Gaussian (LDA works under the assumption that the distribution of samples from the same class is Gaussian). Last but not least, the popular model-based method pHMM[55] achieves the best average recognition results among all the algorithms listed. However, it also performs a different training process from ours. It selects a subset for training from both the gallery set and all the probe sets which makes it robust to variations within the database. Despite of this, we note that the last two methods show us a potential direction for solving walking condition variations, i.e., increasing the variations among the training samples. Further study is required to develop new subspace learning method that can adapt to the variations in training samples.
3.6.5 Further Discussion

It has been proved that both the body shapes as well as the gait dynamics play an important role in gait recognition. Therefore, walking condition variations that affect these two factors will degrade the recognition performance. We can see from the experimental results shown previously that carrying a bag or wearing a short coat can reduce the recognition rates nearly by half compared to those achieved under normal walking. Even the proposed descriptor (which performs the best among comparable descriptors) recognizes about less 30% subjects than that in normal walking condition. Hence, it is reasonable to assume that wearing a long coat that hides the legs would further degrade the recognition results because both the body shapes and the gait dynamics are almost covered. This should be one of the extreme walking condition variations that are difficult to solve.

Due to database limitation, we can’t provide the recognition results under the condition of wearing a long coat. However, we design a similar experiment to show the effect of wearing coat on the recognition performance. We only use the upper body (upper half of each frame) to perform the recognition under two conditions: without coat and with coat (short coat) and the results are shown in Table 3.4.

<table>
<thead>
<tr>
<th>Features</th>
<th>GEI</th>
<th>GHI</th>
<th>AEI</th>
<th>CGI</th>
<th>STDGI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upper body without coat</td>
<td>91</td>
<td>85</td>
<td>84</td>
<td>93</td>
<td>95</td>
</tr>
<tr>
<td>Upper body with coat</td>
<td>17</td>
<td>16</td>
<td>14</td>
<td>19</td>
<td>21</td>
</tr>
</tbody>
</table>

From the results shown in Table 3.4 we can see that all the selected descriptors nearly fail in the designed experiments with the recognition rates at only 15% ~ 20%. This means that new technologies are in demand to solve such extreme walking condition variations.
3.6.6 Summary

From the results showed above, we can draw the following conclusions:

(1) There are two directions to improve the GEI descriptor, incorporating temporal information and reducing information redundancy. Among the spatial dynamic features EGEI, MGEI and FGEI, which aim to reduce the information redundancy in GEI, our proposed FGEI performs the best. This demonstrates that common vectors contain more important discriminative information than GEI for the recognition task. Moreover, the combination of the feature selection mask as well as the feature weight, which results in the proposed new feature DGEI, performs better than the above three features because it contains both between-class dynamic information and within-class dynamic information.

(2) The temporal templates, GHI, AEI and CGI, belong to the other direction which attempts to incorporate temporal information in the feature representation. Among the three templates, CGI achieves the highest recognition rates under different walking conditions. This proves that applying color to retain temporal information is very effective.

(3) Both kinds of descriptors have their own advantages. For spatial dynamic features, they are robust when the walking surface changes, while for the temporal templates, they perform better under wearing or carrying condition variation.

(4) By combining the two kinds of descriptors, that is, using the discriminative feature weight as well as color to obtain both spatial and temporal dynamic information, the proposed STDGI feature performs the best among the selected descriptors. It is also robust under walking condition variations.
3.7 Conclusion

In this chapter, we investigate the problem of how to effectively represent a gait sequence so that it is robust under walking condition variations. Noted that the popular GEI feature is sensitive to walking condition variation because it has two main limitations: information redundancy and loss of temporal information, we propose two dynamic feature extraction schemes to alleviate these limitations. To reduce the information redundancy, we propose a new spatial dynamic feature selection scheme which is the combination of our proposed feature weight based on DCVs and the feature selection mask. As the two select dynamic feature from different point of views, their combination can record both within-class and between-class dynamic information. To incorporate temporal information into the representation, we also propose a new spatial-temporal dynamic feature which is obtained by first applying the learned feature weight to each frame of the gait sequence and then coloring it according to its gait pose. At last, the proposed feature is obtained by averaging all frames in a gait cycle. Experimental results on two popular gait databases have demonstrated the effectiveness of the proposed dynamic features and showed that they are robustness to walking condition variations.
Chapter 4

Gait Recognition Across Varying Views

Most of the existing motion-based gait recognition methods are view-dependent which means that the capturing views of the testing sequences must be the same with that of the training sequences. However, in real applications, the subjects can walk through any view direction in front of the camera and it is impossible for us to store gait samples in all possible directions. Therefore, how to deal with view variation between training and testing sequences becomes an important research problem. The spatial-temporal dynamic feature analysis proposed in previous chapter is not suitable for the view variation problem because gait dynamics are quite different under different views. Therefore in this chapter, we would address this problem from another point of view and propose new solutions to solve it.

4.1 Introduction

Gait recognition across varying views is a challenging problem and has been a bottleneck in automatic human gait analysis [11, 16, 70, 72, 73, 74, 75, 168]. In recent years, several approaches have been proposed to address this problem and they can be classified into two categories: model-based [70, 72] and motion-based [73, 74, 168]. In the
model-based methods, a statistic or generic model is usually applied to characterize the dynamic of human movements to attain view-invariance to some extent. For example, Shakhnarovich et al.[70] proposed to synthesize virtual images in arbitrary views from a visual hull for gait recognition. Bodor et al.[72] learned a three-dimensional (3D) model of the walking person from samples acquired in four different views and used image-based rendering techniques to reconstruct gait to arbitrary target views. Although these methods can achieve relatively high recognition rates under large view variation, they usually require a well-calibrated multi-camera system and are computationally expensive. Therefore, many researchers in this area have also resorted to motion-based methods recently.

For motion-based approaches, view-invariant features are usually sought by some image processing or statistical learning techniques for recognition. For example, Goffredo et al. [73] proposed a markerless joint motion system based on 2D silhouettes of human gait sequences, and rectified these features across different views to achieve view-invariance. While reasonably good recognition rates can be attained for large view variation, its performance degrades under a small view variation compared with some other algorithms. Moreover, it can’t handle extreme views. Lu and Tan [74] proposed to project gait features extracted from two different views into a low-dimensional subspace, so as to preserve the intra-class geometrical structures and maximize the interclass distances simultaneously. However, the performance still leaves much to be desired when the view variation is relatively large.

Recently, the view transformation approaches have been proposed for the view-invariant recognition task [64, 79, 166] and we have reviewed them in Chapter 2. The basic idea is to transform a gait feature from one view to another by learning a view relationship between the two corresponding views, and subsequently the transformed virtual feature is used for recognition. However, no matter it is in the pixel level or
the entire gait level, the transformation of a feature to another view could generate large errors and thus compromise the discriminative information, both of which would degrade the recognition performance.

Different from the above mentioned methods, we propose in this chapter a new view-invariant feature for gait recognition across different views. Our idea is inspired by the fact that if a three-dimensional (3D) object can be well represented by a linear combination of a small number of prototypes from the same view, then the representation coefficients with the same prototypes remain fairly similar across different views [165]. Therefore, we propose to use these representation coefficients as view-invariant features for recognition. To obtain the coefficients, we first conduct joint subspace learning (JSL) using Canonical Correlation Analysis (CCA) and Principle Component Analysis (PCA) to obtain the prototypes of different views. Then we represent the samples in both the gallery set and the probe set acquired from different views as a linear combination of these prototypes in the corresponding views and extract the coefficients for recognition. In addition, we also propose a new gait feature descriptor, Radon transform based Energy Image (REI), and divide it into patches to further enhance the performance. Experimental results on the widely used CASIA-B gait database are presented to demonstrate the effectiveness of the proposed method.

The rest of this chapter is organized as follows. Firstly, the proposed new gait feature descriptor is introduced, secondly, we illustrate in detail the proposed joint subspace learning (JSL) approach for view-invariant gait recognition, thirdly, extensive experimental results are presented to demonstrate the effectiveness of proposed approach, at last, conclusion of this chapter is provided.
Figure 4.1: Illustration of the line defined by \((\rho, \theta)\) (left), the \(\rho\)-s coordinate system (middle) and the result of the transform (right).

### 4.2 Gait Feature Descriptor

Motivated by the fact that radon transform is a competent descriptor for view-invariant applications [113, 114, 115], we propose a new gait feature descriptor based on radon transform [112] for the task of gait recognition across varying views. Radon transform has many different forms and a most popular one is defined as follows:

\[
R(\rho, \theta) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x, y) \delta(\rho - x \cos \theta - y \sin \theta) dx dy \quad \text{(Eq. 4.1)}
\]

where \(f(x, y)\) is a 2D function, and \(R(\rho, \theta)\) is the integral of \(f\) along the line \(\rho = x \cos \theta + y \sin \theta\) defined by two parameters \((\rho, \theta)\). The illustration of the line and the new coordinate system is shown in Figure 4.1(a) and 4.1(b) separately. In our work, the 2D function is the binary silhouette \(B(x, y)\) and its corresponding radon transform is in the discrete form which is the summation of pixel intensities along the lines of different directions. The center of the silhouette is defined as the reference point. Given a specific value \(\theta_i\) which determines the direction of \(\rho\)-axis, the radon transform records the summation of pixel intensities along the lines that parallel to the \(s\)-axis separately according to different \(\rho_i\). Obviously, radon transform goes through the entire silhouette.
for each value of $\theta$, that is, Radon transform depicts the binary silhouette delicately from different directions. The result radon transform of Figure 4.1(b) is shown in Figure 4.1(c).

We normalize the result from Eq. 4.1 based on the shape area, thus to alleviate the effects caused by view variation to some extent. The normalization step goes mathematically as follows:

$$R_N(\rho, \theta) = \frac{R(\rho, \theta)}{S} \quad \text{(Eq. 4.2)}$$

where $S = \int_{\rho} R(\rho, \theta) d\rho$ is the shape area. Then given a gait sequence of $M$ frames, the new feature descriptor can be calculated as

$$REI(\rho, \theta) = \sum_{t=1}^{M} R_{N1}(\rho, \theta) \quad \text{(Eq. 4.3)}$$

We call it Radon transform-based Energy Image (REI). It is robust to noise because each of its pixel value is obtained through averaging in both spatial and temporal domain. Moreover, by defining the center of the silhouette as the reference point, REI is translation and scale invariant. The effectiveness of the proposed REI feature in gait recognition across view variations will also be proved in later experiments.
4.3 Joint Subspace Learning (JSL)

Figure 4.2 shows the flowchart of our proposed approach, which mainly consists of two phases: training and recognition. In the training phase, we learn the prototypes in different views by applying JSL on an independent training set. In the recognition phase, we represent each sample in both the gallery and probe sets by linearly combining these prototypes under the corresponding views and use the representation coefficients as the view-invariant features for recognition.

4.3.1 Motivation

We show in Figure 4.3 the gait appearance features (GEI [29]) of two different subjects under different views. Apparently, intra-subject differences under large view variation are much larger than inter-subject differences of the same view. That’s why gait recognition across large view variation is still challenging and remains to be solved. In this chapter, we attempt to solve this problem by seeking a common representation other than the appearance feature for the same subject across different views and such representation should be discriminative among different subjects. The feasibility is evidenced from the property of linear object class (LOC) [165], which shows that if a 3-D view of an object can be represented as the weighted sum of views of other objects, then its linearly rotated view is a linear combination of the linearly rotated views of the other objects with the same weights. Moreover, Vetter and Poggio showed that many 2D shape images satisfy such property. Let \( \mathbf{x}^1 \) and \( \mathbf{x}^2 \) be the 2D representations of the same gait sequence under two different views. Accordingly, we should have the following derivation:

\[
\mathbf{x}^1 = \sum_{i=1}^{m} \alpha_i \mathbf{u}^1_i \implies \mathbf{x}^2 = \sum_{i=1}^{m} \alpha_i \mathbf{u}^2_i \quad \text{(Eq. 4.4)}
\]

where \( \mathbf{u}^1_i \) and \( \mathbf{u}^2_i \) are the representations of the same prototype under the two different views (Here, the prototype is referred to the representative basis of certain LOC. That
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Figure 4.3: Illustration of gait appearances of two different subjects under different views.

is to say, any sample in the same LOC can be represented as a linear combination of the prototypes). The reconstruction coefficients ($\alpha_i$) are the common representations that we seek—representations that are consistent across intra-subject view variations and discriminative across different subjects. We illustrate in Figure 4.4 the idea indicated by LOC. According to LOC, we would have $\alpha^1 \simeq \alpha^2$ if the gait images on the right side of the equation are prototypes under corresponding views respectively. Clearly, the known prototypes under different views are crucial for such representation. However, in real application, the prototype $U$ is difficult to obtain. Therefore, we need to first learn the prototypes of different views, and then extract the representation coefficients for recognition.

4.3.2 Training

We need an independent training set to learn the prototypes under different views. One advantage of our proposed algorithm is that it allows samples from multiple different views. Here, we first use gait sequences from two different views as an example and then extend it to multiple views. Given sequence representation matrices $X^1 = [x^1_1, x^1_2, ..., x^1_n]$ and $X^2 = [x^2_1, x^2_2, ..., x^2_n]$ acquired in two different views, where $x^1_i$ and
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Figure 4.4: Illustration of the idea indicated by LOC. For each equation, the left hand side is the GEI under a certain view and the right hand side are prototypes under the same view (GEI is used for illustration here because it is better than REI for visualization of view variation).

\[ x_i^1 = \alpha_1^1 + \alpha_1^2 + \cdots + \alpha_1^n \]
\[ x_i^2 = \alpha_2^1 + \alpha_2^2 + \cdots + \alpha_2^n \]

\[ x_i^j (i = 1, 2, \ldots, n) \in \mathbb{R}^d \] are the respective REI of the \( i \)th gait sequence under the two different views, and \( n \) is the total number of training samples. Our objective of extracting prototype matrices \( U^1, U^2 \) in the two views for common representations is formulated as follows:

\[
(U^1, U^2) = \arg_{(U^1, U^2)} \min_{U^1, U^2} \frac{1}{n} \sum_{i=1}^{n} \| x_i^1 - U^1 \alpha_i \|_2^2 + \lambda \frac{1}{n} \sum_{i=1}^{n} \| x_i^2 - U^2 \alpha_i \|_2^2
\]

\[
= \arg_{(U^1, U^2)} \min_{X^1, X^2} \frac{1}{n} \| X^1 - U^1 F \|_2^2 + \lambda \frac{1}{n} \| X^2 - U^2 F \|_2^2
\]  

(Eq. 4.5)

where \( \alpha_i \in \mathbb{R}^m \) is the representation coefficients for both \( x_i^1 \) and \( x_i^2 \), \( F = [\alpha_1, \alpha_2, \ldots, \alpha_n] \) is the coefficients matrix, \( m(< n) \) is the number of prototypes in each view. Before deducing the solution for Eq. 4.5, we propose to maximize the correlation between the sample pairs in \( X^1 \) and \( X^2 \) first because the data acquired usually have some distortion due to noises, which may cause variation in the representation. Specifically, we apply CCA [171] to find the projection matrices \( W_{cca}^1 \) and \( W_{cca}^2 \) for \( X^1 \) and \( X^2 \), respectively, so that the projections of the two matrices in the new subspace are maximally correlated.
Mathematically, we need to solve the following optimization problem:

\[
(W_{cca}^1, W_{cca}^2) = \arg \max_{(W_{cca}^1, W_{cca}^2)} \frac{E[(W_{cca}^1)^T X^1 (X^2)^T W_{cca}^2]}{\sqrt{E[(W_{cca}^1)^T X^1 (X^1)^T W_{cca}^1] E[(W_{cca}^2)^T X^2 (X^2)^T W_{cca}^2]}}
\]

which can also be written in terms of covariance matrices as:

\[
(W_{cca}^1, W_{cca}^2) = \arg \max_{(W_{cca}^1, W_{cca}^2)} \frac{(W_{cca}^1)^T C_{X^1 X^2} W_{cca}^2}{\sqrt{(W_{cca}^1)^T C_{X^1 X^1} W_{cca}^1 E[(W_{cca}^2)^T C_{X^2 X^2} W_{cca}^2]}}
\]

(Eq. 4.7)

Subsequently, Eq. 4.5 becomes:

\[
(U^1, U^2) = \arg_{(U^1, U^2)} \min \frac{1}{n} \| (W_{cca}^1)^T X^1 - (W_{cca}^1)^T U^1 F \|_2^2 + \frac{\lambda}{n} \| (W_{cca}^2)^T X^2 - (W_{cca}^2)^T U^2 F \|_2^2
\]

(Eq. 4.8)

Let \( D = \begin{bmatrix} (W_{cca}^1)^T X^1 \\ \sqrt{\lambda} (W_{cca}^2)^T X^2 \end{bmatrix} \) and \( V = \begin{bmatrix} (W_{cca}^1)^T U^1 \\ \sqrt{\lambda} (W_{cca}^2)^T U^2 \end{bmatrix} \). The objective function can be further expressed as:

\[
V = \arg_{V} \min \frac{1}{n} \| D - V F \|_2^2
\]

(Eq. 4.9)

To ensure linear independency, we assume that the new basis \( v_i \in \mathbb{R}^{2d} (i = 1, 2, ..., m) \) are orthonormal to each other. The objective of Eq. 4.9 is to find a linear combination of these bases to approximate \( D \) while minimizing the mean square error. This implies that the coefficients in \( F \) should be the projection of \( D \) onto corresponding basis vectors. Thus, based on the orthonormality we have:

\[
V = \arg_{V} \min \frac{1}{n} \| D - V V^T D \|_2^2 = \arg_{V} \min \frac{1}{n} \| (DD^T - V V^T D D^T V) \|_2^2
\]

(Eq. 4.10)

This is equivalent to the objective of PCA, \( V = \arg_{V} \max V^T D D^T V \). That is, the optimal basis matrix \( V \) is formed by the first \( m \) eigenvectors of \( D D^T \) with largest eigenvalues. However, it has a little difference from PCA as the feature vector in the data matrix \( D \) is formed by the concatenation of the projected sample pairs rather than the original samples. Therefore, we give it a new name Joint PCA (JPCA).
and term the whole training process as Joint Subspace Learning (JSL). We split the optimal solution $V$ to obtain the solution for prototypes $U^1$ and $U^2$ in the original objective function (Eq. 4.5).

Let $V = W_{jpeca} = \begin{bmatrix} W_{jpeca}^1 \\ W_{jpeca}^2 \end{bmatrix}$. Because $W_{cca}^1$ and $W_{cca}^2$ are obtained through SVD, we can conclude that they are orthogonal matrices and $W_{cca}^1 (W_{cca}^1)^T = I$ and $W_{cca}^2 (W_{cca}^2)^T = I$. We substitute these into the original expression of $V$ before Eq. 4.9 and obtain:

$$U^1 = W_{cca}^1 W_{jpeca}^1; \quad U^2 = \frac{1}{\sqrt{\lambda}} W_{cca}^2 W_{jpeca}^2 \quad \text{(Eq. 4.11)}$$

It is not difficult to extend the above training process to multiple views. Suppose the gallery samples are from $n_1$ different views and the probe samples are from $n_2$ different views, we should have $n_1 + n_2$ views for each class in the training process. To maximize the within-class sample correlation, we first form two joint matrices as follows:

$$X^1 = \begin{bmatrix} x_{11}^g & x_{12}^g & \cdots & x_{n1}^g \\
 x_{12}^g & x_{22}^g & \cdots & x_{n2}^g \\
 \vdots & \vdots & \ddots & \vdots \\
 x_{1n}^g & x_{2n}^g & \cdots & x_{nn}^g \end{bmatrix}; \quad X^2 = \begin{bmatrix} x_{11}^p & x_{12}^p & \cdots & x_{n1}^p \\
 x_{12}^p & x_{22}^p & \cdots & x_{n2}^p \\
 \vdots & \vdots & \ddots & \vdots \\
 x_{1n}^p & x_{2n}^p & \cdots & x_{nn}^p \end{bmatrix} \quad \text{(Eq. 4.12)}$$

that is, we concatenate all samples from the gallery (probe) views of each class to generate $X^1$ ($X^2$) as used in the previous training process. Then, CCA in Eq. 4.6 and Eq. 4.7 becomes Joint CCA (JCCA). Conventional method, generalized CCA (gCCA) [172], is not applied here because the proposed JCCA is easier to implement.

### 4.3.3 Recognition

Given a probe sample $t$ and all the gallery samples $G = [g_1, g_2, \ldots, g_s]$ taken under two different views and represented by REI, along with the learned prototypes $U^g = [u_1^g, u_2^g, \ldots, u_m^g]$ and $U^t = [u_1^t, u_2^t, \ldots, u_m^t]$ in the two views, we firstly represent each sample as a linear combination of its corresponding prototypes in the sense of minimum
mean square error and then extract the representation coefficients as the view-invariant feature. These features are used for similarity measure. That is,

\[ d(t, g_i) = d(\beta^t, \beta_i^g) = \| \beta^t - \beta_i^g \|_2^2 \]  

(Eq. 4.13)

where \( \beta^t = \arg \min_{\beta} \| t - U^t \beta \|_2^2 \), \( \beta_i^g = \arg \min_{\beta} \| g_i - U^g \beta \|_2^2 \).

To calculate the coefficients \( \beta^t \), let \( L = \| t - U^t \beta^t \|_2^2 \). It follows that

\[ \frac{\partial L}{\partial \beta^t} = (U^t)^T U^t \beta^t - (U^t)^T t^t = 0 \]

\[ \Rightarrow \quad \beta^t = ((U^t)^T U^t)^{-1} (U^t)^T t \]  

(Eq. 4.14)

Similar procedure can obtain the coefficients \( \beta_i^g \). In this way, each sample is represented by an \( m \times 1 \) vector (\( m \ll d \)) which can reduce the storage space and computational time. At last, we apply the nearest neighbor classifier to obtain the identity of the probe sample \( t \).

When samples from multiple views are available, certain score level fusion methods [173] can be applied to combine the above sample-to-sample distances to achieve the sample-to-class or class-to-class distances.

### 4.3.4 Patch-based JSL

It has been shown that local information is robust to pose variation in face recognition [170]. Therefore, we further propose to divide the original sample images into patches and conduct patch-based JSL for view-invariant gait recognition. The training and recognition procedures are very much the same as previously illustrated for the whole sample images and the difference mainly lies on the calculation of distances between samples. Suppose each whole image sample is divided into \( k \) different patches (denoted as \( f \)) and we have obtained the representation coefficients for each patch by patch-based JSL, we compute the distance between the probe sample \( t \) and one of the gallery samples \( g \) through the following two steps:
For each patch of the probe image $f_i$, we define its distance to the gallery image $g$ as the minimum distance between $f_i$ and all the patches of $g$, i.e., $d(f_i, g) = \min_j d(f_i, f_j)$, $j = 1, 2, ..., k$. We term this as the patch-to-image distance.

We then add up the first $l (l \leq k)$ smallest patch-to-image distances as the final image-to-image distance.

These two steps are reasonable because view variation has great effect on the appearance of gait (see Figure 4.3) and it is possible that patches containing the same part of the body from two different views do not necessarily appear at the same position in the images. Besides, not all the probe patches could find their corresponding patches in the gallery image due to view variation.

In the case that multiple gallery views are available, the patch-to-class distance is first calculated by replacing the sample $g$ in (1) with all samples from different views of the same class. Then, the image-to-class distance is obtained by using the same strategy as in (2).

### 4.4 Experimental Results

#### 4.4.1 Database

We chose the CASIA-B multi-view gait database [167] in our experiments. It was appropriate because it contained samples from 11 different views that spanned the space of the left hand side of the walking subject. That is, from left to right, the viewing angles were $0^\circ$, $18^\circ$, $36^\circ$, $54^\circ$, $72^\circ$, $90^\circ$, $108^\circ$, $126^\circ$, $144^\circ$, $162^\circ$ and $180^\circ$, respectively. Moreover, it also contained samples from a large number of subjects (124) each of which had 6 sequences walking under a normal condition.

#### 4.4.2 Experimental Settings & Parameter Tuning

As shown in the flowchart in Figure 4.2, we need three sets of data samples for each experiment: training set, gallery set, and probe set. In each of our experiments, we
randomly selected $n_c$ out of the 124 subjects as training subjects and the rest were used for testing. Given both the gallery views and probe views, in the training phase, we used all 6 sequences of the training subjects from these views for learning. In the recognition phase, 4 out of the 6 sequences of the testing subjects in the gallery views formed the gallery set and the other two sequences in probe views formed the probe set. To alleviate the effect caused by different training sets, we conducted each experiment 20 times and took the average recognition rate as the final result.

Table 4.1: First rank recognition rates (%) under different views. The gallery view is 90°.

<table>
<thead>
<tr>
<th>Patch size</th>
<th>0°</th>
<th>18°</th>
<th>36°</th>
<th>54°</th>
<th>72°</th>
<th>108°</th>
<th>126°</th>
<th>144°</th>
<th>162°</th>
<th>180°</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>holistic</td>
<td>14.5</td>
<td>25.5</td>
<td>41</td>
<td>68.5</td>
<td>96</td>
<td>94</td>
<td>64</td>
<td>38</td>
<td>26</td>
<td>15.5</td>
<td>49.1</td>
</tr>
<tr>
<td>40*60</td>
<td>15.5</td>
<td>26</td>
<td>43</td>
<td>75.5</td>
<td>97</td>
<td>95.5</td>
<td>71</td>
<td>41</td>
<td>28</td>
<td>17.5</td>
<td>50.8</td>
</tr>
<tr>
<td>30*45</td>
<td>19.5</td>
<td>37</td>
<td>52</td>
<td>79</td>
<td>93.5</td>
<td>95.5</td>
<td>87</td>
<td>43.5</td>
<td>33</td>
<td>15</td>
<td>55.5</td>
</tr>
<tr>
<td>20*30</td>
<td>20.5</td>
<td>35.5</td>
<td>56.5</td>
<td>81.5</td>
<td>96.5</td>
<td>96</td>
<td>89.5</td>
<td>50</td>
<td>34.5</td>
<td>21.5</td>
<td>58.2</td>
</tr>
<tr>
<td>10*15</td>
<td>12.5</td>
<td>21</td>
<td>37.5</td>
<td>75.5</td>
<td>97</td>
<td>95.5</td>
<td>69.5</td>
<td>34.5</td>
<td>19.5</td>
<td>10.5</td>
<td>47.3</td>
</tr>
</tbody>
</table>

We empirically tuned the free parameters in the proposed method to achieve the best performance. The size of our gait representation feature REI was set to $41 \times 90$ pixels and the patch size was chosen as $20 \times 30$ pixels as it achieves a best performance (see Table 4.1). The overlap between neighboring patches was 10 pixels along either row or column direction. We also chose 24 training subjects ($n_c = 24$, the same as in [79]) for fair comparison with other methods.

4.4.3 Gait Feature Comparison

We conducted a toy experiment to demonstrate the robustness of proposed REI in view-invariant gait recognition task compared with the popular GEI. In this experiment, we chose 3 normal walking sequences from two different views (90° and 72°) of all 124 subjects for training and the left 3 for testing. That is, there were 6 samples for each subject in both sets. In the training stage, we applied LDA to obtain
the subspace that maintained the minimum within-class scatter as well as maximum between-class scatter. Then, we projected the test samples onto the learned subspace and showed part of them (samples from the first 5 subjects) in Figure 4.5. Obviously, samples represented by REI can be better classified than those by GEI. The subsequent experiments on gait recognition across varying views will also demonstrate this.

4.4.4 View-Invariant Gait Recognition Results

In real applications, multiple cameras are usually available. In our experiments, we limited the extension only to the case that multiple gallery views are available. According to the number of available gallery views, we divided the experimental results in this section into two parts: single gallery view and multiple gallery views.

4.4.4.1 Single gallery view \((n_1 = 1, n_2 = 1)\)

In Figure 4.6, we show the contribution from different steps of our proposed JSL method. As the results indicated, the information recorded by the Radon transform
Table 4.2: First rank recognition rates (%) achieved by different methods. The gallery view is 90°.

<table>
<thead>
<tr>
<th>Probe Views</th>
<th>0°</th>
<th>18°</th>
<th>36°</th>
<th>54°</th>
<th>72°</th>
<th>108°</th>
<th>126°</th>
<th>144°</th>
<th>162°</th>
<th>180°</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCA</td>
<td>2.8</td>
<td>2.8</td>
<td>4</td>
<td>8.8</td>
<td>50.4</td>
<td>72.2</td>
<td>12.9</td>
<td>4</td>
<td>1.5</td>
<td>2.5</td>
</tr>
<tr>
<td>CCA</td>
<td>3.5</td>
<td>6</td>
<td>9</td>
<td>27.5</td>
<td>73</td>
<td>76</td>
<td>29.5</td>
<td>8</td>
<td>5.5</td>
<td>3</td>
</tr>
<tr>
<td>Goffredo et al. [73]</td>
<td>-</td>
<td>-</td>
<td>56.3</td>
<td>60.4</td>
<td>64.5</td>
<td>64.5</td>
<td>68.8</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>UDSA [74]</td>
<td>2.2</td>
<td>3.8</td>
<td>9.7</td>
<td>27.1</td>
<td>100</td>
<td>98</td>
<td>35.7</td>
<td>10.9</td>
<td>2.4</td>
<td>2.8</td>
</tr>
<tr>
<td>SVR [79]</td>
<td>16.5</td>
<td>22.2</td>
<td>35.1</td>
<td>63.3</td>
<td>94.3</td>
<td>94.3</td>
<td>65.7</td>
<td>39.1</td>
<td>20.2</td>
<td>12.9</td>
</tr>
<tr>
<td>TFA [170]</td>
<td>15.5</td>
<td>18.5</td>
<td>34</td>
<td>73</td>
<td>88.5</td>
<td>87</td>
<td>70</td>
<td>36.5</td>
<td>27</td>
<td>10.5</td>
</tr>
<tr>
<td>Proposed JSL</td>
<td>20.5</td>
<td>35.5</td>
<td>56.5</td>
<td>81.5</td>
<td>96.5</td>
<td>96</td>
<td>89.5</td>
<td>50</td>
<td>34.5</td>
<td>21.5</td>
</tr>
</tbody>
</table>

is robust to large view-variation and the patch-based JSL further enhances the performance greatly in most of the views. For example, the recognition rate is enhanced by nearly 10% in view 18° and more than 10% in view 54° respectively. Besides, the applied CCA is also an important step as the performance can be enhanced by more than 10% in most views. Moreover, both larger number of training subjects and effectively selected patches can help achieve higher recognition rates. Compared with other parts, the part that using selected patches improves the results the least.

To further demonstrate the proposed coefficient representation is suitable for view-invariant gait recognition task, we also conducted another experiment with the GEI feature and JPCA training process, the results are shown in Figure 4.6(f) in which results of other two methods are also shown for comparison. As we can see from the figure that the recognition rates of GEI+PCA across large view variations (>36°) are lower than 10%. However, if JSL (even if only JPCA) is applied, the enhancement of recognition rates for large view variations are significant (more than 20%). This demonstrates that the proposed coefficient representation contributes more in the task of view-invariant gait recognition.

We also compared the proposed method JSL with state-of-the-art methods and the results are shown in Table 4.2. The results of Goffredo et al. [73] and SVR [79] were as reported in the corresponding papers and we implemented the other methods by
ourselves. As we can see, PCA, CCA and UDSA didn’t perform well when the view variation is large, and only $2\% \sim 3.5\%$ recognition rates were achieved for extreme views $0^\circ$ and $180^\circ$. The results of Goffredo et al. [73] were not as competitive and it couldn’t deal with extreme views as the joint detection is difficult. For SVR and TFA, they improved the performance greatly especially under extreme views. However, the proposed JSL performed the best for all the views considered. Specifically, the recognition rate is enhanced by $9\%$ in view $180^\circ$, $13\%$ in view $18^\circ$, and more than $20\%$ in view $36^\circ$. In addition, the feature dimension of the proposed JSL method is very low (less than $24 \times 6=144$) and the computation is limited to linear subspace, both of which make the implementation of our proposed method efficient.

In previous experiments, we considered the gallery view to be the side view which is common in current gait recognition research. To further show that our proposed algorithm is feasible in full range of view invariance, we also conducted several experiments using the other 10 views in the database as the gallery view, respectively. The results are shown in Figure 4.7(a)-(e). The average of each curve in Figure 4.7(a)-(e) is shown in Figure 4.7(f). Clearly, different views have different ability to handle view variations and we can see that view $54^\circ$ performs the best among all the 11 views.

4.4.4.2 Multiple gallery views ($n_1 > 1$, $n_1 = 1$)

When multiple gallery views are available, there should be numbers of different combinations ($C_{n_1}^{n_1}$) among these views. Here, we only show results of some example combinations in Table 4.3. Obviously, the more gallery views are available, the higher overall recognition rate could be achieved. The mean recognition rates achieved by two different gallery views are higher than that from the single view by more than $30\%$, while those from three different gallery views are only higher than those from two views by $2\sim 3\%$. Moreover, when multiple gallery views are available, the highest
Table 4.3: First rank recognition rates (%) achieved by different combinations of the gallery views which are indicated as in the first column.

<table>
<thead>
<tr>
<th>Probe Views(°)</th>
<th>0</th>
<th>18</th>
<th>36</th>
<th>54</th>
<th>72</th>
<th>90</th>
<th>108</th>
<th>126</th>
<th>144</th>
<th>162</th>
<th>180</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>90°</td>
<td>21</td>
<td>36</td>
<td>57</td>
<td>82</td>
<td>97</td>
<td>98</td>
<td>96</td>
<td>90</td>
<td>50</td>
<td>35</td>
<td>22</td>
<td>62.2</td>
</tr>
<tr>
<td>0°, 90°</td>
<td>96</td>
<td>91</td>
<td>83</td>
<td>92</td>
<td>96</td>
<td>97</td>
<td>95</td>
<td>92</td>
<td>82</td>
<td>77</td>
<td>80</td>
<td>89.2</td>
</tr>
<tr>
<td>18°, 90°</td>
<td>90</td>
<td>97</td>
<td>96</td>
<td>93</td>
<td>95</td>
<td>95</td>
<td>96</td>
<td>92</td>
<td>84</td>
<td>81</td>
<td>76</td>
<td>90.5</td>
</tr>
<tr>
<td>36°, 90°</td>
<td>67</td>
<td>94</td>
<td>96</td>
<td>97</td>
<td>97</td>
<td>96</td>
<td>96</td>
<td>93</td>
<td>88</td>
<td>78</td>
<td>64</td>
<td>87.7</td>
</tr>
<tr>
<td>54°, 90°</td>
<td>47</td>
<td>77</td>
<td>94</td>
<td>97</td>
<td>97</td>
<td>96</td>
<td>96</td>
<td>96</td>
<td>87</td>
<td>71</td>
<td>2</td>
<td>83.7</td>
</tr>
<tr>
<td>72°, 90°</td>
<td>41</td>
<td>59</td>
<td>87</td>
<td>97</td>
<td>98</td>
<td>97</td>
<td>96</td>
<td>93</td>
<td>85</td>
<td>69</td>
<td>56</td>
<td>79.7</td>
</tr>
<tr>
<td>0°, 90°, 108°</td>
<td>96</td>
<td>92</td>
<td>87</td>
<td>95</td>
<td>96</td>
<td>96</td>
<td>96</td>
<td>96</td>
<td>96</td>
<td>89</td>
<td>81</td>
<td>91.0</td>
</tr>
<tr>
<td>18°, 90°, 126°</td>
<td>88</td>
<td>97</td>
<td>96</td>
<td>97</td>
<td>97</td>
<td>97</td>
<td>97</td>
<td>97</td>
<td>96</td>
<td>87</td>
<td>79</td>
<td>93.2</td>
</tr>
<tr>
<td>36°, 90°, 144°</td>
<td>72</td>
<td>94</td>
<td>96</td>
<td>97</td>
<td>97</td>
<td>96</td>
<td>96</td>
<td>96</td>
<td>95</td>
<td>90</td>
<td>85</td>
<td>92.1</td>
</tr>
<tr>
<td>54°, 90°, 162°</td>
<td>67</td>
<td>82</td>
<td>96</td>
<td>97</td>
<td>98</td>
<td>96</td>
<td>96</td>
<td>95</td>
<td>94</td>
<td>96</td>
<td>90</td>
<td>91.4</td>
</tr>
<tr>
<td>72°, 90°, 180°</td>
<td>69</td>
<td>75</td>
<td>85</td>
<td>97</td>
<td>96</td>
<td>96</td>
<td>97</td>
<td>95</td>
<td>94</td>
<td>90</td>
<td>95</td>
<td>89.9</td>
</tr>
</tbody>
</table>

Overall recognition rates are achieved when the available views are not so close to each other. For example, we can conclude from the table that the combinations (18°, 90°) and (18°, 90°, 126°) perform the best among all their comparable combinations listed.

4.5 Conclusion

We have proposed in this chapter a novel Joint Subspace Learning method for view-invariant gait recognition. As the appearance features vary significantly across different views, we attempt to seek such a representation that is stable across intra-subject view variations and discriminant among different subjects. This is evidenced by the properties of LOC. Therefore, we propose to first conduct joint learning through CCA and PCA to gain the prototypes of different views. Then, we represent each sample in both the gallery set and probe set acquired from different views as a linear combination of the prototypes in the corresponding views and extract the coefficients as the feature representation. Furthermore, we also develop a new feature descriptor REI and propose to divide it into patches to further enhance the recognition performance. Experimental results demonstrate that the proposed JSL method outperforms
the existing methods in the problem of gait recognition across varying views.
Figure 4.6: First rank recognition rates. The gallery view is 90°. The proposed approach contains 5 important parts which are denoted as “Radon + patch + JSL + ‘$n_c = 24$’ + ‘$l < k$’”. In each of the figures shown above, we replace the method of each part with the alternative method and show the results of the modified approach.
Figure 4.7: Experimental results of other 10 views except $90^\circ$ as the gallery view for view-invariant gait recognition.
Chapter 5

View Recognition of Human Gait Sequences in Videos

The proposed JSL solution in the previous chapter achieves promising performance even under large view variations. However, its main drawback in real applications is that it needs to know the viewing angles of the gait sequences, which in fact is a common problem for most of the existing motion-based gait recognition algorithms. In this chapter, we aim to address the problem of recognizing the viewing angles of human gait sequences to enhance our contribution to automatic gait recognition under view variations.

5.1 Introduction

Human gait analysis has recently attracted much attention in the computer vision community because of the demand for automatic human identification at a distance in public places such as malls, airports and parking lots. In computer vision, several attempts on human gait analysis have been proposed in the literature [29, 44, 46, 137], and existing methods can be roughly grouped into two categories: model-based [8, 46, 138] and motion-based [11, 71, 74, 127, 139, 140].

Model-based methods usually model the human body or body movements by processing each frame of a gait sequence. Thus, the calculation is very complicated.
Moreover, sufficient samples are usually required to ensure acceptable recognition performance. For motion-based methods, the gait feature is characterized by different compact representations, such as optical flow [137], eigengait [139] and gait energy image (GEI) [28], which are simple and effective. Hence, motion-based methods are more popular and have been widely used in many existing human gait recognition systems.

Most existing motion-based gait recognition methods, however, assume that the view angles of the testing gait sequences are known as prior information. In many practical applications, this assumption may not hold. Hence, a natural question is that whether we can automatically recognize the view angles of human gait sequences in videos such that fully automatic view-invariant gait recognition can be achieved. To our knowledge, previous work that addressed this issue was based on image geometry [77] and therefore camera parameters such as focal length were needed which prevented the methods from practical use. In this chapter, we propose to address the problem using simple appearance features. In the previous work [146], the Gait Energy Image (GEI) [29] was used as gait sequence representation for view recognition. Although promising results have been reported, there is much to be desired on the robustness as well as the recognition performance because these are important for the subsequent identification step.

Motivated by the fact that in the problem of view recognition, the intra-class variation (differences among different subjects) may be diverse, we propose to use multiple feature descriptors to represent the gait sequences because it is reported that multiple feature representations can characterize the data discriminatively from various aspects. To better combine these multiple gait descriptors, we also develop an adaptive discriminant analysis with enhanced multiple kernel learning (ADA-EMKL) to extract low-dimensional features for view recognition. In our proposed method, we
not only generate high order kernels to model the non-linear relationship among different feature spaces but also impose pairwise data correlation to alleviate the confusion among samples that could be easily misclassified. Experimental results on a popular multi-view gait database taken under different walking conditions demonstrate the effectiveness as well as the robustness of the proposed approach. Meanwhile, we also investigate the influence of view recognition on the view-invariant gait recognition performance through experimental study.

The rest of the chapter is organized as follows. Firstly, we briefly review the motivation for studying the view recognition problem. Then, details of the proposed method for view recognition based on human gait sequences are presented. Finally, experimental results are shown with further conclusions.

5.2 Motivation

In early days, image geometry was applied to address the view recognition problem in gait analysis and Kale et al. [77] proposed to first estimate the angle between the walking direction and the image plane and then transform the frame in the estimated view into a target view through image geometry. In his method, focal length of the camera was needed which greatly prevented its practical applications because this parameter is usually very difficult to obtain. Although the focal length can also be estimated from the captured video sequences, the propagation of the estimation error remains uncertain. Later, the appearance feature descriptors [29, 111, 44, 32, 41, 42] became popular in gait recognition research because they were both simple and effective. In work [146], Gait Energy Image [29] was used for view recognition and promising results were reported. However, a single feature descriptor may be sensitive to walking condition variations. Like human faces, the gait appearance under different views should show different kinds of asymmetry (refer to Figure 5.2). Therefore, in
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In this chapter, we also introduce the asymmetry feature used in face recognition [155] as another feature descriptor.

Multi-modal or multiple features are now very popular in recognition or classification tasks because they usually characterize the data from various aspects and thus can extract different discriminative information for recognition. To fuse these multiple feature descriptors, several methods have been proposed which can be divided into feature level [101, 156, 157, 177] and decision level [132, 176] fusions. For decision level fusion, decision is first made based on each description independently and then decisions from different descriptions are fused according to certain rules [25]. Clearly, relationship between different descriptions is not fully exploited which may also be useful for the final task. For feature level fusion, subspace learning based methods [156, 157] are very effective because they not only can extract much discriminant information useful for the final task but also can reduce the feature dimension which greatly saves computing time.

Meanwhile, kernel-based methods [142, 143, 178] have gained much popularity due to their success. As the features adopted in most recognition or classification tasks are usually of high dimension, linearly separation among the features from different classes becomes difficult. Yet, the definition of the kernel space can easily address this. In recent studies [144, 145, 147, 148], it has been reported that the combination of multiple different kernels performs better than a single kernel in classification tasks. For kernel combination, the simplest way is to assign the same weight to all kernels but this may not be the most effective. A better strategy is to learn the weight for each kernel and it has been shown that learning SVMs [149, 150] with multiple kernels could result in better accuracy. Lanckriet et al. [147] formulated this as a semidefinite programming problem which permitted the finding of the combination weights and support vector coefficients simultaneously. It is well known that subspace learning
methods also play an important role in recognition tasks [151, 152] and most of them benefit from kernel methods [153, 178]. Therefore, Lin et al. [154] combined the MKL problem with the subspace learning scheme and proposed to perform dimension reduction and multiple kernel learning simultaneously. However, they considered only linear relationship among the base kernels in their method. Nevertheless, confusion among neighboring samples were ignored which is an important issue in recognition.

5.3 Proposed Approach

To address the problem of view recognition, we should consider both the recognition accuracy which is very important for the view-invariant identification step and the computational efficiency which is necessary for real applications. Therefore, we propose to apply multiple feature descriptors because different features characterize the data from different aspects. Furthermore, to better exploit more discriminative information for recognition as well as to reduce the feature dimension for simplicity, we also develop an adaptive discriminant analysis algorithm with enhanced multiple kernel learning (ADA-EMKL). To better model the structure among feature spaces, we map each feature to a kernel space and generate multiple high order kernels to characterize their non-linear relationship. Meanwhile, the pairwise data correlation in local neighborhood is applied to impose large penalties on both interclass samples
Figure 5.2: Illustration of the two features GEI and IGEI under 11 different views and 3 different walking conditions.

with small differences and intra-class samples with large differences, thus alleviating the confusion between samples that could be easily misclassified. Figure 5.1 shows the flow chart of the proposed algorithm. In the training stage, ADA-EMKL is performed to obtain the subspace projection matrix $\Gamma$ as well as the kernel weights $\eta$; in the testing stage, the weighted high order kernels are projected on the learned subspace and the nearest neighbor classifier is applied to assign the specific view to the test sequence. The details of each main step of the proposed method will be discussed bellow.
Figure 5.3: Illustration of the mean absolute value of the IGEI feature under 11 different views and 3 different walking conditions.

5.3.1 Gait Sequence Representation

To enhance the recognition accuracy of the gait sequences, we apply two feature descriptors for representation which characterize the gait data from different points of view. One is the widely used feature, Gait Energy Image (GEI), which captures the gait appearance, and the other is the asymmetry feature [155] which shows the degree of the gait symmetry. It is calculated as the imagery part of the Fourier Transform of GEI (named as IGEI).

We illustrate the two features under different views and different walking conditions in Figure 5.2. For the IGEI feature, the absolute values are showed. From this figure we can see that the GEI feature changes with view variation and the difficulty should lie in distinguishing the neighboring view angles. Moreover, walking condition variations can affect the gait appearance especially from the profile views like 72°, 90° and 108°. While for the asymmetry feature IGEI, we show in Figure 5.3 the mean absolute value of corresponding IGEIs in Figure 5.2 (one IGEI image in Figure 5.2 corresponds to a point in Figure 5.3) to better visualize the effect of view variation on it. Obviously, the feature value changes with view variation. As for the view angles whose feature values are the same (symmetry of the feature line), they can still be distinguished
5.3.2 Adaptive Discriminant Analysis with Enhanced Multiple Kernel Learning (ADA-EMKL)

The main contributions of the proposed ADA-EMKL are three folds. Firstly, to better exploit the relation among different feature spaces, we project each of them to a high dimensional Hilbert space and apply multiple high order kernels to model their relationship. Secondly, to achieve computational efficiency, we introduce a subspace-based multiple kernel learning strategy which can project the multiple high-dimensional kernel features into a unified low dimensional subspace. Thirdly, to alleviate the confusion among neighboring samples, we employ pair wise data correlation to impose penalty on between-class pairs that have small differences and within-class pairs that have large differences.

Figure 5.4 shows the proposed idea. Specifically, given a set of samples \( \{x_{i,p}\} \in \mathbb{R}^{d_p}, \) \((i = 1, 2, ..., N; p = 1, 2, ..., P),\) where \( N \) is the total number of training samples, \( P \) is the number of descriptors for each sample and \( d_p \) is the feature dimension of the
In the $p$th descriptor, we first implicitly map them to a high dimensional Hilbert space as: $x_{i,p} \mapsto \phi(x_{i,p}) \in \mathbb{R}^h$, where $\phi$ denotes the feature mapping. Then, we aim at learning a unified low-dimensional subspace in which projections of the same sample can be easily classified. Considering our third contribution mentioned above, the objective function for obtaining the unified subspace can be expressed as follows:

$$ (V, \eta) = \arg\min_{V, \eta} \frac{\sum_{i,j=1}^{N} \sum_{p=1}^{P} \| \eta_p v_p^T \phi(x_{i,p}) - \eta_p v_p^T \phi(x_{j,p}) \|^2 w_{ij} }{ \sum_{i,j=1}^{N} \sum_{p=1}^{P} \| \eta_p v_p^T \phi(x_{i,p}) - \eta_p v_p^T \phi(x_{j,p}) \|^2 w'_{ij} } \tag{Eq. 5.1} $$

where $w'_{ij}$ and $w_{ij}$ are the between-class and within-class penalty functions defined by the pairwise correlation as follows:

$$ w'_{ij} = \begin{cases} \frac{\langle x_i, x_j \rangle}{\| x_i \|_2 \| x_j \|_2}, & \text{if } C_i \neq C_j \& i \in N_j \\ 0, & \text{otherwise} \end{cases}, \quad w_{ij} = \begin{cases} \| x_i \|_2 \| x_j \|_2 \langle (x_i, x_j) \rangle, & \text{if } C_i = C_j \& i \in N_j \\ 0, & \text{otherwise} \end{cases} \tag{Eq. 5.3} $$

where $N_j$ denotes the neighbors of the $j$th sample. Obviously, kernel discriminant analysis (KDA) [178] is a special case of Eq. 5.1 when $P = 1$, $w_{ij}$ and $w'_{ij}$ are the graph edges indicating whether or not the two samples are from the same class.

According to KDA, if each feature space (descriptor) is treated separately, the optimal linear embedding should lie in the span of the training data. This means that the $q$th dimension $v_q^p$ of the embedding subspace can be expressed as $v_q^p = \sum_{n=1}^{N} \gamma_n^q \phi(x_{n,p})$. Thus, the corresponding sample projections $(v_q^p)^T \phi(x_{i,p})$ in Eq. 5.1 can be evaluated through the popular kernel trick to avoid the explicit definition of the mapping function:

$$ (v_q^p)^T \phi(x_{i,p}) = \sum_{n=1}^{N} \gamma_n^q \langle \phi(x_{n,p}), \phi(x_{i,p}) \rangle = \sum_{n=1}^{N} \gamma_n^q k_p(x_{n}, x_{i}) \tag{Eq. 5.4} $$
Hence, the unified projection \( \sum_{p=1}^{P} \eta_p (v_p^T \phi(x_{i,p})) \) becomes:

\[
\sum_{p=1}^{P} \eta_p (v_p^T \phi(x_{i,p})) = \sum_{p=1}^{P} \eta_p \sum_{n=1}^{N} \gamma_n^q k_p(x_n, x_i) = (\gamma^q)^T K^{(i)} \eta
\]  
(Eq. 5.5)

where

\[
\gamma^q = [\gamma_1^q, \gamma_2^q, ..., \gamma_N^q]^T \in \mathbb{R}^N, \\
\eta = [\eta_1, \eta_2, ..., \eta_P]^T \in \mathbb{R}^P,
\]  
(Eq. 5.6)

\[
K^{(i)} = \begin{bmatrix} k_1(x_1, x_i) & \cdots & k_P(x_1, x_i) \\ \vdots & \ddots & \vdots \\ k_1(x_N, x_i) & \cdots & k_P(x_N, x_i) \end{bmatrix} \in \mathbb{R}^{N \times P}.
\]  
(Eq. 5.8)

In the above projection, we only consider one specific dimension (qth) of the embedding subspace. Suppose we consider a Q-dimensional subspace, for sample \( \phi(x_{i,p}) \), its unified projection on to the subspace becomes:

\[
[\gamma^1, \gamma^2, ..., \gamma^Q]^T K^{(i)} \eta = \Gamma^T K^{(i)} \eta \in \mathbb{R}^Q,
\]  
(Eq. 5.9)

Hence, the objective function in Eq. 5.1 and Eq. 5.2 can be simplified as:

\[
(\Gamma, \eta) = \arg\min_{\Gamma, \eta} \sum_{i,j=1}^{N} \| \Gamma^T K^{(i)} \eta - \Gamma^T K^{(j)} \eta \|^2 w_{i,j} \eta_p \geq 0, p = 1, 2, ..., P. 
\]  
(Eq. 5.10)

Before providing the solution to Eq. 5.10, we would like to further exploit the non-linear structure among base kernels rather than just use their linear combinations as in Eq. 5.8 because it has been reported in [147] that the learned kernel weights through linear combination usually does not consistently outperform either the uniform combination of base kernels or simply the best single base kernels. Nevertheless, polynomial combinations of higher degree (\( \geq 1 \)) of the base kernels with non-negative coefficients [161] have been shown to obtain notable performance improvements. Hence, we employ high order kernels, which are defined as the product of base kernels with different power, to model the nonlinear structure between the two base kernels. Suppose we
have $P$ base kernels ($P = 2$ in our case), our proposed high order kernels can be expressed as follows:

$$k_m(x_i, x_j) = k_1^{a_1}(x_i, x_j)...k_P^{a_P}(x_i, x_j), \quad \text{for } a_i \geq 0, \sum_{i=1}^{P} a_i = 1 \quad \text{(Eq. 5.11)}$$

where $m$ indexes the combinations. As we have mentioned before, for a positive definite symmetric (PDS) kernel function, it is implicitly defined as an inner product in a high-dimension Hilbert space: $k(x_i, x_j) = \langle \phi(x_i), \phi(x_j) \rangle$. Thus, we can conclude that the positive power of PDS is still PDS. In addition, it has been proven that the products and sums of PDS kernels are still PDS [162]. Therefore, our proposed high order kernel is a PDS kernel function. Given the generated high order kernels, the optimization problem remains the same except that the dimension of $\eta$ and $K^{(i)}$ in Eq. 5.7 and Eq. 5.8 should become $\mathbb{R}^M$ and $\mathbb{R}^{N \times M}$, where $M$ is the number of combinations defined from Eq. 5.11. Applying these high order kernels to characterize the non-linear relationship between base kernels is important and can further enhance the classification performance which will be demonstrated in the experiments.

Selecting the kernel function is an important step in kernel-based methods. Usually for data sample represented in the form of vector, the RBF kernel is used: $k_p(x_i, x_j) = \exp(-\frac{d^2(x_i, p, x_j, p)}{\sigma^2})$ and $\sigma^2$ is a positive constant.

At last, to solve the optimization problem in Eq. 5.10 with the generated high order kernels, we adopt an iterative, two-step strategy to alternately optimize $\Gamma$ and $\eta$ [154]. In our experiments, we initialize $\Gamma$ first by assuming $\Gamma \Gamma^T = I$ as this could have a more stable performance than initializing $\eta$ first [154]. Then, in the first step of each iteration, $\eta$ is first optimized with fixed $\Gamma$. However, the additional constraints on $\eta$ make the optimization problem no longer a generalized eigenvalue problem and therefore, a relaxation is imposed to make the problem solvable by semidefinite programming (SDP) [154]. In the second step of each iteration, $\Gamma$ is optimized with the
Table 5.1: Training and testing stage of the proposed ADA-EMKL.

<table>
<thead>
<tr>
<th><strong>Training</strong></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input</strong></td>
<td>The penalty function $w_{ij}$ and $w'_{ij}$ (Eq. 5.3) for adaptive discriminant analysis</td>
</tr>
<tr>
<td></td>
<td>Data described by various visual features in form of base kernels $K_m$ (Eq. 5.8, Eq. 5.11)</td>
</tr>
<tr>
<td><strong>Output</strong></td>
<td>Sample coefficients vectors $\Gamma = [\gamma_1, \gamma_2, ..., \gamma_Q]$ for dimension reduction</td>
</tr>
<tr>
<td></td>
<td>Kernel weight vector $\eta = [\sqrt{\eta_1}, \sqrt{\eta_2}, ..., \sqrt{\eta_P}]^T$ for kernel ensemble</td>
</tr>
<tr>
<td>1.</td>
<td>Initialize $\Gamma$ as $\Gamma^T = I$.</td>
</tr>
<tr>
<td>2.</td>
<td>$\eta$ and $\Gamma$ are optimized in an iterative, two-step strategy [154].</td>
</tr>
<tr>
<td>3.</td>
<td>Return $\Gamma$ and $\eta$.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Testing</strong></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input</strong></td>
<td>Projections of all training samples onto the learned unified subspace $\Gamma^T K^{(t)} \eta \in \mathbb{R}^N$.</td>
</tr>
<tr>
<td></td>
<td>Test sample $x_t$</td>
</tr>
<tr>
<td><strong>Output</strong></td>
<td>Class label of sample $x_t$</td>
</tr>
<tr>
<td>1.</td>
<td>Build the higher order kernel matrix $K^{(t)}$ for sample $x_t$ according to Eq. 5.12</td>
</tr>
<tr>
<td>2.</td>
<td>Calculate the projection of $K^{(t)}$ onto the learned unified subspace as $\Gamma^T K^{(t)} \eta$.</td>
</tr>
<tr>
<td>3.</td>
<td>Similarity measure (Euclidean distances) and classification (nearest neighbor classifier).</td>
</tr>
</tbody>
</table>

solution from the first step and the optimization problem can be easily reformulated as a generalized eigenvalue problem. The iterations are repeated until convergence or a maximum number of iterations is reached.

5.3.3 View Recognition with ADA-EMKL

In the training stage, firstly, the penalty functions $w_{ij}$ and $w'_{ij}$ for each feature descriptor are calculated according to Eq. 5.3 and averaged separately to derive a unified one; secondly, kernel matrices for each sample are built according to Eqs. 5.8 and Eq. 5.11; thirdly, the optimization problem in Eq. 5.10 is solved to obtain the basis matrix $\Gamma$ for the learned unified subspace and the kernel combination weights $\eta$.

In the testing stage, given a testing sample $x_t$, we can build the corresponding kernel matrix with high order as follows:

$$K^{(t)} = \begin{bmatrix} k_1(x_1, x_t) & \cdots & k_M(x_1, x_t) \\ \vdots & \ddots & \vdots \\ k_1(x_N, x_t) & \cdots & k_M(x_N, x_t) \end{bmatrix} \in \mathbb{R}^{N \times M}. \quad (\text{Eq. 5.12})$$

Then, the projection of the testing sample onto the learned unified subspace can be evaluated as: $\Gamma^T K^{(t)} \eta$. Having obtained all the projected training samples in the
learned subspace, the nearest neighbor classifier is then applied to assign the specific view to the testing sequence.

Table 5.1 summarizes the training and testing stages of the proposed method separately. Compared with other kernel-based methods, the training process of the proposed method is indeed more complicated because of the introduced semidefinite programming. However, the training process is usually regarded as an off-line process and thus it would not affect the application of the proposed method. The testing stage is much simpler and easy to implement and its computational complexity is on the same level as that of other kernel-based methods.

### 5.4 Experiments

#### 5.4.1 Database

Our gait-based view recognition was performed on the CASIA database B [163]. It contained data samples from 124 subjects walking under 11 different view angles and three walking conditions. Therefore, it is very appropriate for our experimental study and we show in Figure 5.5 the sample images from the 11 cameras under the three different walking conditions.

![Figure 5.5: Illustration of samples from three different walking conditions and 11 different views.](image)
Table 5.2: Experimental settings for the three test sets.

<table>
<thead>
<tr>
<th>Exp.</th>
<th>Subjects</th>
<th>Condition</th>
<th>Sample/view</th>
<th>Total samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>124-n</td>
<td>Normal</td>
<td>$(124 - n) \times 6$</td>
<td>$(124 - n) \times 6 \times 11$</td>
</tr>
<tr>
<td>2</td>
<td>124-n</td>
<td>Bag</td>
<td>$(124 - n) \times 2$</td>
<td>$(124 - n) \times 2 \times 11$</td>
</tr>
<tr>
<td>3</td>
<td>124-n</td>
<td>Coat</td>
<td>$(124 - n) \times 2$</td>
<td>$(124 - n) \times 2 \times 11$</td>
</tr>
</tbody>
</table>

### 5.4.2 Experimental Settings

In the experiments, we randomly selected $n$ ($n = 31$ for results of our experiments) subjects as training subjects whose normal walking sequences form the training set. That is, there were $6 \times n$ training samples for each view (class) and a total of $6 \times n \times 11$ samples for the whole training set. The left 124-$n$ subjects were used as testing subjects. Totally, we conducted three experiments according to the three different walking conditions, and their detailed settings are shown in Table 5.2. To alleviate the effect caused by different training sets, we conducted each experiment 5 times and took the average recognition rate as the final result.

For the design of the high order kernels, we set the power of the base kernel from GEI feature as $a_1 = \{0, 0.1, 0.2, ..., 1\}$, and according to the constraints in Eq. 5.11, the power of the other base kernel from the IGEI feature should be $a_2 = 1 - a_1$. Thus, we had a total of 11 kernels, i.e., $M = 11$.

### 5.4.3 Toy Example Illustration

To demonstrate the effectiveness of exploiting pairwise data correlation in local neighborhood as edge weights, we constructed a toy example using a synthetic dataset as in [146] and the comparison results are shown in Figure 5.6. Obviously, the main projection direction sought by $\text{ADA}_b$ (only between-class pairwise correlations are used) [146] is much better than that of $\text{LDA}$. For $\text{ADA}_wb$ (used in this chapter) which also considers the within-class pairwise data correlation, the projection direction should be
the best because the data after projection should have minimum within-class scatter and maximum between-class scatter.

Obviously, each feature descriptor would yield a set of penalty function and we simply average them separately to derive a unified one.

5.4.4 Results on Normal Gait Sequences

In the first experiment, we used normal walking sequences as test samples which was in accordance with the walking condition of the training sequences. The recognition rates for different methods are shown in Table 5.3. For better visualization of the results, some of the corresponding confusion matrices are shown in Figure 5.7 separately. As for the names of the methods, ”G” denotes for GEI while I for IGEI. Con. and Avg. are two possible ways for kernel combination: Concatenation and Average.

We can conclude from the table that: firstly, the two features have different dis-
Table 5.3: Experimental results (%) of Exp. 1 with test samples from normal walking sequences.

<table>
<thead>
<tr>
<th>Method</th>
<th>0°</th>
<th>18°</th>
<th>36°</th>
<th>54°</th>
<th>72°</th>
<th>90°</th>
<th>108°</th>
<th>126°</th>
<th>144°</th>
<th>162°</th>
<th>180°</th>
<th>AVG.</th>
</tr>
</thead>
<tbody>
<tr>
<td>GEI</td>
<td>85.9</td>
<td>92.5</td>
<td>94.4</td>
<td>97.9</td>
<td>90.5</td>
<td>87.6</td>
<td>91.3</td>
<td>93.2</td>
<td>92.5</td>
<td>92.8</td>
<td>83.1</td>
<td></td>
</tr>
<tr>
<td>IGEI</td>
<td>85.7</td>
<td>94.9</td>
<td>86.1</td>
<td>92.4</td>
<td>92.0</td>
<td>87.9</td>
<td>89.6</td>
<td>87.1</td>
<td>89.9</td>
<td>94.09</td>
<td>89.6</td>
<td></td>
</tr>
<tr>
<td>ADA-G</td>
<td>95.7</td>
<td>96.9</td>
<td>96.5</td>
<td>97.9</td>
<td>97.1</td>
<td>93.1</td>
<td>93.4</td>
<td>95.6</td>
<td>94.3</td>
<td>94.73</td>
<td>95.2</td>
<td>95.5</td>
</tr>
<tr>
<td>ADA-I</td>
<td>95.8</td>
<td>95.5</td>
<td>93.7</td>
<td>96.5</td>
<td>96.9</td>
<td>93.3</td>
<td>93.3</td>
<td>95.6</td>
<td>95.7</td>
<td>94.37</td>
<td>95.3</td>
<td>94.9</td>
</tr>
<tr>
<td>KDA-G</td>
<td>96.0</td>
<td>96.1</td>
<td>94.7</td>
<td>96.5</td>
<td>96.8</td>
<td>95.1</td>
<td>95.6</td>
<td>93.5</td>
<td>93.7</td>
<td>97.7</td>
<td>95.6</td>
<td></td>
</tr>
<tr>
<td>KDA-I</td>
<td>95.9</td>
<td>95.8</td>
<td>94.8</td>
<td>97.1</td>
<td>97.5</td>
<td>92.6</td>
<td>94.4</td>
<td>95.6</td>
<td>95.1</td>
<td>92.26</td>
<td>94.4</td>
<td>95.0</td>
</tr>
<tr>
<td>KDA-Con.</td>
<td>96.3</td>
<td>95.9</td>
<td>94.3</td>
<td>96.8</td>
<td>97.0</td>
<td>93.9</td>
<td>95.3</td>
<td>96.7</td>
<td>93.2</td>
<td>95.06</td>
<td>97.4</td>
<td>95.6</td>
</tr>
<tr>
<td>KDA-Avg.</td>
<td>96.5</td>
<td>95.9</td>
<td>94.2</td>
<td>96.6</td>
<td>97.0</td>
<td>94.6</td>
<td>94.7</td>
<td>96.5</td>
<td>92.9</td>
<td>94.81</td>
<td>97.0</td>
<td>95.5</td>
</tr>
<tr>
<td>MKL</td>
<td>96.1</td>
<td>97.4</td>
<td>97.2</td>
<td>97.6</td>
<td>97.3</td>
<td>94.6</td>
<td>93.6</td>
<td>96.5</td>
<td>94.0</td>
<td>94.55</td>
<td>95.2</td>
<td>95.8</td>
</tr>
<tr>
<td>ADA-MKL</td>
<td>95.9</td>
<td>96.2</td>
<td>94.6</td>
<td>98.2</td>
<td>96.2</td>
<td>94.8</td>
<td>94.8</td>
<td>96.4</td>
<td>96.4</td>
<td>96.59</td>
<td>97.7</td>
<td>96.2</td>
</tr>
<tr>
<td>ADA-EMKL</td>
<td>97.5</td>
<td>96.4</td>
<td>95.7</td>
<td>98.9</td>
<td>99.1</td>
<td>95.9</td>
<td>97.5</td>
<td>98.2</td>
<td>94.3</td>
<td>96.95</td>
<td>98.9</td>
<td>97.2</td>
</tr>
</tbody>
</table>

Figure 5.7: Illustration of confusion matrices (%) of the results in Table 5.3. Only the values greater than 1 are shown in the figure.

criminative abilities in different views, for example, the recognition rates of view angles 36° and 54° using GEI feature are greater than those using IGEI feature by more than 5%, while for view angle 180°, the performance of IGEI is higher than that of GEI by more than 6%. Thus, the two feature descriptors could complement each other when combined appropriately. Secondly, the learning technique ADA can improve the performance for both features by nearly 5%. Similar results can be achieved with KDA. However, the improvements from the direct fusion methods (KDA-Con. and KDA-Avg.) are limited. This implies that simple kernel trick as well as linear combi-
nation couldn’t reflect the real structures of the data samples. Thirdly, ADA-EMKL performs the best, which suggests that both non-linearity as well as pairwise data correlation can’t be ignored in recognizing view angles from gait sequences.

For the confusion matrices in Figure 5.7, it is obvious that the confusion mainly exists among neighboring views. Thus, the proposed ADA is reasonable. By imposing large penalty on samples of different classes that are similar to each other as well as samples of the same class that are far away from each other, ADA aims to alleviate the confusion of neighboring views. Results in Figure 5.7 also clearly show such improvement as we can see the number of mis-recognized neighboring views of the proposed method is greatly reduced compared with the baseline methods using original feature.

To assess the learned combination weights over the two base kernels for MKL and the high order kernels for EMKL, we plot in Figure 5.8 the averages of the learned \( \eta \) separately. For MKL, the learned weight for GEI is larger than that for IGEI. The reason is that in the normal walking condition, the feature GEI performs better than IGEI and such weights can better balance the performance among all the 11 views. For EMKL, we can see the nine weights in the middle (high-order combinations of the
Table 5.4: Experimental results (%) of Exp. 2 with test samples from walking sequences carrying a bag.

<table>
<thead>
<tr>
<th>Method</th>
<th>0°</th>
<th>18°</th>
<th>36°</th>
<th>54°</th>
<th>72°</th>
<th>90°</th>
<th>108°</th>
<th>126°</th>
<th>144°</th>
<th>162°</th>
<th>180°</th>
<th>Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>GEI</td>
<td>73.7</td>
<td>82.8</td>
<td>87.1</td>
<td>89.3</td>
<td>86.0</td>
<td>64.0</td>
<td>69.4</td>
<td>81.7</td>
<td>84.4</td>
<td>82.8</td>
<td>64.0</td>
<td>78.7</td>
</tr>
<tr>
<td>IGEI</td>
<td>66.7</td>
<td>75.3</td>
<td>75.8</td>
<td>84.4</td>
<td>85.5</td>
<td>71.5</td>
<td>70.4</td>
<td>74.7</td>
<td>78.0</td>
<td>75.8</td>
<td>69.4</td>
<td>75.2</td>
</tr>
<tr>
<td>ADA-G</td>
<td>87.8</td>
<td>84.6</td>
<td>92.8</td>
<td>95.3</td>
<td>95.2</td>
<td>58.4</td>
<td>92.9</td>
<td>93.3</td>
<td>84.5</td>
<td>84.5</td>
<td>86.7</td>
<td>86.8</td>
</tr>
<tr>
<td>ADA-I</td>
<td>82.5</td>
<td>83.9</td>
<td>80.1</td>
<td>80.7</td>
<td>90.9</td>
<td>87.6</td>
<td>83.3</td>
<td>82.8</td>
<td>83.3</td>
<td>76.3</td>
<td>74.7</td>
<td>82.4</td>
</tr>
<tr>
<td>KDA-G</td>
<td>92.5</td>
<td>89.5</td>
<td>95.2</td>
<td>95.2</td>
<td>94.1</td>
<td>53.2</td>
<td>74.7</td>
<td>95.7</td>
<td>88.2</td>
<td>95.2</td>
<td>90.3</td>
<td>87.2</td>
</tr>
<tr>
<td>KDA-I</td>
<td>87.1</td>
<td>83.9</td>
<td>78.5</td>
<td>81.7</td>
<td>91.9</td>
<td>88.2</td>
<td>78.5</td>
<td>89.3</td>
<td>83.9</td>
<td>80.7</td>
<td>79.6</td>
<td>83.9</td>
</tr>
<tr>
<td>KDA-Con.</td>
<td>83.3</td>
<td>86.5</td>
<td>88.0</td>
<td>91.6</td>
<td>93.9</td>
<td>57.1</td>
<td>86.0</td>
<td>91.8</td>
<td>86.1</td>
<td>84.7</td>
<td>81.6</td>
<td>84.0</td>
</tr>
<tr>
<td>KDA-Avg.</td>
<td>85.4</td>
<td>87.1</td>
<td>89.3</td>
<td>91.8</td>
<td>95.6</td>
<td>63.7</td>
<td>85.4</td>
<td>92.8</td>
<td>87.5</td>
<td>84.2</td>
<td>82.8</td>
<td>86.0</td>
</tr>
<tr>
<td>MKL</td>
<td>86.6</td>
<td>87.6</td>
<td>87.1</td>
<td>92.5</td>
<td>91.4</td>
<td>78.0</td>
<td>74.7</td>
<td>93.6</td>
<td>91.4</td>
<td>89.3</td>
<td>83.4</td>
<td>86.0</td>
</tr>
<tr>
<td>ADA-MKL</td>
<td>89.3</td>
<td>85.5</td>
<td>93.6</td>
<td>94.6</td>
<td>93.6</td>
<td>61.8</td>
<td>83.3</td>
<td>90.9</td>
<td>87.6</td>
<td>94.6</td>
<td>87.6</td>
<td>87.5</td>
</tr>
<tr>
<td>ADA-EMKL</td>
<td>85.9</td>
<td>89.6</td>
<td>93.0</td>
<td>92.3</td>
<td>95.1</td>
<td>82.1</td>
<td>91.5</td>
<td>92.4</td>
<td>88.1</td>
<td>86.1</td>
<td>83.5</td>
<td>89.0</td>
</tr>
</tbody>
</table>

two base kernels) is much larger than those two on each side (the two base kernels themselves) in Figure 5.8(b). This means that the non-linear relationship dominates the relation among the two base kernels. As the weights depend on training set and we have only one training set in our experiments, the weights for the left two experiments are the same as illustrated in Figure 5.8.

5.4.5 Results on Gait Sequences Carrying a Bag

Figure 5.9: Illustration of confusion matrices (%) of the results in Table 5.4. Only the values greater than 1 are shown in the figure.

In the second experiment, we used gait sequences carrying a bag as the testing
Table 5.5: Experimental results (%) of Exp. 3 with test samples from walking sequences wearing a coat.

<table>
<thead>
<tr>
<th>Method</th>
<th>0°</th>
<th>18°</th>
<th>36°</th>
<th>54°</th>
<th>72°</th>
<th>90°</th>
<th>108°</th>
<th>126°</th>
<th>144°</th>
<th>162°</th>
<th>180°</th>
<th>Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>GEI</td>
<td>81.1</td>
<td>93.8</td>
<td>79.4</td>
<td>84.0</td>
<td>73.3</td>
<td>45.1</td>
<td>67.0</td>
<td>69.8</td>
<td>89.3</td>
<td>78.7</td>
<td>75.4</td>
<td>76.1</td>
</tr>
<tr>
<td>IGEI</td>
<td>71.4</td>
<td>92.7</td>
<td>73.9</td>
<td>91.3</td>
<td>78.8</td>
<td>83.0</td>
<td>90.4</td>
<td>74.4</td>
<td>86.0</td>
<td>92.6</td>
<td>80.7</td>
<td>83.2</td>
</tr>
<tr>
<td>ADA-G</td>
<td>92.9</td>
<td>94.0</td>
<td>89.8</td>
<td>88.8</td>
<td>85.1</td>
<td>64.0</td>
<td>80.8</td>
<td>85.4</td>
<td>94.7</td>
<td>90.3</td>
<td>93.6</td>
<td>87.2</td>
</tr>
<tr>
<td>ADA-I</td>
<td>75.3</td>
<td>90.3</td>
<td>92.7</td>
<td>94.5</td>
<td>92.8</td>
<td>88.1</td>
<td>92.3</td>
<td>93.9</td>
<td>92.4</td>
<td>88.1</td>
<td>88.2</td>
<td>89.9</td>
</tr>
<tr>
<td>KDA-G</td>
<td>93.0</td>
<td>94.0</td>
<td>92.3</td>
<td>87.0</td>
<td>90.2</td>
<td>71.2</td>
<td>86.4</td>
<td>87.6</td>
<td>91.6</td>
<td>89.2</td>
<td>95.9</td>
<td>88.9</td>
</tr>
<tr>
<td>KDA-I</td>
<td>78.1</td>
<td>90.6</td>
<td>89.7</td>
<td>93.6</td>
<td>89.7</td>
<td>88.5</td>
<td>89.5</td>
<td>93.1</td>
<td>93.6</td>
<td>89.7</td>
<td>92.1</td>
<td>89.8</td>
</tr>
<tr>
<td>KDA-Con.</td>
<td>84.1</td>
<td>92.8</td>
<td>90.2</td>
<td>91.7</td>
<td>88.6</td>
<td>80.3</td>
<td>90.0</td>
<td>90.9</td>
<td>91.1</td>
<td>91.4</td>
<td>94.8</td>
<td>89.6</td>
</tr>
<tr>
<td>KDA-Avg.</td>
<td>83.8</td>
<td>92.8</td>
<td>90.4</td>
<td>91.3</td>
<td>89.4</td>
<td>83.3</td>
<td>89.5</td>
<td>91.1</td>
<td>92.5</td>
<td>91.1</td>
<td>94.1</td>
<td>89.6</td>
</tr>
<tr>
<td>MKL</td>
<td>91.9</td>
<td>93.3</td>
<td>91.3</td>
<td>89.2</td>
<td>90.3</td>
<td>73.7</td>
<td>87.1</td>
<td>89.3</td>
<td>92.5</td>
<td>90.9</td>
<td>95.0</td>
<td>89.5</td>
</tr>
<tr>
<td>ADA-MKL</td>
<td>94.6</td>
<td>96.8</td>
<td>88.2</td>
<td>88.7</td>
<td>91.9</td>
<td>81.7</td>
<td>85.5</td>
<td>83.3</td>
<td>95.2</td>
<td>90.9</td>
<td>92.5</td>
<td>89.9</td>
</tr>
<tr>
<td>ADA-EMKL</td>
<td>94.1</td>
<td>98.9</td>
<td>90.3</td>
<td>92.4</td>
<td>93.6</td>
<td>83.9</td>
<td>86.5</td>
<td>87.0</td>
<td>95.1</td>
<td>91.9</td>
<td>95.9</td>
<td>91.7</td>
</tr>
</tbody>
</table>

sequences. Similarly, the recognition rates and the selected confusion matrices are shown in Table 5.4 and Figure 5.9 separately. We can conclude from these results that, firstly, the carrying condition can degrade the view recognition results by nearly 10% for all methods compared with those in normal walking condition; secondly, IGEI feature is more sensitive to carrying condition than GEI because the carried bag changes the symmetry of gait appearance greatly. Moreover, the effects on profile views (near 90°) is obvious especially for GEI and this can also be easily seen from Figure 5.2(c); thirdly, simple fusion methods (KDA-Con. and KDA-Avg.) can only balance the results but can not outperform the better one before fusion; lastly, MKL could better handle the multiple feature fusion problem and could achieve the results nearly to the best one before fusion. In addition, our proposed ADA-EMKL performs the best, with the average recognition rate enhanced by nearly 2% compared to MKL.

5.4.6 Results on Gait Sequences Wearing a Coat

In the third experiment, gait sequences wearing a coat were used as testing samples and the results are shown in Table 5.5 and Figure 5.10 separately. Wearing a coat would also degrade the recognition results, however, IGEI is less sensitive to this variation than GEI, especially for view 90°, the recognition rate using GEI is even
less than 50%. Results in Figure 5.10(a) also show that the confusion caused by the wearing condition variation around view 90° is very obvious. We can also clearly see from Figure 5.2(e) that the coat covers the shape of the upper body. Learning based methods can enhance the recognition results significantly, yet the recognition rate for view 90° is still very low and only fusion of multiple features can enhance it. Our proposed method ADA-EMKL can achieve the best performance again which further demonstrates the necessary of exploring the non-linearity as well as adaptive pairwise correlation among training data samples.

5.4.7 Application of View Recognition from Human Gait Sequences

The most potential application of the proposed ADA-EMKL algorithm should be in a fully automatic view-invariant gait recognition system, in which the view angle of each testing gait sequence is first estimated and then view-invariant gait recognition (which usually assumes the view of the test sequence is known before hand) is conducted.

We show in Figure 5.11 the performance of such a system as mentioned above. The experiments were conducted on CASIA-B database, we randomly selected 24 subjects...
Figure 5.11: Performance of a fully automatic view-invariant gait recognition system with the gallery view from 90°.

whose normal walking sequences from the 11 views are used as the training set. The gallery set consisted of 4 normal walking sequences of other 100 subjects from view 90° and the probe set had other 2 normal walking sequences from all the 11 views. The view-invariant gait recognition method we have adopted was our previous work in Chapter 4. Given a sample from the probe set, we first estimated its view based on the proposed ADA-EMKL, then with the estimated view, we obtained its identity through the approach proposed in Chapter 4. In the experiments, two different view estimation methods were chosen for comparison. From the performance we can see that the recognition rates with view information (either known or estimated) are much higher than those of the baseline algorithm (unknown view), especially for large view variations. Moreover, the performance with estimated views by proposed ADA-EMKL are better than that with estimated views by ADA, which indicates that large view estimation error can affect the subsequent view-invariant gait identification step and the efforts that can improve the view recognition accuracy is necessary for the development of a fully automatic view-invariant gait recognition system.
5.4.8 Summary

We summarize our findings here based on the experimental studies shown above:

(1) High order kernels can better model the non-linear relationship among different feature spaces.

(2) The proposed penalty function based on pairwise data correlation is reasonable because confusions mainly exist among neighboring views.

(3) Different feature descriptors have different sensitivity to walking condition variations and the appropriate combination would achieve a good balance in performance.

(4) The proposed algorithm has potential applications in automatic view-invariant gait recognition systems. Our effort attempting to enhance the view recognition accuracy is necessary because the view information is important for the subsequent identification step.

5.5 Conclusion

In this chapter, we have investigated the problem of view recognition from human gait sequences in videos. Gait analysis can play an important role in video surveillance system because gait is likely the most effective biometric that can be observed at a distance and without contact. However, existing motion-based gait recognition approaches usually assume that the walking direction of the testing gait sequence is known before recognition which in fact does not always hold in many real applications. Therefore, how to automatically recognize the view angle of a walking sequence becomes an important research problem. Moreover, with the success on view recognition, the fully automatic view-invariant gait recognition system could also be realized.
Inspired by the fact that multiple feature representations can usually characterize the data from different aspects and thus outperform a single feature descriptor in visual recognition, we propose to apply two important gait features for representation and fuse them by a new subspace learning method, ADA-EMKL. Moreover, to better exploit the structure between the two feature spaces, we also propose to generate high order kernels to model the non-linear relationship. In addition, pairwise data correlation is also applied to impose penalty on samples that could be easily misclassified. Experimental results on popular multi-view gait database taken under different walking conditions demonstrate the effectiveness as well as the robustness of the proposed approach.
Chapter 6

Gait Recognition Across Multiple Varying Walking Conditions

In previous chapters, we have addressed the problems of gait recognition under different walking condition variations separately, such as view variation, carrying or clothing variation. However, it frequently occurs in real applications that these variations may come into play simultaneously. To the best of our knowledge, little previous work has addressed the problem of gait recognition under multiple walking condition variations. Moreover, the existing solutions that aim to solve certain walking condition variation are not suitable for this problem because they mostly attend to one variation without the others. In this chapter, we will address this problem with a novel solution which can greatly enhance the recognition performance under multiple walking condition variations.

6.1 Introduction

In early years of gait recognition research, there was a common belief that the side view of gait provides the richest information of the waking subject [12]. As a result, most of the researchers limited their efforts only to the study on side-view based gait recognition. However, there has been experimental study in [125] which shows the
gait recognition performance from the frontal-parallel view is better than that from the side view. This suggests that the appearances of gait from different views can contain different discriminative information for recognition. Apparently, the recognition results can be improved if we appropriately combine the discriminative information from some additional views. In this chapter, we will address the problem of gait recognition across varying walking conditions through gait sequences from multiple views.

Till now, many researchers have addressed the gait recognition problem based on multiple views and proposed several solutions [11, 70, 126, 127]. Generally speaking, these methods can be divided into two kinds: model-based [70, 126] and image-based [11, 127, 164]. For model-based methods, a three-dimensional (3D) model or visual hull of the walking body was usually generated for recognition. In experimental research, the 3D methods indeed achieved good recognition results and had tolerance on certain intra-subject variations of views and walking conditions. However, they were complex in computation and time-consuming, and hence they were not appropriate for real applications. For image-based methods, data from different view angles were treated separately and the similarity or recognition results were obtained from each view through some view-dependent image-based approaches. Subsequently, some fusion strategies were applied to combine the results from multiple views. This kind of method was simple but it was view-dependent and sensitive to intra-subject variations. Therefore, they were not applicable to deal with walking condition variations.

A person’s gait varies under different walking conditions, and such variations affect gait recognition. Researchers have studied gait recognition across many variations, including view variation [74, 79], clothing and carrying variation [87, 91, 109], walking speed variation [55, 82], and so on. However, the efforts usually focused on one variation at a time and thus the resulting methods were not directly applicable to
general cases where many variations may coexist. Moreover, it was necessary for these methods to know the specific view angles which can be hard to obtain in practical situations. In view of such limitations, a simple algorithm adaptive to different kinds of variations is in great demand to facilitate the gait recognition research in practical applications.

In this chapter, we propose a Multiview Subspace Representation (MSR) method to achieve this goal. Given gait data collected from different views of the same subject, MSR treats them as a feature set and uses the underlying subspace basis to represent the whole feature set. Although several approaches have been proposed for set-based representation [133, 153, 179, 180], the subspace-based representation is simple and robust to outliers. Due to the fact that linear subspaces characterize the data variance among the feature set, such representation would tolerate certain intra-subject variations. Moreover, it belongs to image-based approach and is simpler to compute than model-based methods. After applying MSR to the training data, the similarity between two subjects becomes the distance between two subspaces. In fact, it is a single-set based subspace similarity measure problem because we have only one set for each subject (class).

Measuring the distances between subspaces is not new in computer vision. A commonly used concept for such measurements is canonical correlations [171, 181], which has been shown to be effective and robust. The canonical correlations are obtained by rotating the subspaces so that they achieve the maximum correlation. Given the canonical correlations, several approaches [128, 130] used the canonical correlations or the corresponding canonical vectors for similarity measure directly. However, these approaches did not incorporate the discriminative learning [110, 182], which could improve classification performance. In contrast, the Constrained Mutual Subspace Method [183, 184] learned a new subspace in which the entire class exhibited
small variance. In [129], the authors proposed to learn a projection matrix so that the projected subspaces observed maximum between-class scatter as well as minimum within-class scatter. Although they achieved improvement in classification accuracy, they required each class to have more than one set which was not applicable when the number of samples in the training dataset was very limited.

To mitigate this problem, we develop a learning-based algorithm, Marginal Canonical Correlation Analysis (MCCA), to enhance the classification accuracy of these subspaces, each of which represents for a whole class. It is easy to imagine that misclassification mainly exists in subspaces that are very similar to each other; hence, MCCA attempts to find such a new subspace in which the distances between the neighboring subspaces are maximized. Such neighborhood-based discriminative learning has already been shown to be effective for vector-based classification [185, 186, 187, 188].

Compared with the existing methods, our proposed framework has the following four advantages:

- It belongs to image-based methods which makes it computationally inexpensive and suitable for practical applications.
- It takes into account the relationship between different views and avoids the error-prone view estimation step.
- It is tolerant to intra-subject variations between test and training samples as well as missing data.
- It robustly measures the similarity even with limited number of training samples of each subject.

The rest of the chapter is organized as follows. Firstly, we provide a detailed description of the proposed MSR. Secondly, we illustrate the learning based algorithm, MCCA. Finally, we discuss the experimental results and conclude the chapter.
Figure 6.1: Flowchart of the proposed approach MSR. The leftmost figures are the gait features ordered by view.

6.2 Proposed Approach

Our main contribution in this chapter is to propose a framework for set-to-set gait recognition based on multiview samples. The flow chart of the framework is shown in Figure 6.1. Two steps dominate this framework: Multiview Subspace Representation (MSR) and Marginal Canonical Correlation Analysis (MCCA). Given certain feature representations of original gait sequences (shown in upper left of Figure 6.1), MSR mixes all the samples from different views of the same class together and extracts the basis of the underlying linear subspace for representation. To better exploit discriminative information from these subspaces, MCCA learns a projection matrix $W$ to transform these basis to a new subspace in which the neighborhood canonical correlations are maximized. At last, having the projections of both the test subspace and all the training subspaces, we define the largest canonical correlation as the distance
between subspaces and apply the nearest neighbor (NN) classifier for identification. Experimental results also demonstrate that the proposed methods are robust to different kinds of intra-subject variations. In the following sections, we will explain each of these steps in detail.

### 6.2.1 Feature Representation

Given a human walking video, we extract the silhouette from each frame using the method proposed in [12]. We then apply size normalization and horizontal alignment to each extracted silhouette image. After obtaining the aligned silhouette, we use the simple and effective feature, Gait Energy Image (GEI) [29], to represent each sequence as:

$$G(x, y) = \frac{1}{n} \sum_{t=1}^{n} B(x, y, t)$$

where \(n\) is the number of frames in the gait sequence, \(x\) and \(y\) are the image coordinates, and \(t\) is the frame number in the gait sequence.

We show in Figure 4.3 the GEI feature under different views. Obviously, the appearance changes greatly with view variation. Thus, it is easy to imagine that data from different views should contain different discriminative information for recognition. This is also the reason why recognition performance can be improved by multiview data.

### 6.2.2 Multiview Subspace Representation (MSR)

Given all the GEIs of the same subject, we mix them to form a feature matrix denoted as \(I(\in \mathbb{R}^{d \times N}) = [x_{\theta_1}^1, x_{\theta_2}^2, ..., x_{\theta_1}^{n_{\theta_1}}, x_{\theta_2}^{n_{\theta_2}}, ..., x_{\theta_k}^{n_{\theta_k}}]\), where \(x(\in \mathbb{R}^{d \times 1})\) represents the GEI vector and \(k\) denotes the number of views available, \(n_{\theta_k}\) denotes the total number of GEI in view \(\theta_k\) and \(N(= n_{\theta_1} + n_{\theta_2} + ... + n_{\theta_k})\) is the total number of all samples available.

Set-based representations, especially linear subspace representations, tolerate certain
intra-subject variations. Therefore, we apply the corresponding subspace basis to represent the feature set. In fact, the sample $x$ can be arranged at random order inside the feature matrix $I$ as the subspace only takes into account the variance between samples.

To obtain the subspace basis, we apply SVD on $I$ as follows:

$$I = U\Lambda V^T \quad (\text{Eq. 6.2})$$

Each column of $U$ is a basis of the feature subspace and $\Lambda = \text{diag}(\lambda_1, \lambda_2, ..., \lambda_N)$ is the diagonal matrix of singular values. As in many cases the obtained matrix $U$ is not full rank ($N \ll d$), we only choose the first $k_1$ basis for representation. That is, we use $S = [u_1, u_2, ..., u_{k_1}]$ to represent the feature subspace of $I$.

The subspace representation has been used in face recognition to solve intra-subject variations such as pose and illumination [129, 130], which is relatively close to the multiview gait recognition problem in this study. We illustrate in Figure 6.2(a) the original samples represented by GEI which contains intra-subject variations, such as view variation, carrying a bag and wearing a coat. All these variances affect the gait appearance significantly. For carrying and clothing variations, the influence on side views are more prominent than those on other views. We calculated the subspace representation under different walking conditions (row) based on MSR and the first six leading principle components are shown in Figure 6.2(b). Generally, the differences among MSR is much smaller than those among GEI, especially for the first few components. Moreover, we can also see from Figure 6.2(b) that the similarity among components in the same column becomes decreasing with the increase of the number of principle components chosen. Therefore, the optimal matching result should depend on the dimension of the subspace. We will further discuss such influence in the experimental part.
Figure 6.2: Comparison of original representation and subspace representation. (a) Original samples from 11 different views and 3 different walking conditions (normal (upper row), carrying a bag (middle row) and wearing a coat (bottom row)) represented by GEI. (b) The corresponding first six principle components computed from Eq. 6.2.
6.2.3 Marginal Canonical Correlation Analysis (MCCA)

In some real applications, it usually happens that very limited samples are obtained for training, especially for the research on gait because gait is a spatial-temporal signal and a large number of samples will cause problem not only in data storage but also in later processing. Therefore, we treat the limited number of samples available for the same subject as a single feature set and generate only one set per subject for set-based analysis. However, existing discriminative learning over linear subspaces often assume that each class has multiple sets for learning which is clearly not suitable for our task in this chapter. Hence, we propose a marginal canonical correlation analysis algorithm for single-set based discriminative learning. It aims at finding a new subspace in which the distances between the originally neighboring subspaces are maximized.

Mathematically, given the linear subspace representation of the training sets \( S = [S_1, S_2, ..., S_C] \), MCCA learns the projection matrix \( W \) according to the following optimization criterion:

\[
W = \arg \max_W \sum_{i=1}^{C} \sum_{j \in N_i(k)} d(W^T S_i, W^T S_j) \quad (Eq. 6.3)
\]

where \( N_i(k) \) is the set of \( k \)-nearest neighbor of subspace \( S_i \) and \( C \) is the total number of classes in the training set. Clearly, we need to calculate the distances \( d(W^T S_i, W^T S_j) \) in Eq. 6.3 before optimizing \( W \). As we have reviewed previously, the concept of canonical correlations is usually used to calculate the distance between linear subspaces. However, the canonical correlations are only defined for orthonormal matrices. Although the subspace representation \( S \) is orthonormal (obtained through SVD), the projection \( W^T S \) may not be orthonormal. Therefore, we need to normalize \( W^T S \) first, which could be done by QR-decomposition as follows:

\[
W^T S_i = Q_i R_i \quad (Eq. 6.4)
\]
According to the property of QR-decomposition, if we denote $S_i' = S_iR_i^{-1}$, the result $W^T S_i'$ should be orthonormal. After normalization, the similarity between $W^T S_i$ and $W^T S_j$ can be measured by canonical correlations, which are calculated by applying SVD as follows [189]:

$$S_i'^T WW^T S_j' = P_{ij} \Lambda P_{ji}$$  \hspace{1cm} (Eq. 6.5)

where $\Lambda = \text{diag}(\lambda_1, \lambda_2, ..., \lambda_N)$ is the singular value matrix, which is also known as canonical correlations, and $P_{ij}, P_{ji}$ are orthogonal rotation matrices. The larger the canonical correlations are, the more similar the projections of the linear subspaces.

Thus, we define the distance $d(W^T S_i, W^T S_j)$ as follows:

$$d(W^T S_i, W^T S_j) = d(W^T S_i', W^T S_j') = N - \sum_{i=1}^{N} \lambda_i = N - \text{tr}(P_{ij}^T S_i'^T WW^T S_j' P_{ji})$$  \hspace{1cm} (Eq. 6.6)

Substituting Eq. 6.6 into Eq. 6.3, the optimization problem becomes:

$$W = \arg \max_W \sum_{i=1}^{C} \sum_{j \in N_i(k)} (N - \text{tr}(P_{ij}^T S_i'^T WW^T S_j' P_{ji}))$$  \hspace{1cm} (Eq. 6.7)

Let $A = W^T S'_i P_{ij}$, $B = W^T S'_j P_{ji}$. It is noted that both $A$ and $B$ are orthonormal matrices. Therefore, it is easy to deduce the following result:

$$A^T B = I - \frac{1}{2} (A - B)^T (A - B),$$  \hspace{1cm} (Eq. 6.8)

According to Eq. 6.8, the optimization problem in Eq. 6.7 can be generalized as follows:

$$W = \arg \max_W \text{tr}(W^T \Phi_b W)$$  \hspace{1cm} (Eq. 6.9)

where

$$\Phi_b = \sum_{i=1}^{C} \sum_{j \in N_i(k)} (S_j'^T P_{ji} - S_i'^T P_{ij})(S_j'^T P_{ji} - S_i'^T P_{ij})^T$$  \hspace{1cm} (Eq. 6.10)
It is noted that the solution $W_{opt}$ should be the eigenvector of $\Phi_b$. Also noted that the optimization process of $W$ needs the value of $W$ itself because of Eq. 6.5, and meanwhile, the other variables are not explicitly represented by $W$. Hence, it is hard to find a closed form solution for Eq. 6.9 and an iterative learning framework is adopted here. In fact, the solution converges quickly in the experiments with the initial value of $W$ equals to identity matrix [129].

6.2.4 Classification

For each training subject $i (i = 1, 2, ..., C)$ in the database, we mix the data samples available as a feature set $I_i^G$ and obtain the corresponding subspace representation $S_i^G$ as previously illustrated. Then we apply the proposed MCCA to learn the projection matrix $W$. Given the test samples of a subject, we denote its feature set as $I^P$ and the corresponding subspace representation as $S^P$. Here, we propose a new distance definition which is different from what have been mentioned in Eq. 6.6:

$$d(I^P, I_i^G) = d(W^T S_i^P, W^T S_i^G) = k_2 \sum_{j=1}^{k_2} \lambda_j$$

(Eq. 6.11)

where $S_i^P$ and $S_i^G$ are calculated based on Eq. 6.5, $\lambda_j$ is the $j$th largest singular value obtained by applying SVD on $(S_i^P)^T \mathbf{W} \mathbf{W}^T S_i^G$. As we have illustrated in Figure 6.2, not all the principle components are useful for classification due to intra-subject variations. Similarly, not all canonical correlations will contribute to the identification. Therefore, only the first $k_2$ largest ones are used. We will further discuss the influence of value $k_2$ on the recognition results in the experimental part.

After obtaining the distances between the test subject and all the training subjects, the nearest neighbor classifier is applied for identity assignment:

$$c = \arg \min_i d(I^P, I_i^G), \quad (i = 1, 2, ..., C)$$

(Eq. 6.12)
6.3 Experimental Results

6.3.1 Databases

We conducted experiments on two popular multiview gait databases which contained several walking condition variations: CASIA-B database [17] and Motion of Body (MoBo) database [13] from the Carnegie Mellon University (CMU). In the CASIA-B database, each subject had 10 sequences, containing 6 normal walking, 2 carrying a bag and 2 wearing a coat. We numbered the cameras as 1 to 11 from left to right, see Figure 6.3. While for the CMU MoBo database, each subject was recorded performing four kinds of activities, i.e., fast walk, slow walk, carrying a basketball, walking on a cline surface.

6.3.2 Experiments and Results

We conducted five experiments. Firstly, we set the optimal value for free parameters empirically; then, we performed regular multiview gait recognition and compared the results of the proposed framework with that of alternative methods. We also conducted experiments to show the tolerance of the proposed framework on view variation, walking condition variation and missing data separately.

6.3.2.1 Parameter Optimization

There are two free parameters in the proposed methods, one is the feature dimension \( k_1 \) of the linear subspace representation in MSR and the other is the number of canonical correlations \( k_2 \) used for classification. In this part, we illustrate their influence on the final recognition results respectively with the other factor fixed.

We conducted the experiments on normal walking sequences. Training views were from cameras 2, 4, 6, 8, 10, and testing views were from cameras 1, 3, 5, 7, 9. In similarity measure, all the canonical correlations were used. The recognition results
Figure 6.3: Illustration of data capturing and sample frames captured by each camera.

with different feature dimensions are shown in Figure 6.4(a). From the figure we can see that the optimal results show at multiple values, and in our later experiments, we fixed the linear subspace dimension to one of these optimal values, that is, $k_1 = 13$.

Given the optimal feature dimension, we examined the optimal number of canonical correlations for similarity measure and the results are shown in Figure 6.4(b). From the results we can see that the recognition rate degrades with the increase of the number of canonical correlations considered. This is easy to imagine because intra-subject variations mainly reflect in the subordinate dimensions, see Figure 6.4(b). Therefore, in our later experiments, only the first canonical correlations are considered for similarity measure.

### 6.3.2.2 Multiview Gait Recognition

In this experiment, the test view angles were all the same with the corresponding training view angles. We used 3 out of 6 normal sequences from each of the available views as indicated in Table 1 for training and the left 3 for testing.

The recognition results are shown in Table 6.1. For feature fusion (F-fusion), we concatenated the feature vector in each view of the same subject to form a long vector
Figure 6.4: Experimental results to show the influence of the free parameters on the final recognition results. (a) Feature dimension of linear subspaces ($k_1$). (b) Number of canonical correlations for similarity measure ($k_2$).

Table 6.1: First rank recognition rates of different methods under conventional multiple view gait recognition. The available views are as indicated in the first column of each row, for which the number represents the camera in Figure 6.3.

<table>
<thead>
<tr>
<th>Views</th>
<th>F-fusion</th>
<th>S-fusion</th>
<th>MSR+WSD</th>
<th>MSR+MCCA</th>
</tr>
</thead>
<tbody>
<tr>
<td>2,6,9</td>
<td>0.992</td>
<td>0.968</td>
<td>0.984</td>
<td>0.992</td>
</tr>
<tr>
<td>2,6,9,11</td>
<td>0.992</td>
<td>0.984</td>
<td>0.984</td>
<td>1</td>
</tr>
<tr>
<td>2,4,6,9,11</td>
<td>1</td>
<td>1</td>
<td>0.992</td>
<td>1</td>
</tr>
</tbody>
</table>

for recognition. For score fusion (S-fusion), we chose the product rule as in [132]. We also chose different number of view angles for experiments, and the results are shown in each row of Table 6.1. From the results we can conclude that all these methods achieve very good recognition results (above 98% for first rank) on this database, and the proposed MSR+MCCA achieves the best results which suggests that it can competent for conventional multiview gait recognition tasks. Moreover, the performance is better for data when more views are available. This shows that different views contain different discriminative information.
6.3.2.3 Tolerance of MSR on view variation

Only CASIA-B database was used in this experiment because it had gait sequences collected from 11 different view angles. Figure 6.5 is shown here to further illustrate the view variation problem in a multi-camera system. As shown in the figure, the CASIA-B database was captured by placing 11 cameras on the same side of the walking subject and the view angle between the nearest two cameras was $18^\circ$. To simulate view variation, we assume that the sequences captured by cameras that are symmetry with the original point ($O$ in Figure 6.5) are left-right symmetry. Suppose in the experiments, we choose sequences from camera 1, 3, 5, 7, 9 as testing sequences. Consequently, if the walking direction changes $36^\circ$ (angle between the two nearest testing views) counter-clockwise (dash line in Figure 6.5 with label “+1”) with respect to the original walking condition (solid line in Figure 6.5), then the sequences captured by camera 1 now are equal to the sequences captured by camera 3 in the database. Similarly for other cameras except for camera 9 which needs another step (left-right reverse) to make its captured sequences the same with those from camera 1 in the database. This implies that the testing sequence order is 3, 5, 7, 9, 1 now which is just like a cycle shift among the chosen cameras. The case when walking direction changes $72^\circ$ (“+2”) is the same way as above.

The chosen training views and testing views are as indicated in Table 6.2. We can see that the testing views are totally different from the training views and this can be regarded as the walking direction changes by $18^\circ$ in a multi-camera system shown in Figure 6.5. Besides, we also arrange the testing views in different order, where “+1” means shifting by 1 and “+2” means shifting by 2 (as explained above), to indicate different amount of view variations. For both training set and testing set, all the 6 sequences of each view were used in the experiments.
As we have mentioned previously, both the data order and view correspondence have no effect on proposed method MSR. Therefore, we obtain only one significant result which is shown in Table 6.2. However, the alternative fusion method fails when the view or order of data is not available. See in Table 6.2, the first rank recognition rate of score fusion method significantly drops by 10% when the view variation is 18°. And if we do not know the specific views (order) of the testing views, the results are even worse: the first rank recognition rate further drops by 34% when we shift the order of testing view angles by 1 and it becomes only 23% when we shift the order further.

### 6.3.2.4 Tolerance of MSR on multiple walking condition variations

Both CASIA-B database and CMU MoBo database were used here to show the tolerance of MSR for different walking conditions: carrying a bag in Figure 6.6(a), wearing a coat in Figure 6.6(b), and walking speed in Table 6.3. For CASIA-B database, samples from normal walking sequences formed the training set and samples from different
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Table 6.2: Cumulative recognition rates of different methods under view variation. Training views are from camera 2,4,6,8,10 and testing views are from 1,3,5,7,9 with different orders.

<table>
<thead>
<tr>
<th>Rank</th>
<th>1</th>
<th>5</th>
<th>10</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSR</td>
<td>0.98</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>[132]-product</td>
<td>0.88</td>
<td>0.97</td>
<td>0.99</td>
<td>1</td>
</tr>
<tr>
<td>[132]-product,+1</td>
<td>0.64</td>
<td>0.71</td>
<td>0.79</td>
<td>0.87</td>
</tr>
<tr>
<td>[132]-product,+2</td>
<td>0.23</td>
<td>0.28</td>
<td>0.36</td>
<td>0.45</td>
</tr>
</tbody>
</table>

Figure 6.6: Experimental results to show MSR’s tolerance on different walking condition variations. Both training views and testing views are from camera 2,4,6,8,10. (a) Carrying a bag. (b) Wearing a coat.

walking conditions formed the testing set. For CMU MoBo database, we used fast walking samples as training set and the corresponding slow walking samples as testing set.

Experimental results in Figure 6.6 show that the proposed MSR method outperforms alternative methods by 5% and 15% in first rank recognition rate for conditions of carrying a bag and wearing a coat, respectively. Compared with the condition of carrying a bag, the condition of wearing a coat can affect gait seriously because its first rank recognition rate drops by 35%. Moreover, the proposed MCCA performs better than WSD by more than 5% in both cases for first rank recognition rate, which demonstrates that the discriminative learning over linear subspaces also can enhance
Table 6.3: Experimental results on CMU MoBo database.

<table>
<thead>
<tr>
<th>Rank</th>
<th>1</th>
<th>5</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSR</td>
<td>0.76</td>
<td>0.92</td>
<td>1</td>
</tr>
<tr>
<td>[127]</td>
<td>0.72</td>
<td>0.84</td>
<td>0.92</td>
</tr>
</tbody>
</table>

Figure 6.7: Experimental results to show MSR’s tolerance on both view variation and walking condition variation. Training views are from camera 2,4,6,8,10; testing views are from camera 1,3,5,7,9. (a) Carrying a bag. (b) Wearing a coat.

the classification results. Besides, the silhouette quality of the CMU MoBo database is very poor because there exists some preprocessing noises. However, our proposed MSR still achieves better performance than the alternative method which suggests that the subspace based representation is also robust to noise.

We also examined the performance under multiple intra-subject variations from both view and walking conditions. Experimental settings and corresponding results are shown in Figure 6.7. Compared with the results shown in Figure 6.6, we can conclude that multiple intra-subject variations degrade the performance of all methods. However, our proposed MSR still achieves better recognition results than the fusion methods by 10%, which shows that subspace representation can handle multiple intra-subject variations more effectively. Moreover, results from MCCA are also superior than those from WSD.
Table 6.4: First rank recognition rate of the proposed framework with missing data. Training views are from cameras 2, 4, 6, 8, 10 and testing views are from cameras as indicated in the table.

<table>
<thead>
<tr>
<th>Views</th>
<th>4.6</th>
<th>3.7</th>
<th>5.7,9</th>
<th>3.7,11</th>
<th>3.5,7,9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rates</td>
<td>1</td>
<td>1</td>
<td>0.95</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

6.3.2.5 Tolerance of MSR on missing data

In real applications, it is uncommon that one or some of the cameras in the multi-camera system may malfunction or there are occlusions from some viewing angles. In such cases, the number of testing view angles is less than that of the training view angles. As we have mentioned before, this would fail most of the conventional methods because they need to know the testing and training view correspondence. However, for our proposed representation method MSR, it has great tolerance on missing data. Along with the proposed learning-based algorithm MCCA which exploits more discriminative information for classification, the proposed framework is demonstrated (see Table 6.4) to be more effective under such condition compared with the results using WSD.

6.3.2.6 Tolerance of MSR on segmental gait cycle

Experiments in this section were conducted on CASIA-B database and only gait sequences from view angle 90° were used. Among the 6 normal walking sequences from each subject, 4 were chosen for training and the remaining 2 for testing. And for each training sequence, we extracted a complete cycle to learn the corresponding subspace. While for the testing sequences, we extracted different parts from the complete cycle for recognition. Because the recognition difficulty using different parts of a cycle were different, we conducted each experiment 15 times with different starting frames and regarded the mean as the final result. The period of gait was obtained through the algorithm presented in Chapter 3.
Table 6.5: Performance of methods using different lengths of a gait cycle.

<table>
<thead>
<tr>
<th>Method</th>
<th>1 cycle</th>
<th>$\frac{2}{3}$ cycle</th>
<th>$\frac{1}{2}$ cycle</th>
<th>$\frac{1}{3}$ cycle</th>
<th>$\frac{1}{8}$ cycle</th>
</tr>
</thead>
<tbody>
<tr>
<td>GEI</td>
<td>97.18</td>
<td>96.47</td>
<td>94.2</td>
<td>76.26</td>
<td>50.62</td>
</tr>
<tr>
<td>DTW</td>
<td>89.52</td>
<td>85.19</td>
<td>82.17</td>
<td>69.86</td>
<td>63.6</td>
</tr>
<tr>
<td>KLD [134]</td>
<td>91.13</td>
<td>89.67</td>
<td>88.84</td>
<td>85.9</td>
<td>81.31</td>
</tr>
<tr>
<td>EMD [133]</td>
<td>96.37</td>
<td>96.21</td>
<td>93.85</td>
<td>89.3</td>
<td>82.09</td>
</tr>
<tr>
<td>MSR</td>
<td>95.56</td>
<td>95.16</td>
<td>94.76</td>
<td>91.53</td>
<td>85.9</td>
</tr>
</tbody>
</table>

Experimental results are shown in Table 6.5. Clearly, the conventional methods (GEI and DTW) fail when the gait sequence is less than half a cycle. However, the methods proposed for set-to-set matching (KLD, EMD and MSR) can still work, the recognition rates are over 80% even with $\frac{1}{8}$ gait cycles (3-5 frames). Nevertheless, MSR performs the best and much faster than the other two. This suggests that the subspace representation is more robust to missing data as it can “fill-in” the missing information.

It can be seen that the recognition rate can reach above 80% with only a few number of frames. As gait dynamic would reduce greatly in such situation, the results prove that the static shape information contained in the gait pose is also very discriminative for recognition. Besides, as gait is a symmetry movement especially in the profile view, the recognition results from conventional methods is also promising with at least $\frac{1}{2}$ gait cycles.

6.3.3 Discussions

From the results mentioned above, we conclude as follows:

(1) The proposed set-based subspace representation MSR achieves superior performance compared with conventional multiview gait recognition methods when the testing views are the same as the corresponding training views. Moreover, the proposed MSR not only can handle certain intra-subject variation, such as view
variation, walking with a coat or carrying a bag, but also can avoid the need of view estimation for each testing sample.

(2) The proposed learning-based method MCCA can enhance the classification accuracy among linear subspaces. It is suitable for single-set based classification tasks which also make the proposed framework applicable when limited training samples are available for learning.

(3) The proposed framework facilitates the applications of multiview gait recognition in practice. Suppose there is a surveillance system with multiple cameras, the MSR method can make it work even when the captured views are not the same with the registered views which usually happens, and can avoid the view estimation for each captured gait sequence. It can also handle some walking condition variations. Moreover, the proposed framework can still function well when some of the cameras break down or occlusions in some views occur.

6.4 Conclusions

In this chapter, we have proposed a framework for gait recognition with data from multiple views available. It contains two important steps: set-based feature representation MSR and single-set based discriminative learning MCCA. Different from conventional methods which treat each view separately, MSR collates all the samples from different views of the same subject and extracts the subspace bases for representation. Due to limited training samples in gait recognition, we generate only one subspace for each subject. Then, to better classify these linear subspaces, MCCA aims to learn a projection to differentiate the originally neighboring subspaces. At last, given the projections of both the training and testing subspaces, the largest canonical correlation is
defined as the distance metric and the nearest neighbor classifier is used for identification. Experimental results on the popular multiview gait databases have demonstrated that the proposed framework is not only superior than the existing methods in conventional recognition conditions but also effective in handling intra-subject variations and missing data. This makes it more suitable for practical applications.
Chapter 7

Conclusions and Future Work

7.1 Conclusions

The implementation of intelligent video surveillance system relies greatly on human gait analysis because gait appears to be the most appropriate biometric for this application. Although gait recognition from side view and under normal walking condition has been well studied, it is not applicable as it ignores some challenges that usually happen in real scenario, including view variation, walking condition variation and so on. In this thesis, we have investigated such challenges and proposed new solutions to address these problems. In the following sections, we summarize the work of this thesis in three parts: dynamic feature analysis in gait recognition, gait recognition across varying views, and gait recognition across varying walking conditions.

7.1.1 Dynamic Feature Analysis in Gait Recognition

In this thesis, the first challenge we have investigated is the problem of how to effectively extract useful features from a gait sequence so that the representation is robust under clothing or carrying condition variations. It is reported that effects from these variations can be alleviated by conducting dynamic analysis on gait appearance feature. Therefore, we propose two dynamic feature extraction schemes based on the popular and widely used gait feature descriptor GEI. Firstly, a spatial dynamic feature
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descriptor is proposed to select and weight the dynamic information by using feature selection mask and discriminative feature weight. Thus, the result feature records both within-class and between-class dynamic information. Then we propose a novel Spatial-Temporal Dynamic Gait Image (STDGI) which extracts spatial dynamic information by using the learned feature weight and temporal dynamic information through color interpolation. Experimental results on two popular gait databases demonstrate the effectiveness and robustness of the proposed dynamic features under varying clothing or carrying conditions.

7.1.2 Gait Recognition Across Varying Views

We have also addressed the view variation problem in gait recognition from two aspects: view-invariant gait recognition and view recognition of human gait sequences. How to deal with view variation is a challenging research problem in gait recognition because the appearance of gait under different views could be totally different. In this thesis, we address this problem and propose a novel Joint Subspace Learning (JSL) method to solve it. Inspired by the fact that if a three-dimensional (3-D) object can be well represented by a linear combination of a small number of prototypes from the same view, then the representation coefficients with the same prototypes remain fairly similar across different views, we propose to use these representation coefficients as view-invariant features for recognition. To obtain the coefficients, we first conduct joint learning using Canonical Correlation Analysis (CCA) and Principle Component Analysis (PCA) to obtain the prototypes of different views. Then we represent the samples in both the gallery set and probe set acquired from different views as a linear combination of these prototypes in the corresponding views and extract the coefficients for recognition. In addition, we also develop a new descriptor, called Radon-transform-based Energy Image (REI), and propose to divide it into patches to further enhance
the performance. Experimental results demonstrate that the proposed JSL method outperforms the existing methods in the literature.

Although progress has been made in gait recognition across varying views, it still has limitations for applications. The reason is that most of the proposed view-invariant gait recognition methods assume the views of the testing gait sequences are known before recognition. However, this assumption may not hold in many practical applications. In this thesis, we address the problem of view recognition of human gait sequences and propose an effective algorithm for it. Motivated by the fact that in the problem of view recognition, the intra-class variation may be diverse due to identity variation, we propose to use multiple descriptors to represent the gait sequences because multiple feature representations usually characterize the data more precisely from various aspects. To better combine these multiple gait descriptors, we also propose a new subspace learning algorithm, adaptive discriminant analysis with enhanced multiple kernel learning (ADA-EMKL) which extracts low-dimensional features for view recognition. In our proposed method, high order kernels are generated to model the non-linear relationship between base kernels. Moreover, pairwise data correlation is applied to impose penalty to sample pairs that can be easily mis-classified. Experimental results on a popular multi-view gait database taken under different walking conditions demonstrate the efficacy as well as the robustness of the proposed approach.

7.1.3 Gait Recognition Across Varying Walking Conditions

In addition to view variation, other walking condition variations, such as walking speed, wearing a coat and carrying objects, also affect the gait appearance greatly. Moreover, usually more than one variation would happen at the same time in real applications. In this thesis, we propose a new multi-view subspace-based representation (MSR) method which would handle multiple walking condition variations. By assuming that the gait data from different views of the same subject lie in a low-dimensional
Figure 7.1: The diagram of a fully automatic view-invariant gait recognition system.

linear subspace, we treat them as a feature set and apply Singular Value Decomposition (SVD) on it to calculate the underlying subspaces. Then, the corresponding subspace basis is used for representation of the feature set. Thus, the distances between subjects become the distances between subspaces. We also proposed a new learning based method, marginal canonical correlation analysis (MCCA) to calculate the similarity. In addition, we also apply the proposed MSR to represent a gait sequence by regarding its frames as a feature set, thus handling different types of missing data. Experimental results on different gait databases demonstrate that the proposed subspace-based representation has tolerance on intra-subject variations, such as view variation, walking condition variations as well as missing data.

7.2 Future Work

Based on the research in this thesis and the existing problems in human gait analysis, we have identified some potential directions for future research in this section.

7.2.1 Fully Automatic View-Invariant Gait Recognition System

Studies in this thesis have shown that the performance of view recognition from human gait sequences could reach as high as 90% even under walking condition variations and confusion mainly exists within neighboring views. Moreover, good performance could
also be achieved in view-invariant gait recognition if the view of the testing sequence is known. Based on these studies, one possible direction for future work would be to implement a fully automatic view-invariant gait recognition system. We illustrate in Figure 7.1 the corresponding diagram of the system which mainly contains two steps: view recognition and then gait recognition. To alleviate the effects caused by mis-recognized views, prior information is added according to the corresponding confusion matrix from the view recognition step. Taken one of the confusion matrices we illustrate in chapter 5 for example (see Figure 7.2), it is not difficult to see from the figure that if the view of a testing gait sequence is recognized as 90°, then its real view may be 72°, 90° or 108°, and the probability is 12.6%, 82.0%, 4.5% respectively. By incorporating such information in the gait recognition step, one could expect to achieve a moderate final recognition result and alleviate the errors from the view recognition step.

7.2.2 Soft Biometrics From Gait

In addition to identity, the gait signal also carries other information, such as gender, age and race, which are also referred to soft biometrics. The possibility that we can obtain these soft biometrics from gait sequences has been shown in [116, 117, 118, 119, 120]. This would definitely expand the application of gait analysis to other research areas such as automatic collection of customer information at shopping malls or detection of abnormal behavior from elderly people in a care center.

It is reported that certain gait components, such as hip, shoulder and hair, contribute more for gender classification. Therefore, a potential future work may be the application of the proposed dynamic feature extraction method to extract and weight these particular gait components. For age estimation, it is shown in [122, 123] that we can obtain the age information of a walking subject with a small error. The method
Figure 7.2: A sample confusion matrix from view recognition of human gait sequences.

used is multi-label based subspace learning. In this thesis, we have proposed several subspace based learning methods for identification which could also be extended to age estimation.

However, it is not difficult to imagine that these soft biometrics can affect each other. Previous studies only focus on recognition of one of these soft biometrics and classification of multiple soft biometrics at the same time has rarely been touched which could be a potential direction for future gait recognition research. To facilitate such study, a large-scale database containing 168 participants has already been built [121]. In addition to the large number of subjects, the database also contains 88 males and 80 females between 4 to 75 years old to increase the diversity of gender and age.
Moreover, the samples are collected from 25 viewing angles.

### 7.2.3 Generic Database in Gait Analysis

Existing gait databases usually focus on specific recognition problem and thus only consider a small number of variables (conditions) for data collection. However, in real life applications, the condition could be much more complex than what has been studied in previous research. Therefore, a general gait database is in great demand for comprehensive research in gait analysis, which is also a potential direction for future research.

To make the database more convenient for view invariant gait recognition research, one could design the settings for data collection as follows: with a single camera fixed in a certain place (away from the walking subject such that the largest range of views could be captured); the walking subject is asked to walk along a circular path in front of the camera. Theoretically, we could have training data from different views in the range of $[0^\circ, 360^\circ]$. However, only a small number of frames are likely available for each view. In fact, in our study of this thesis, we have shown that the recognition performance could be as high as 80% with only 3 to 5 frames available. Therefore, such settings are feasible and we need to develop new algorithms to further enhance the performance.

Moreover, to have sufficient different walking condition variations, each selected subject should walk several times in front of the camera with different walking speeds, wearing conditions, carrying conditions and their combinations. To ensure the diversity in the database, the chosen subjects should have as many different races, gender, ages as possible.
7.2.4 Pre-Processing of Gait Video

In some real-world applications, the background is usually more complicated than that in the empirical study. Hence, pre-processing errors as we have illustrated in Figure 2.3 couldn’t be avoided. Several studies have addressed this problem [93, 124] either through statistical modeling or techniques from other research areas such as image super-resolution. The study in this thesis has also shown that we can use subspace-based representation method to deal with certain kinds of missing data. However, all these efforts aim at alleviating the effects caused by the errors rather than removing them. Therefore, a potential future work could focus on how to reduce such errors in the pre-processing steps.
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