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Summary

According to Siddiqi et al. [45], “Part-based representations allow for recognition that is robust in the presence of occlusion, movement, deletion, or growth of portions of an object. In the task of forming high-level object-centered models from low-level image-based features, parts serve as an intermediate representation”. Shape decomposition is a fundamental problem in part-based shape representation. I propose the Minimum Near-Convex Decomposition (MNCD) to decompose arbitrary 2D and 3D shapes into the minimum number of “near-convex” parts. Visual naturalness is important for shape representation [36]. To improve the visual naturalness of the decomposition, two perception rules are considered and the shape decomposition is formulated as a combinatorial optimization problem by minimizing the number of non-intersection cuts. With the degree of near-convexity as a user specified parameter, my decomposition is robust to local distortions and shape deformations.

To justify the advantages of my shape decomposition, I show its superiority in the application of hand gesture recognition. The recently developed depth sensors, e.g., the Kinect sensor, have provided new opportunities for human-computer-interaction (HCI). Although great progress has been made by leveraging the Kinect sensor, e.g. in human body tracking and body gesture recognition, robust hand gesture recognition remains an open problem. Compared to the entire human body, the hand is a smaller object with more complex articulations and more easily affected by segmentation errors. It is thus a very challenging problem to recognize hand gestures. I aim at building a robust hand gesture recognition system from the shape feature, using the Kinect sensor. To handle the noisy hand shape obtained from the Kinect sensor, I propose a novel distance metric, called Finger-Earth Mover’s Distance (FEMD), to measure the dissimilarity between hand shapes. As it only matches fingers while not the whole hand shape, it can better distinguish hand gestures of slight differences. In order to accurately detect the fingers, the proposed near-convex shape decomposition method MNCD is employed.

Both theoretical analysis and experimental results show that my shape decomposition outperforms the state-of-the-art methods without introducing redundant parts. My decomposition is robust to shape
distortions and deformations, and it is applicable to 3D shapes. Meanwhile, extensive experiments with
the Kinect sensor [1] demonstrate that my hand gesture recognition system is accurate (93.9% mean
accuracy on a challenging 10-gesture dataset), efficient (0.0750s per frame), and robust to hand gesture
variations (orientation, scale or articulation differences) and can work in uncontrolled environments (with
cluttered backgrounds and arbitrary lighting conditions). Finally, my hand gesture recognition system
is demonstrated in three HCI demos.
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1.1 A robust shape representation using my method. The first column shows the same objects with different degrees of local distortions. The near-convex decomposition results using my method are shown in the second column. In the third column, the part-based shape representations are illustrated by replacing each part with its convex hull. The fourth column shows the node-graph representations by replacing each part with a node, in which the local information can be imposed. Despite severe local distortions, as my method decomposes a shape into minimum number of near-convex parts, it avoids introducing redundant parts and thus brings consistent decomposition results. The last two columns are the results of existing near-convex decomposition methods: [28] and [33], respectively.

1.2 The first column illustrates three challenging cases for hand gesture recognition, where the first two hands have the same gesture while the third hand confuses the recognition. Using the skeleton representation shown in red in the third column [4], the last two skeletons are very similar. In the fourth column the decomposition results using my method are illustrated, whose node-graphs are shown in the last column. Although the global structure of the last two node-graphs are more similar, with the help of local information imposed in each node, the dissimilarity distance of the last two gestures is bigger than the first two (using the proposed Finger-Earth Mover’s Distance metric, see Section 3.2.3). Namely my part-based representation is helpful for recognizing the cases with local noises.
2.1 Illustration of near-convex decomposition (better viewed in color). (a) The original image. (b) The extracted shape with some sampled candidate cuts inside. (c) An incorrect near-convex decomposition which does not satisfy the non-overlapping constraint, as the purple line $ab$ intersects with the cyan line $cd$ causing the part $abc$ to overlap with the part $bcd$. (d) An incorrect near-convex decomposition which does not satisfy the convexity constraint, as $\text{concave}(P_1) > \psi$. (e) A near-convex decomposition of 7 parts. (f) A minimum near-convex decomposition of 5 parts. (g) Another minimum near-convex decomposition of 5 parts, but looks more natural.

2.2 At the concave contour, some lines (such as $v_1v_2$, $v_1v_3$) intersect with the contour or locate outside the contour, which form the mutex pairs; while vertices $v_2$, $v_3$ are not a mutex pair (better viewed in color).

2.3 An example of each shape category selected from the MPEG-7 dataset [25] (the first two rows) and the Animal dataset [5] (the third row) is displayed.

2.4 The decomposition results by MNCD, with $\psi = 0.005R$, $\psi = 0.01R$, $\psi = 0.03R$ and $\psi = 0.06R$, from left to right, respectively, where $R$ is the radius of the shape’s minimum enclosing disk.

2.5 The decomposition results of MNCD when $\psi = 0.03R$, with $\lambda = 0$, $\lambda = 0.5/\sum_{i=1}^{n} w_i$, $\lambda = 1/\sum_{i=1}^{n} w_i$, from left to right, respectively.

2.6 The first row shows the decomposition results of [36], and the second row shows the results of MNCD.
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Chapter 1

Introduction

Hand gesture recognition is of great importance to human-computer interaction (HCI), because of its extensive applications in virtual reality, sign language recognition, and computer games [52]. Despite lots of previous work, traditional vision-based hand gesture recognition methods [11] [42] [50] are still far from satisfactory for real-life applications. Because of the nature of optical sensing and the scene complexity, the quality of the images captured by optical sensors is affected by lighting conditions and cluttered backgrounds, thus it is usually unable to detect and track the hands robustly, which largely affects the performance of hand gesture recognition.

First, I give a brief overview of traditional vision-based hand gesture recognition approaches, see [15] [37] [38] for more complete reviews.

From the perspective of extracted features, vision-based hand gesture recognition methods can be classified into three types:

1. The first type is High-level feature based approaches: High-level feature based approaches attempt to infer the joint angles of the hand and the pose of the palm from high-level features, such as the joint locations, fingertip and some anchor points on the palm [11]. Colored markers are usually used for feature extraction.

A common problem with the high-level feature based approaches is in feature extraction. Point features are susceptible to occlusions, thus it is very difficult to track the markers on the image plane because of frequent occlusions or collisions [19]. Non-point features, for instance, protrusions of hand silhouettes [42], were sensitive to hand segmentation performance. Moreover, none of the proposed approaches of this type, including the ones with colored markers, work in cluttered backgrounds.
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2. The second type is 3D feature based approaches: In [8], the 3D depth data is acquired using structured light, however, skin color was a clue used for hand segmentation, which requires homogeneous and high contrast background relative to the hand. Another study [13] proposed to track some interest points on the hand surface using a stereo camera. The 3D trajectories of these interest points was used to augment the range data. Multiple views clues can also be used to create a full 3D reconstruction of the hand surface. However, although 3D data can provide valuable information which help reduce the ambiguities because of self-occlusions, which are inherent in 2D feature-based approaches, a robust, accurate, and efficient 3D hand reconstruction is very difficult. Besides, the additional computational cost hinders its application in real-life systems.

3. The third type is Low-level feature based approaches: In many hand gesture recognition applications, all that is needed is a mapping between the hand gesture and input video. Thus, many researchers argued that it is not necessary to reconstruct a full 3D hand model. Instead, many algorithms utilized the low-level features to represent hand gesture that can be extracted efficiently and are fairly robust to distortions. In [49], the principle axes that are defined as an elliptical bounding region of the hand was applied for hand gesture recognition. [54] proposed to use the optical flow and the affine flow of the hand region as the low-level feature. Besides, edges and contours are universal low-level features that are frequently used in model-based hand gesture recognition techniques [34].

However, low-level feature based measures are not effective in cluttered backgrounds. In [50], skin color model was employed to increase robustness, while also restricted the background setting.

From the perspective of problem solving scheme, vision-based hand gesture recognition methods can be classified into two categories:

1. The first category is Machine Learning based approaches: For a dynamic gesture, by treating it as the output of a stochastic process, the hand gesture recognition can be addressed based on statistical modeling, such as PCA, HMMs [26] [53], and more advanced particle filtering [24] and condensation algorithms [14].

2. The second category is Rule based approaches: Rule based approaches propose a set of pre-encoded rules between input features, which are applicable for both dynamic gestures and static gestures. When testing an hand gesture, a set of features are extracted and compared with the encoded rules, the gesture with the rule that best matches the test input is outputted as the recognized gesture [51].
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Traditional hand gesture recognition methods seldom use the hand shape feature because it is difficult to extract a robust hand shape from the optical sensors. As a result, traditional hand gesture recognition methods all apply restrictions on the user or environment, which greatly hinders its widespread use in our daily life. However, the shape feature is shown to be more robust for successful hand gesture recognition than color, texture, shading, or context information [16].

To enable a more robust hand gesture recognition, one effective way is to use other sensors to capture the shape information of hand gestures, e.g. the Kinect sensor. In this thesis, I will present a novel shape based hand gesture recognition algorithm, which uses the part-based representation of the hand shape to recognize the gestures. Now I present the motivation and overview.

1.1 Motivation and Overview

The study of shape is an important theme in computer vision. For example, shape provides one of the major sources of information for recognition. And in image analysis shape plays an essential role, such as in medical image analysis researchers use the shape of an organ to diagnose diseases. It is natural to represent a shape by its parts and there has been strong evidence for part-based representations in human vision [45]. According to Siddiqi et al.[45],

“Part-based representations allow for recognition that is robust in the presence of occlusion, movement, deletion, or growth of portions of an object. In the task of forming high-level object-centered models from low-level image-based features, parts serve as an intermediate representation.”

Given an arbitrary shape, it is thus of great interest to decompose it into a number of natural parts, where each part satisfies certain geometric constraint. The most popular constraint is convexity constraint, because (1) a convex part is visually natural and geometrically simple [7] [47], and thus can serve as a satisfactory primitive for recognition; (2) many operators, which are too complicated to be applied on the original objects, can be easily applied to its convex parts [10] [35]. To this end, strict convex decomposition has been a well studied problem in computational geometry [21] [22].

However, in practice, strict convex decomposition is not robust because it is sensitive to small variations of the shape, such as the local distortions on the contour, which are commonly caused by imperfect image segmentation and shape deformations. In such cases, to satisfy the strict convexity requirement, it usually results in a large number of redundant small parts, thus does not lead to consistent representation.
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Figure 1.1: A robust shape representation using my method. The first column shows the same objects with different degrees of local distortions. The near-convex decomposition results using my method are shown in the second column. In the third column, the part-based shape representations are illustrated by replacing each part with its convex hull. The fourth column shows the node-graph representations by replacing each part with a node, in which the local information can be imposed. Despite severe local distortions, as my method decomposes a shape into minimum number of near-convex parts, it avoids introducing redundant parts and thus brings consistent decomposition results. The last two columns are the results of existing near-convex decomposition methods: [28] and [33], respectively.

To handle this problem, near-convex decomposition has been proposed. As illustrated in Fig.1.1, instead of requiring each part to be strictly convex, it allows near-convex parts. In [28] [29], Lien et al. proposed a greedy strategy for near-convex decomposition, which exhaustively partitions the most concave feature in the shape until all the parts satisfy the convexity constraint. A recent method proposed by Liu et al.[33] formalized the near-convex decomposition as a linear programming problem by minimizing the total length of cuts, and obtained an approximate optimal solution. Generally, by tolerating local non-convex distortions, near-convex decomposition leads to more robust shape representation.

Despite previous works in near-convex shape decomposition, there still remain two unsolved problems. Firstly, the existing methods cannot avoid introducing redundant parts. For example, the greedy algorithm proposed in [28] [29] inevitably results in redundant parts. Also, by only optimizing the total cut length, the decomposition method of [33] results in redundant parts as well. Thus, these methods cannot generate robust shape decomposition, as illustrated in the last two columns of Fig.1.1. Secondly, without any prior knowledge of the object, it is difficult to obtain visually natural parts through unsupervised decomposition.

To handle these two problems, I present a novel near-convex decomposition method called Minimum Near-Convex Decomposition (MNCD) to decompose arbitrary 2D and 3D shapes. After finding a collection of candidate cuts to partition the shape into near-convex parts, I formulate the shape decomposition problem as a combinatorial optimization problem by selecting the best subset of candidate cuts that has
Figure 1.2: The first column illustrates three challenging cases for hand gesture recognition, where the first two hands have the same gesture while the third hand confuses the recognition. Using the skeleton representation shown in red in the third column [4], the last two skeletons are very similar. In the fourth column the decomposition results using my method are illustrated, whose node-graphs are shown in the last column. Although the global structure of the last two node-graphs are more similar, with the help of local information imposed in each node, the dissimilarity distance of the last two gestures is bigger than the first two (using the proposed Finger-Earth Mover’s Distance metric, see Section 3.2.3). Namely my part-based representation is helpful for recognizing the cases with local noises.

both a minimum size and high visual naturalness. Two major perception rules, the minima rule [18] and the short cut rule [48], are also imposed to improve the visual naturalness of the decomposition. The optimal solution of this challenging discrete optimization problem can be found efficiently by transforming the problem into a linear programming problem.

My shape decomposition method provides a compact and effective way to represent shapes. As shown in the third column of Fig.1.1, I can approximately represent the original shapes by replacing each part with its convex hull. Further by replacing each part by a node, I obtain a more compact representation of shape, as shown in the fourth column of Fig.1.1. As each node represents a part, the global geometric and topological information is preserved. On the other hand, the information of each part could be imposed into the corresponding node, thus the local geometric information can be preserved as well.

Comparing with the skeleton representation, I can preserve more detailed local information in each node. As illustrated in Fig.1.2, the structure of the skeletons (the third column) of the last two hand shapes are very similar, which confuses the recognition. In the last column, I show the node-graphs obtained by my decomposition method. Similar as the skeleton, the global structure of the last two node-graphs are alike. However, by imposing local information into each node, the dissimilarity distance of the last two graphs are bigger than the first two (I illustrate such distance metric in Section 3.2.3).

Therefore, using the part-based representation I can better handle shapes with local distortions, which is a common problem in many applications. The first two columns of Fig.1.2 illustrate the
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distortion problem of hand gesture recognition using Kinect sensor. It can be seen that the contours have significant local distortions in addition to pose variations, where the first two hands have the same gesture while the third hand confuses the recognition. Due to the low resolution and inaccuracy of the Kinect sensor, the two fingers in the second hand of Fig.1.2 are indistinguishable as they are close to each other. Unfortunately, classic shape recognition methods, such as shape contexts [6] and skeleton matching [3] (as shown in the third column), cannot robustly recognize the shape contour with severe distortions. Clearly, recognizing noisy shapes is very challenging, especially if there are many gestures to recognize.

As mentioned before, the part-based representation can well handle the shapes with local distortions by combining the global and local information. In order to address this recognition challenge, I propose a novel distance metric based on the part-representation, called the Finger-Earth Mover’s Distance (FEMD). FEMD considers each finger (part) as a cluster and penalizes unmatched fingers.

Extensive experiments on both 2D and 3D shapes show that my decomposition algorithm, MNCD, is robust to local distortions and shape deformation. The comparisons with the state-of-the-art results validate the advantages of my algorithm in terms of reducing the number of redundant parts. With the part-based distance metric, FEMD, I demonstrate the accuracy, efficiency and robustness of my hand gesture recognition system in a 10-gesture dataset, and validate the advantage of part-based representation comparing to skeleton matching and shape context.

1.2 Thesis Contributions

The main contributions of this thesis are as follows:

⋆ I propose a novel near-convex decomposition method which decomposes an arbitrary shape into minimum number of near-convex parts, and it can be easily extended to decompose 3D shapes. My decomposition method can well handle local shape distortions and shape deformation, and it is visually more natural.

⋆ I present a novel distance metric, Finger Earth Mover Distance (FEMD), for part-based hand gesture recognition. It is efficient, accurate, and robust to articulations, local distortions and orientation or scale changes of the hand shapes. To the best of my knowledge, this is the first attempt in part-based hand gesture recognition using Kinect sensor.

⋆ I apply my part-based hand gesture recognition algorithm in HCI applications, and demonstrate its benefit to human life.
1.3 Thesis Organization

The rest of the thesis is organized as follows. In Chapter 2, I present the formulation, properties, and solution of my decomposition method MNCD. In Chapter 3, I propose the scheme of my part-based hand gesture recognition system on top of the MNCD part-based representation. Then in Chapter 4, experiments of MNCD on 2D and 3D shapes in terms of the parts number, visual naturalness and decomposition robustness are demonstrated. And I also evaluate my hand gesture recognition method on a 10-gesture dataset in terms of robustness, accuracy, and efficiency. In Chapter 5, three HCI applications of my hand gesture recognition system are demonstrated. Finally I draw some conclusion remarks in Chapter 6.
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Minimum Near-Convex Decomposition

2.1 Introduction

Shape decomposition is a fundamental step towards shape analysis and understanding [7]. Such representation method is widely used in shape retrieval [55], skeleton extraction [20] [2], and motion planning [27] [30].

I can classify most shape decomposition methods into two categories. One category is based on geometric constraints. The other category, motivated by psychological studies, aims to decompose shapes into natural components.

In the first category, the most popular geometric constraint is convexity constraint. This is not only because convex components have nice topological and geometric properties that allow for certain operations and improve the efficiency of algorithms, but also because convexity plays an important role in human perception [7]. There are two main indices to evaluate the performance of convex decomposition methods. One index is the time complexity. In this area, Keil et al. proved the time bound to $O(n + r^2 \min(r^2, n))$, where $n$ is the number of vertices and $r$ is the number of notches [21]. The other index is the number of decomposed components. In this area, Snoeyink proposed minimum convex decomposition that can decompose 2D shapes into minimum number of strict convex components [22]. However, strict convex decomposition always produces an unmanageable number of components and is very time consuming. Besides, there is no need to find the strict convex components; a certain degree of approximation is enough to satisfy practical processes and is a much more robust representation. Lien and Amato proposed Approximate Convex Decomposition in [28] [29], which decomposes 2D and 3D shapes into approximately convex components. Hairong proposed Convex Shape Decomposition in [33]...
with the minimum length of cuts. In these methods, they ignored small concave features and made the
decomposition more robust and efficient.

In the second category, the meaning of “natural components” depends on human perception and
thus has no objective definition. However, there are some basic perception rules from cognitive science.
In [18], Hoffman proposed the minima rule, which pointed out that human visual system is interested
in boundaries at negative minima of principal curvature or concave creases. Another major perception
rule is the Short cut rule, proposed by Singh, Seyranian and Hoffman [48], which stated that human
preferred the shortest possible cuts for decomposition.

The aim of my method is to decompose an object into minimum number of near-convex parts. And
the two major perception rules are incorporated to guide the decomposition, and ensure high visual
naturalness. My decomposition is robust to local distortions and shape deformation, which is helpful for
many applications, such as hand gesture recognition.

2.2 Problem Formulation for Near Convex Decomposition

2.2.1 Overview

In near-convex decomposition, each decomposed part may not be strictly convex, thus the user has to
specify a parameter $\psi$ which indicates the near-convex tolerance of the decomposed parts. Formally,
a $\psi$-near-convex decomposition of a shape $S$, $D_\psi(S)$, is defined as a decomposition that only contains
$\psi$-near-convex non-overlapping parts, i.e.:

$$D_\psi(S) = \{P_i \mid \bigcup_i P_i = S, \forall i \neq j P_i \cap P_j = \emptyset, \text{concave}(P_i) \leq \psi\},$$

(2.1)

where $P_i$ denotes the decomposed part; $\text{concave}(P_i)$ is the concavity of $P_i$. We say $P_i$ is $\psi$-near-convex
if $\text{concave}(P_i) \leq \psi$. $P_i$ is strictly convex if $\text{concave}(P_i)=0$. According to the definition, near-convex
decomposition has two constraints: the non-overlapping constraint, $\forall i \neq j P_i \cap P_j = \emptyset$; the convexity
constraint, $\forall P_i, \text{concave}(P_i)\leq \psi$.

The partition $\{P_i\}$ is formed by some cuts. For any two vertices $p$, $q$ on the contour, if the line
connecting $p$ and $q$ locates inside the shape, line $pq$ is a cut. As shown in Fig.2.1(b), the red lines are
some example cuts. I denote the complete set of all possible cuts in shape $S$ as the candidate cut set,
$C(S)$. Therefore, as shown in Fig.2.1, a near-convex decomposition of $S$ is to select a subset of cuts from
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Figure 2.1: Illustration of near-convex decomposition (better viewed in color). (a) The original image. (b) The extracted shape with some sampled candidate cuts inside. (c) An incorrect near-convex decomposition which does not satisfy the non-overlapping constraint, as the purple line ab intersects with the cyan line cd causing the part abc to overlap with the part bcd. (d) An incorrect near-convex decomposition which does not satisfy the convexity constraint, as \( \text{concave}(P_i) > \psi \). (e) A near-convex decomposition of 7 parts. (f) A minimum near-convex decomposition of 5 parts. (g) Another minimum near-convex decomposition of 5 parts, but looks more natural.

\[ C(S) \text{ to form } \{P_i\} \text{ such that the two constraints in Eq.2.1 are satisfied: 1) as illustrated in Fig.2.1(c), to ensure the non-overlapping constraint, the selected cuts cannot intersect with each other; and 2) as illustrated in Fig.2.1(d), to ensure the convexity constraint, I restrict } \forall P_i, \text{ concave}(P_i) \leq \psi. \]

Figure 2.2: At the concave contour, some lines (such as \( v_1v_2, v_1v_3 \)) intersect with the contour or locate outside the contour, which form the mutex pairs; while vertices \( v_2, v_3 \) are not a mutex pair (better viewed in color).

In order to measure concave\((P_i)\), I apply the shape feature mutex pair in [33]: for any two vertices on a shape contour, \( v_1 \) and \( v_2 \), if the connecting line between \( v_1 \) and \( v_2 \) intersects with the contour or locates outside the contour, \((v_1, v_2)\) is a mutex pair. As shown in Fig.2.2, \((v_1, v_2)\) and \((v_1, v_3)\) are two mutex pairs. The concavity of a part \( P_i \) is defined as the maximal concavity of the mutex pairs in the part:

\[
\text{concave}(P_i) = \max_{(v_1,v_2) \in P_i} \{ \text{concave}_m(v_1,v_2) \},
\]

where \((v_1,v_2)\) denotes the mutex pair in \( P_i \); concave\((P_i)\) denotes the concavity of \( P_i \); concave\(_m(v_1,v_2)\) is the concavity of mutex pair \((v_1,v_2)\).

Hence, I can measure concave\((P_i)\) by measuring all concave\(_m(v_1,v_2)\) in \( P_i \). I use the same method proposed in [33] to measure concave\(_m(v_1,v_2)\): by projecting the shape contour in multiple Morse functions, the concavity of a mutex pair is defined as the maximal perpendicular distance between line \( v_1v_2 \).
and the corresponding concave contour. As in Fig. 2.2, \( \text{concave}_m(v_1, v_2) \), \( \text{concave}_m(v_1, v_3) \) are shown as the blue dotted lines, and \( \text{concave}_m(v_1, v_2) > \text{concave}_m(v_1, v_3) \).

To ensure the convexity constraint: \( \forall P_i, \text{concave}(P_i) \leq \psi \), according to Eq. 2.2, the concavities of all the mutex pairs in each part \( P_i \) must be smaller than \( \psi \). Therefore, for a \( \psi \)-near-convex decomposition, I need to separate all the mutex pairs in \( S \) whose concavities are greater than \( \psi \) into different parts to ensure \( \text{concave}(P_i) \leq \psi \). As illustrated in Fig. 2.2, cut \( pq \) separates the heart shape into two parts, and the mutex pair \((v_1, v_2)\) as well as \((v_1, v_3)\) are separated. Thus \( \text{concave}_m(v_1, v_2) \) and \( \text{concave}_m(v_1, v_3) \) will not affect the concavities of these two parts.

### 2.2.2 Minimum Near-Convex Decomposition

As illustrated in Fig. 2.1(e), Fig. 2.1(f) and Fig. 2.1(g), in order to decompose a shape into minimum number of parts with high visual naturalness, I need to optimize the selection of cuts. Assume there are in total \( n \) possible cuts in a shape \( S \), namely \( C(S) = \{ \text{cut}_1, ..., \text{cut}_n \} \). The final decomposition consists of a subset of the cuts from \( C(S) \), denoted by \( C'(S) \subseteq C(S) \). I assign a binary variable \( x_i \) to each \( \text{cut}_i \) in \( C(S) \) where:

\[
x_i = \begin{cases} 
1 & \text{cut}_i \in C'(S), \\
0 & \text{cut}_i \notin C'(S).
\end{cases} \quad (2.3)
\]

Thus \( x_{n \times 1} = (x_1, x_2, ..., x_n)^T \) is a binary vector indicating the selection/rejection of cuts from \( C(S) \).

With the two constraints in Eq. 2.1, by minimizing the number of cuts and imposing perception rules, I formulate the \( \psi \)-MNCD as follows:

\[
\min \quad \| x \|_0 + \lambda w^T x, \\
\text{s.t.} \quad Ax \geq 1, \quad x^T B x = 0, \quad x \in \{0, 1\}^n, \quad (2.4)
\]

where \( \| x \|_0 \) is the zero-norm of vector \( x \), which counts the number of the selected cuts in \( C'(S) \). \( \lambda \geq 0 \) is a parameter introducing the visual naturalness regularization \( w^T x \) to the decomposition, in order to regularize the cuts selection by favoring the cuts with high visual naturalness. I will discuss \( \lambda \) in Section 2.3.1. Now I explain my formulation.
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The visual naturalness regularization: \( w^\top x \)

I employ both the minima rule [18] and the short cut rule [48] to ensure high visual naturalness of the decomposition. A cost is assigned to each cut \( i \in C(S) \) to evaluate its own visual naturalness, and a smaller cost means a higher visual naturalness:

\[
 w_{pq} = \frac{\text{dist}(pq)}{1 + \beta \cdot |\min\{\text{cur}(p), 0\} + \min\{\text{cur}(q), 0\}|}, \tag{2.5}
\]

where cut \( pq \) is a candidate cut in \( C(S) \); \( \text{dist}(pq) \) is the normalized distance between vertices \( p \) and \( q \). This corresponds to the short cut rule: a shorter cut has a smaller cost. \( \text{cur}(p) \) denotes the normalized curvature of the vertex \( p \), which corresponds to the minima rule: a cut resolving at positions with negative curvatures of larger absolute values has a smaller cost. I normalize the negative curvature among concave vertices and ignore the convex vertices. \( \beta \) is a parameter balancing these two rules. As both rules are critical for natural decomposition, I set \( \beta = 1 \) in my experiments.

I denote \( w_{n \times 1} = (w_1, w_2, ..., w_n)^\top \) as the costs of \( n \) candidate cuts. From Eq.2.5, we know that the cuts separating at positions with negative curvatures of larger absolute values and with shorter lengths have smaller costs. Thus by minimizing \( w^\top x \), those cuts with higher visual naturalness are more likely to be selected.

The convexity constraint: \( Ax \geq 1 \)

As mentioned in Section 2.1, to ensure the convexity constraint: \( \forall P_i, \text{concave}(P_i) \leq \psi \), I need to separate all the mutex pairs whose concavities are greater than \( \psi \) into different parts. So I first obtain the \( \psi \)-mutex set of \( S \), \( M^\psi(S) \), which is defined as the set of mutex pairs whose concavities are greater than \( \psi \). Then I separate all the mutex pairs in \( M^\psi(S) \) with the selected cuts from \( C(S) \). A candidate cut may separate several mutex pairs, such as the cut \( pq \) in Fig.2.2. For every candidate cut in \( C(S) \), \( \text{cut}_i \), the mutex pairs it can separate form a subset of \( M^\psi(S) \), denoted by \( M'_i \). In this way, we obtain \( \{M'_i, i = 1, ..., n\} \).

Suppose there are \( m \) mutex pairs in the \( \psi \)-mutex set, \( M^\psi(S) = \{mp_1, ..., mp_m\} \). For each mutex pair in \( M^\psi(S) \), \( mp_i \), among all the cuts that can separate it, at least one cut must be in set \( C'(S) \). Thus, for each \( mp_i \), this gives a constraint:
\begin{equation}
\sum_{j=1}^{n} a_{ij} x_j \geq 1, \quad \text{where } a_{ij} = \begin{cases} 1 & \text{if } mp_i \in M'_j, \\
0 & \text{if } mp_i \not\in M'_j. \end{cases}
\end{equation}

Let us denote \(A_{m \times n} = (a_{ij} | i = 1, ..., m; j = 1, ..., n), 1_{m \times 1} = (1, ..., 1)^\top\). Consider all the \(m\) mutex pairs in \(M^\psi(S)\), we have the convexity constraint: \(Ax \geq 1\), which is also used in [33].

The non-overlapping constraint: \(x^\top B x = 0\)

As for two cuts in \(C(S)\), \(\text{cut}_i\) and \(\text{cut}_j\), they may intersect with each other. I define an intersection matrix, \(B_{n \times n}\), to indicate the intersection relations in \(C(S)\):

\begin{equation}
b_{ij} = \begin{cases} 0 & \text{\(\text{cut}_i\) does not intersect with \(\text{cut}_j\), and } i \neq j, \\
1 & \text{\(\text{cut}_i\) intersect with \(\text{cut}_j\), and } i \neq j, \\
0 & i = j. \end{cases}
\end{equation}

As mentioned in Section 2.1, to ensure the non-overlapping constraint \(\forall i \neq j, P_i \cap P_j = \emptyset\), the selected cuts in \(C'(S)\) cannot intersect with each other, namely \(\forall x_i, x_j \in x, x_i \times b_{ij} \times x_j = 0\). Thus we have the intersection constraint: \(x^\top B x = 0\).

2.3 Solution

2.3.1 Selection of parameter \(\lambda\)

As mentioned earlier, \(\lambda\) is an important parameter introducing the visual naturalness regularization to the decomposition. If we do not consider the visual naturalness of the decomposition, while only focus on the minimum number of parts, the problem can be reformulated by setting \(\lambda = 0\), i.e.:

\begin{equation}
\min \| x \|_0 \quad s.t. \quad Ax \geq 1, \quad x^\top B x = 0, \quad x \in \{0, 1\}^n.
\end{equation}

The solution \(x\) of this formulation is not unique, but it ensures exactly minimum number of parts. Although with different objective functions, I can prove that my formulation in Eq.2.4 can obtain the same minimum number of parts as Eq.2.8 if \(\lambda\) is selected appropriately. Theorem 1 tells the relationship between Eq.2.8 and my formulation in Eq.2.4:

Theorem 1 minimum decomposition rule
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We consider two objective functions as follows:

\[
\begin{cases}
  f(x) = \| x \|_0 + \lambda w^T x, & s.t. \ Ax \geq 1, \ x^T B x = 0, \ x \in \{0, 1\}^n, \\
  g(x) = \| x \|_0, & s.t. \ Ax \geq 1, \ x^T B x = 0, \ x \in \{0, 1\}^n,
\end{cases}
\]

Let:

\[ x' = \arg \min_x f(x), \quad x'' = \arg \min_x g(x). \]

We have \( \| x' \|_0 = \| x'' \|_0 \) when \( 0 \leq \lambda \leq 1/\sum_{i=1}^n w_i \).

The proof of Theorem 1 is in the Appendix. \( x'' \) is the solution of Eq.2.8 whose zero-norm is minimized, and \( x' \) is the solution of my formulation in Eq.2.4. Therefore, my formulation can decompose a shape into minimum number of parts when \( 0 \leq \lambda \leq 1/\sum_{i=1}^n w_i \). It is worth mentioning that although Eq.2.4 and Eq.2.8 both minimize the number of parts, their cuts are not necessarily the same subset from \( C(S) \), as Eq.2.4 favors visually more natural cuts.

2.3.2 Efficient Solution by Formulation Transform

The shape decomposition problem formulated in Eq.2.4 is a NP-hard combinatorial optimization problem, as the solution space is of size \( O(2^n) \). It is hard to solve because it is a quadratic programming problem.

Now I introduce an efficient solution to this problem by converting it into a linear programming problem. The quadratic component in Eq.2.4 is \( x^T B x = 0 \). From Eq.2.7, \( B \) is a real, symmetric and sparse \( n \times n \) matrix. Therefore, \( x^T B x = \sum_{i=1}^n b_{ii} x_i + 2 \sum_{i=1}^{n} \sum_{j=i+1}^{n} b_{ij} x_i x_j \). By defining a variable \( y_{ij} = x_i x_j \), we have \( x^T B x = \sum_{i=1}^n b_{ii} x_i + 2 \sum_{i=1}^n \sum_{j=i+1}^n b_{ij} y_{ij} \). Note that vector \( x \) is binary, therefore the objective function in Eq.2.4 can be expressed as a linear form \( \| x \|_0 + \lambda w^T x = (u^T + \lambda w^T) x \), where \( u \) is a unit vector. The original quadratic programming problem in Eq.2.4 can be converted to the following linear programming problem:

\[
\begin{align*}
\text{min} & \quad (u^T + \lambda w^T) x, \\
\text{s.t.} & \quad \begin{cases}
  Ax \geq 1, \ x \in \{0, 1\}^n, \\
  \sum_{i=1}^n b_{ii} x_i + 2 \sum_{i=1}^n \sum_{j=i+1}^n b_{ij} y_{ij} = 0, \\
  y_{ij} \leq x_i, \forall i, \\
  y_{ij} \leq x_j, \forall j, \\
  x_i + x_j - y_{ij} \leq 1, \forall (i, j), \\
  y_{ij} \geq 0, \forall (i, j).
\end{cases}
\end{align*}
\tag{2.9}
\]

where the last four constraints impose \( y_{ij} = x_i x_j \) for any binary vector \( x \). There are many techniques to solve this linear programming problem efficiently, such as CPLEX, Lingo, and constraint relaxation.
Algorithm 1: MNCD($S$, $\psi$)

**Input:** A shape, $S$, and a concavity tolerance, $\psi$;
**Output:** $\psi$-MNCD of $S$, $\{P_i\}$.

1. $\triangleright$ compute the candidate cut set, $C(S)$;
2. $\triangleright$ compute $\psi$-mutex set of $S$→$M^\psi(S)$;
3. $\textbf{foreach}$ $mp_i$ in $M^\psi(S)$ $\textbf{do}$
   4. $\textbf{foreach}$ cut$_j$ in $C(S)$ $\textbf{do}$
      5. check whether cut$_j$ separates $mp_i$ → $a_{ij}$;
3. $\textbf{foreach}$ cut$_i$ in $C(S)$ $\textbf{do}$
   6. $\textbf{foreach}$ cut$_j$ in $C(S)$ $\textbf{do}$
      7. check whether cut$_i$ intersects with cut$_j$ → $b_{ij}$;
10. $\triangleright$ obtain the optimized solution by solving Eq.2.9→ $\{P_i\}$.

2.3.3 Implemental Details and Time Complexity

Algorithm 1 shows the overall procedure of my method. In the implementation of computing the $C(S)$, to save the memory, I discard invalid cuts such as those whose endpoints are both convex points. As I consider all pairs of vertices on the contour, the time complexity of computing $C(S)$ is $O(v^2)$, where $v$ is the number of vertices. According to [33], the time complexity of computing $M^\psi(S)$ is $O(tvr)$, where $r$ is the number of notches in the shape, and $t$ is the number of Morse functions we used to compute $M^\psi(S)$. With $C(S)$ and $M^\psi(S)$, I can obtain the value of matrixes $A$, $B$ in $O(mn+n^2)$ time, where $m$ is the number of mutex pairs in $M^\psi(S)$ and $n$ is the number of candidate cuts in $C(S)$, where $n \gg m, t, v$, and $r$. Thus the total time complexity of formulating the problem is $O(v^2 + tvr + mn + n^2)=O(n^2)$. Solving the problem is the most time-consuming part of the decomposition, which takes several seconds.

2.3.4 Comparison with Other Methods

Table 2.1 presents a comparison between MNCD and the state-of-the-art methods: ACD [28] and CSD [33]. My method aims at the minimum number of parts with high visual naturalness for robust shape representation.

Specifically, CSD is a special case of my formulation in Eq.2.4 if discarding the $\|x\|_0$ term and setting $\beta = 0$ in Eq.2.5. The $\|x\|_0$ term in my formulation guarantees the minimum number of decomposed parts, which eliminates all the redundant parts in near-convex decomposition. This point is essential for robust shape representation and can improve the efficiency of further processes, as shown in Fig.1.1. Parameter $\beta$ in Eq.2.5 imposes the minima rule and short cut rule on my near-convex decomposition scheme. Setting $\beta = 0$ means discarding the minima rule. This point is essential as well because these
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<table>
<thead>
<tr>
<th></th>
<th>ACD [28]</th>
<th>CSD [33]</th>
<th>MNCD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Objective</td>
<td>a NCD without optimization</td>
<td>a NCD with the minimum length of cuts</td>
<td>a NCD with minimum number of parts and high visual naturalness</td>
</tr>
<tr>
<td>Candidate cut set</td>
<td>complete set of all possible cuts</td>
<td>incomplete set from Reeb graph</td>
<td>complete set of all possible cuts</td>
</tr>
<tr>
<td>Perception rules</td>
<td>minima rule and short cut rule</td>
<td>short cut rule</td>
<td>minima rule and short cut rule</td>
</tr>
<tr>
<td>Constraints</td>
<td>non-overlapping constraint, convexity constraint</td>
<td>convexity constraint</td>
<td>non-overlapping constraint, convexity constraint</td>
</tr>
</tbody>
</table>

Table 2.1: The comparison among ACD, CSD and MNCD, where NCD denotes near-convex decomposition.

two perception rules are introduced for high visual naturalness which guarantees better recognition primitives. And the minima rule inhibits cuts at positions with small negative curvatures or even at convex points.

2.4 Experiments of Shape Decomposition

2.4.1 2D Shape Decomposition

Figure 2.3: An example of each shape category selected from the MPEG-7 dataset [25] (the first two rows) and the Animal dataset [5] (the third row) is displayed.

In order to evaluate my shape decomposition method Minimum Near-Convex Decomposition (MNCD) on 2D shapes, I test the MPEG-7 shape dataset [25] and the Animal dataset [5]. Excluding simple shapes such as the heart shape that can be easily decomposed, I select 20 complex shape categories from MPEG-7 dataset, in which each category has 20 shapes (20×20=400 shapes), and 8 complex shape categories from Animal dataset, in which each category has 100 shapes (8×100=800 shapes). Fig.2.3 shows an image for each selected category.

Evaluation of parameters
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In my algorithm, there are 2 parameters, $\psi$ and $\lambda$, where $\psi$ is the user specified concavity tolerance for near-convex decomposition; $\lambda$ is the parameter introducing the visual naturalness.

Figure 2.4: The decomposition results by MNCD, with $\psi=0.005R$, $\psi=0.01R$, $\psi=0.03R$ and $\psi=0.06R$, from left to right, respectively, where $R$ is the radius of the shape’s minimum enclosing disk.

The parameter $\psi$ tells how small degree of concave features the user want to ignore in near-convex decomposition. Fig.2.4 shows the decomposition results at different value of $\psi$. A very small $\psi$ means that the decomposed parts are almost strictly convex, which will introduce a large number of small parts to ensure the convexity constraint, thus is not robust to local distortions. When $\psi$ increases, the decomposition can tolerate more severe distortions.

Figure 2.5: The decomposition results of MNCD when $\psi=0.03R$, with $\lambda=0$, $\lambda=0.5/\sum_{i=1}^{n} w_i$, $\lambda=1/\sum_{i=1}^{n} w_i$, from left to right, respectively.

The parameter $\lambda$ introduces the visual naturalness to the decomposition in Eq.2.4. Fig.2.5 shows the decomposition results of MNCD at different values of $\lambda$. If $0 \leq \lambda \leq 1/\sum_{i=1}^{n} w_i$, the number of parts by MNCD is minimized. But a larger $\lambda$ brings a more natural decomposition as it counts more weight of the visual naturalness term in Eq.2.4. In my experiments below, I use $\lambda=1/\sum_{i=1}^{n} w_i$.

Evaluation of the number of parts

One advantage of my method is that it does not introduce redundant part as it decomposes the shape into minimum number of parts. In terms of the number of parts, table 2.2 presents the average reduction rate comparing my method with ACD [28] and CSD [33] at 4 different $\psi$, on MPEG-7 dataset and the Animal dataset respectively. The average reduction rate scores are defined as:
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<table>
<thead>
<tr>
<th>Dataset</th>
<th>$\psi=0.005R$</th>
<th>$\psi=0.01R$</th>
<th>$\psi=0.03R$</th>
<th>$\psi=0.06R$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ACD</td>
<td>CSD</td>
<td>ACD</td>
<td>CSD</td>
</tr>
<tr>
<td>bat</td>
<td>24.8%</td>
<td>10.3%</td>
<td>22.9%</td>
<td>9.6%</td>
</tr>
<tr>
<td>bird</td>
<td>18.5%</td>
<td>13.9%</td>
<td>15.8%</td>
<td>12.6%</td>
</tr>
<tr>
<td>butterfly</td>
<td>4.4%</td>
<td>5.8%</td>
<td>13.1%</td>
<td>7.2%</td>
</tr>
<tr>
<td>camel</td>
<td>16.1%</td>
<td>10.3%</td>
<td>15.2%</td>
<td>4.3%</td>
</tr>
<tr>
<td>carrage</td>
<td>5.5%</td>
<td>3.7%</td>
<td>13.8%</td>
<td>9.2%</td>
</tr>
<tr>
<td>cattle</td>
<td>24.9%</td>
<td>14.6%</td>
<td>24.5%</td>
<td>10.7%</td>
</tr>
<tr>
<td>chicken</td>
<td>19.0%</td>
<td>10.7%</td>
<td>24.2%</td>
<td>10.7%</td>
</tr>
<tr>
<td>chopper</td>
<td>5.9%</td>
<td>7.7%</td>
<td>10.2%</td>
<td>10.4%</td>
</tr>
<tr>
<td>chameleon</td>
<td>16.1%</td>
<td>20.2%</td>
<td>24.2%</td>
<td>12.6%</td>
</tr>
<tr>
<td>dog</td>
<td>23.8%</td>
<td>15.4%</td>
<td>18.8%</td>
<td>7.6%</td>
</tr>
<tr>
<td>elephant</td>
<td>24.1%</td>
<td>12.0%</td>
<td>24.0%</td>
<td>8.9%</td>
</tr>
<tr>
<td>fly</td>
<td>11.9%</td>
<td>9.2%</td>
<td>8.9%</td>
<td>5.6%</td>
</tr>
<tr>
<td>horse</td>
<td>20.1%</td>
<td>8.0%</td>
<td>24.2%</td>
<td>10.5%</td>
</tr>
<tr>
<td>house</td>
<td>28.3%</td>
<td>18.6%</td>
<td>21.9%</td>
<td>11.1%</td>
</tr>
<tr>
<td>lizard</td>
<td>18.2%</td>
<td>10.4%</td>
<td>15.9%</td>
<td>10.0%</td>
</tr>
<tr>
<td>Mink</td>
<td>21.9%</td>
<td>10.7%</td>
<td>24.2%</td>
<td>11.9%</td>
</tr>
<tr>
<td>Mickey</td>
<td>23.5%</td>
<td>13.7%</td>
<td>14.0%</td>
<td>10.5%</td>
</tr>
<tr>
<td>spring</td>
<td>22.6%</td>
<td>12.8%</td>
<td>20.1%</td>
<td>14.7%</td>
</tr>
</tbody>
</table>

Table 2.2: The average reduction rate of MNCD comparing with ACD [28] and CSD [33], on the MPEG-7 dataset, where $R$ is the radius of the shape's minimum enclosing disk.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>$\psi=0.005R$</th>
<th>$\psi=0.01R$</th>
<th>$\psi=0.03R$</th>
<th>$\psi=0.06R$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ACD</td>
<td>CSD</td>
<td>ACD</td>
<td>CSD</td>
</tr>
<tr>
<td>cat</td>
<td>17.7%</td>
<td>8.3%</td>
<td>24.4%</td>
<td>12.6%</td>
</tr>
<tr>
<td>crocodile</td>
<td>15.6%</td>
<td>14.1%</td>
<td>22.1%</td>
<td>15.9%</td>
</tr>
<tr>
<td>duck</td>
<td>21.1%</td>
<td>12.5%</td>
<td>25.2%</td>
<td>13.2%</td>
</tr>
<tr>
<td>flyingbird</td>
<td>4.7%</td>
<td>3.7%</td>
<td>13.2%</td>
<td>7.9%</td>
</tr>
<tr>
<td>monkey</td>
<td>18.5%</td>
<td>9.9%</td>
<td>25.5%</td>
<td>4.5%</td>
</tr>
<tr>
<td>rabbit</td>
<td>24.0%</td>
<td>9.4%</td>
<td>23.5%</td>
<td>6.3%</td>
</tr>
<tr>
<td>rat</td>
<td>24.2%</td>
<td>7.9%</td>
<td>24.5%</td>
<td>10.7%</td>
</tr>
<tr>
<td>spider</td>
<td>11.9%</td>
<td>5.1%</td>
<td>11.3%</td>
<td>6.2%</td>
</tr>
</tbody>
</table>

Table 2.3: The average reduction rate of MNCD comparing with ACD [28] and CSD [33], on the Animal dataset, where $R$ is the radius of the shape’s minimum enclosing disk.

\[
\text{ACD} \downarrow = (\#\text{ACD} - \#\text{MNCD})/\#\text{ACD}, \\
\text{CSD} \downarrow = (\#\text{CSD} - \#\text{MNCD})/\#\text{CSD}.
\]

As it shows, my algorithm produces the least number of parts. Comparing with ACD [28], up to 32.7% of redundant parts are eliminated, and up to 30.7% of redundant parts are eliminated compared with CSD [33]. On average, compared with ACD 18.99% of parts are eliminated and 10.15% compared with CSD. Thus, the efficiency of further applications on the decomposed parts can be highly improved. On the other hand, from the table, we notice that all the ACD↓ and CSD↓ scores are greater than 0 on every shape category and every $\psi$, which means that MNCD always produces minimum number of parts, as proved in Theorem 1.
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Figure 2.6: The first row shows the decomposition results of [36], and the second row shows the results of MNCD.

Figure 2.7: Some decomposition results of ACD [28], CSD [33] and MNCD. The MNCD method produces the least number of near-convex parts and the decompositions are visually more natural.

Decomposition results

To further evaluate the visual naturalness of my decomposition, Fig.2.6 compares my method with the method proposed by Mi and Decarlo [36]. Mi’s method is specifically designed to decompose 2D shapes into natural parts. The first row are the decomposition results of their method, and the second row are the results of MNCD. As we can see, when considering the minima rule and short cut rule in my formulation, my method decomposes shapes into parts with high visual naturalness comparable to [36], such as the legs, head and body of the animal, the leaf and stem of the tree, etc.

In Fig.2.7, more comparisons among ACD [28], CSD [33] and my method are provided, with $\psi=0.03R$. The decompositions using my method produce the minimum and most natural recognition primitives.
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Figure 2.8: The robust decomposition results of MNCD. The first row is the results of shapes with local distortions; the second row is the results of shapes with deformation. Without introducing redundant parts and by considering perception rules, MNCD is robust to local distortions and shape deformation. At this concavity tolerance, MNCD decomposes the animals into primitives such as head, body, legs and tail, and avoids decomposing them into redundant parts as in [28] [33].

Without introducing redundant parts, MNCD is robust to local distortions, as shown in the first row of Fig.2.8. The robustness of my method is more obvious when there are large local distortions as shown in the last row of Fig.1.1, while the existing decomposition methods produce many redundant noisy parts. Besides, my MNCD algorithm imposes two perception rules to guide the decomposition, thus it produces more natural parts, which makes MNCD robust to shape deformation, as illustrated in the second row of Fig.2.8.

2.4.2 3D Shape Decomposition

For 3D shapes, the decomposition is formulated the same way as for 2D shapes in Eq.2.4. Therefore, to decompose a 3D shape, we also need to compute the $\psi$-mutex set $M^\psi(S)$ and the candidate cut set $C(S)$. I follow the way proposed in [33], which proposed to obtain the 3D shape features by projecting the 3D shape into 2D planes multiple times. With $t$ height planes evenly sampled in the space, the 3D shape $S$ can be projected into $t$ point clusters $O_t$. For each $O_t$, $M^\psi(O_t)$ and $C(O_t)$ can be computed the same way as the 2D cases. Finally we can obtain $M^\psi(S)$ and $C(S)$ from $M^\psi(O_t)$ and $C(O_t)$, and decompose the shape $S$ by Eq.2.4.

Fig.2.9 shows some decomposition results of the shapes from Mcgill 3D Shape Benchmark [46]. As it shows, MNCD can decompose 3D shapes into parts with high visual naturalness, such as the fin of the whale, the legs of the bear, the lenses of the glasses, the fingers of the hand, etc. The last row in Fig.2.9 illustrates the robustness of MNCD decompositions for 3D human postures. Although the human body varies significantly with different postures, the MNCD decomposition results are stable.
In the next section, I present a novel hand gesture recognition system based on my part-based hand shape representation, using the Kinect sensor.
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3.1 Introduction

Despite lots of previous work, traditional vision-based hand gesture recognition methods [11] [50] [15] [37] are still far from satisfactory for real-life applications. Because of the nature of optical sensors and the scene complexity, the quality of the captured images is affected by lighting conditions and cluttered backgrounds, thus these methods usually cannot detect and track the hands robustly, which largely affects the performance of hand gesture recognition. All existing vision-based hand gesture recognition methods have constraints on the users or the environment, which greatly hinders its widespread use in real-life applications. On one hand, to infer the pose of the palm and angles of joints, many methods use colored markers to extract high-level features, such as the fingertip, joint locations or some anchor points on the palm [11] [42] [50]. However, a common problem with these methods is the inaccurate hand segmentation: none of these methods operates well in cluttered environments due to the sensitivity of colored markers (skin color model) to the background. On the other hand, a few studies try to first fully reconstruct 3D hand surfaces [8] [13] [31]. Even though the 3D data provides valuable information that can handle problems like self-occlusion, an accurate, real-time and robust 3D reconstruction is still very difficult. Furthermore, the high computational cost forbids its widespread adoption.

To enable more robust hand gesture recognition, one effective way is to use other sensors to capture the hand gesture and motion, e.g. through the data glove [17]. Unlike optical sensors, such sensors are usually more reliable and are not affected by lighting conditions or cluttered backgrounds. However, as it requires the user to wear a data glove and sometimes requires calibration, it is inconvenient for the
user and may hinder the natural articulation of hand gesture. Also, such data gloves are usually much more expensive than other sensors. As a result, it is not a very popular way for hand gesture recognition.

Thanks to the recent development of inexpensive Kinect sensor [43], new opportunities for hand gesture recognition emerge. In spite of many recent successes in applying the Kinect sensor to face recognition [9] and human body tracking [43], it is still an open problem to use Kinect for hand gesture recognition. Due to the low-resolution of the Kinect depth map, at only $640 \times 480$, although Kinect works well to track a large object, e.g. the human body, it is difficult to detect and segment a small object from an image with this resolution, e.g., a human hand which occupies a very small portion of the image with more complex articulations. In such a case, the segmentation of the hand is usually inaccurate and noisy, thus may significantly affect the recognition step. However, robust shape recognition under distortions is challenging. Classic shape recognition methods are not robust to severe distortions in hand shapes. For instance, contour-based recognition approaches, such as moments, are not robust when the contour is disturbed by local distortions. Skeleton-based recognition methods [44] also suffer from contour distortions, because even little noise or slight variations in the contour often severely perturb the topology of its skeletal representation. Bai et al. propose a skeleton pruning method in [4], which makes skeleton robust to contour noises. However, skeleton-based methods still cannot deal with the ambiguity problem as shown in Fig.1.2, since the second and the third skeleton have more similar structure than the first two shapes. As for the correspondence-based shape recognition methods such as shape contexts [6] and inner-distance [32], they are not effective in solving the ambiguity in Fig.1.2 either, because the correspondences of the second and the last hands have more similar contexts than the first and the second one do.
Figure 3.2: Hand detection (better viewed in color). (a) The rough hand segmented by depth thresholding; (b) A more accurate hand detected with black belt (the green line), the initial point (the red point) and the center point (the cyan point); (c) Its time-series curve representation.

3.2 Part-based Hand Gesture Recognition

I propose to use the part-based representation for hand gesture recognition, which combines the global structure and local information. As discussed before, the global structure of the node-graphs in Fig.1.2 may confuse the recognition. However, when I add local information into each node, such challenges can be solved. The core of my hand gesture recognition scheme is the dissimilarity distance metric that combines the global information and local information, called Finger-Earth Mover’s Distance (FEMD).

Now I introduce the scheme of my part-based hand gesture recognition system with the Kinect sensor. Fig.3.1 illustrates the framework, which consists of two major modules: hand detection and hand gesture recognition.

3.2.1 Hand Detection and Representation

As shown in Fig.3.1, I use the Kinect sensor as the input device, which captures the color image and the depth map at 640×480 resolution. Generally the depth information derived from Kinect sensor is usable but not very accurate in details.

In order to segment the hand shape, I require the user to cooperate in two aspects (both are reasonable requirements in HCI): first, the user need to make sure that the hand is the frontmost object facing the sensor. Thus, by thresholding from the nearest depth position with a certain gap, a rough hand region
Figure 3.3: Illustration of two finger detection methods in hand shape and its time-series curve. (a) is near-convex decomposition, (b) is thresholding decomposition.

can be obtained, as shown in Fig.3.2(a). Second, the user need to wear a black belt on the gesturing hand’s wrist. I use RANSAC to locate the position of the black belt, and thus, a more precise hand shape can be detected, as shown in Fig.3.2(b). The hand shape is generally of around 100×100 pixel resolution, with possibly severe distortions.

After detecting the hand shape, I represent it as a time-series curve, as shown in Fig.3.2(c). Such a shape representation has been successfully used for the classification and clustering of shapes [23]. The time-series curve records the relative distance between each contour vertex and a center point. I define the center point as the point with the maximal distance after Distance Transform on the shape (the cyan point), as shown in Fig.3.2(b); and the initial point (the red point) is defined according to the RANSAC line detected from the black belt (the green line).

In my time-series representation, the horizontal axis denotes the angle between each contour vertex and the initial point relative to the center point, normalized by 360°. The vertical axis denotes the Euclidean distance between the contour vertices and the center point, normalized by the radius of the maximal inscribed circle. As shown in Fig.3.2, the time-series curve captures nice topological properties of the hand, such as the fingers.

3.2.2 Finger Detection

In order to measure the dissimilarity distance between two hand shapes, I represent the hand shape as a signature with each finger as a cluster. In Fig.3.3, I propose two finger detection methods to obtain the finger clusters from the hand shapes. Now I introduce these two algorithms:

3.2.2.1 Near-convex shape decomposition

I note that the fingers have geometric properties. They are near-convex parts of the hand shape. Therefore, I adjust the Minimum Near-Convex Decomposition (MNCD) described in Section 2.2.2 to a finger detection method, which is illustrated in Fig.3.3(a):
\[
\min \alpha \|x\|_0 + (1 - \alpha) w^T x,
\]
\[
s.t. \quad A x \geq 1, \quad x^T B x = 0, \quad x \in \{0, 1\}^n.
\] (3.1)

The goal of the first term in the objective function is to reduce the redundant parts that are not fingers, and the second term is to improve the visual naturalness of the decomposition. Parameter \(\alpha\) balances the influence between the first and the second term. This problem can be solved in the same way as in Eq.2.4 with \(\lambda = (1 - \alpha)/\alpha\). I will investigate the effects of \(\alpha\) in Section 3.3.3.

### 3.2.2 Thresholding decomposition

Although it is accurate to obtain the part information using near-convex shape decomposition method, Eq.3.1 is complex to solve. I propose an alternative finger detection method. As mentioned before, the time-series curve reveals a hand’s topological information well. As shown in Fig.3.3(b), each finger corresponds to a peak in the curve. Therefore, I can apply the height information in time-series curve to decompose the fingers. Specifically, I define a finger as a segment in the time-series curve, whose height is greater than a threshold \(h_f\). In this way, I can detect the fingers fast. However, choosing a good height threshold \(h_f\) is essential. I will investigate the effects of \(h_f\) in Section 3.3.3.

### 3.2.3 Hand Gesture Recognition

After representing each hand shape as a signature with each finger as a cluster, I use template matching for robust recognition, i.e., the input hand is recognized as the class with which it has the minimum dissimilarity distance:
\[
c = \arg \min_{c} \text{FEMD}(H, T_c),
\]
where \(H\) is the input hand; \(T_c\) is the template of class \(c\); \(\text{FEMD}(H, T_c)\) denotes the proposed Finger-Earth Mover’s Distance between the input hand and each template. Now I introduce the main idea of FEMD.

#### 3.2.3.1 Finger-Earth Mover’s Distance

In [41], Rubner et al. presented a general and flexible metric, called Earth Mover’s Distance (EMD), to measure the distance between signatures or histograms. EMD is widely used in many problems such as content-based image retrieval and pattern recognition.

EMD is a measure of the distance between two probability distributions. It is named after a physical analogy that is drawn from the process of moving piles of earth spread around one set of locations into another set of holes in the same space. The locations of earth piles and holes denotes the mean of each cluster in the signatures, the size of each earth pile or hole is the weight of cluster, and the ground
distance between a pile and a hole is the amount of work needed to move a unit of earth. To use this transportation problem as a distance measure, i.e., a measure of dissimilarity, one seeks the least costly transportation — the movement of earth that requires the least amount of work.

Grauman and Darrell applied EMD to contour matching and contour retrieval [12], which represents the contour by a set of local descriptive features and computes the set of correspondences with minimum EMD costs between the local features. However, the existing EMD-based contour matching algorithms have two deficiencies when applied to hand gesture recognition:

1. Two hand shapes differ mainly in global features while not local features. As shown in Fig.3.4(a)(b), the fingers (global features) are their major difference. Besides, the large number of local features slows down the speed of contour matching. Therefore, it is better to consider global features in contour matching.

2. EMD allows for partial matching, i.e., a signature and its subset are considered to be the same in EMD measure: as in Fig.3.4(c)(d), the EMD distance of these two signatures is zero because the signature in Fig.3.4(d) is a subset of Fig.3.4(c). However, in many situations partial matching is illogical, such as in the case of Fig.3.4(a)(b), where the finger in Fig.3.4(b) is a partial set of the fingers in Fig.3.4(a). Clearly, they should be considered different.

The Finger-Earth Mover’s Distance (FEMD) can address these two deficiencies of the contour matching methods using EMD. Different from the EMD-based algorithm which considers each local feature as
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a cluster [12], I represent the input hand by global features (the finger clusters). And I add penalty on empty holes to alleviate partial matches on global features.

Formally, let \( R = \{ (r_1, w_{r_1}), \ldots, (r_m, w_{r_m}) \} \) be the first hand signature with \( m \) clusters, where \( r_i \) is the cluster representative and \( w_{r_i} \) is the weight of the cluster; \( T = \{ (t_1, w_{t_1}), \ldots, (t_n, w_{t_n}) \} \) is the second hand signature with \( n \) clusters. Now I show how to represent a time-series curve as a signature. Fig.3.4(e)(f) show the time-series curves of the hands in Fig.3.4(a)(b) respectively, where each finger corresponds to a segment of the curve. I define each cluster of a signature as the finger segment of the time-series curve: the representative of each cluster \( r_i \) is defined as the angle interval between the endpoints of each segment, \( r_i = [r_{ia}, r_{ib}] \), where \( 0 \leq r_{ia} < r_{ib} \leq 1 \); and the weight of a cluster, \( w_{r_i} \in (0, 1) \), is defined as the normalized area within the finger segment.

\[
D = [d_{ij}] \text{ is the ground distance matrix of signature } R \text{ and } T, \text{ where } d_{ij} \text{ is the ground distance from cluster } r_i \text{ to } t_j. \text{ } d_{ij} \text{ is defined as the minimum moving distance for interval } [r_{ia}, r_{ib}] \text{ to totally overlap with } [t_{ja}, t_{jb}], \text{ i.e.:}
\]

\[
d_{ij} = \begin{cases} 
0, & \text{r_i totally overlap with t_j,} \\
\min(|r_{ia} - t_{ja}|, |r_{ib} - t_{jb}|), & \text{otherwise.}
\end{cases}
\]

For two signatures, \( R \) and \( T \), their FEMD distance is defined as the least work needed to move the earth piles plus the penalty on the empty hole that is not filled with earth:

\[
\text{FEMD}(R, T) = \beta E_{\text{move}} + (1 - \beta) E_{\text{empty}},
\]

\[
= \beta \sum_{i=1}^{m} \sum_{j=1}^{n} d_{ij} f_{ij} + (1 - \beta) \left| \sum_{i=1}^{m} w_{r_i} - \sum_{j=1}^{n} w_{t_j} \right|, \\
\sum_{i=1}^{m} \sum_{j=1}^{n} f_{ij},
\]

where \( \sum_{i=1}^{m} \sum_{j=1}^{n} f_{ij} \) is the normalization factor, \( f_{ij} \) is the flow from cluster \( r_i \) to cluster \( t_j \), which constitutes the flow matrix \( F \). Parameter \( \beta \) modulates the importance between the first and the second terms. I will investigate the effects of \( \beta \) in Section 3.3.3. As we can see, \( E_{\text{empty}}, d_{ij} \) are constants for the two signatures; to compute the FEMD, we need to compute the value of \( F \). \( F \) is defined by minimizing the work needed to move all the earth piles:

\[
F = \arg \min WORK(R, T, F) = \arg \min \sum_{i=1}^{m} \sum_{j=1}^{n} d_{ij} f_{ij},
\]
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\[
\begin{align*}
\begin{cases}
 f_{ij} \geq 0 & 1 \leq i \leq m, 1 \leq j \leq n, \\
 \sum_{j=1}^{n} f_{ij} \leq w_{ri} & 1 \leq i \leq m, \\
 \sum_{i=1}^{m} f_{ij} \leq w_{tj} & 1 \leq j \leq n, \\
 \sum_{i=1}^{m} \sum_{j=1}^{n} f_{ij} = \min(\sum_{i=1}^{m} w_{ri}, \sum_{j=1}^{n} w_{tj}).
\end{cases}
\end{align*}
\]

I follow the definition of the flow matrix \( F \) in EMD, as I also intend to find the minimum work needed to move the earth piles. The first constraint restricts the moving flow to one direction: from earth piles to the holes. The last constraint forces the maximum amount of earth possible to be moved. I will demonstrate the superiority of FEMD over EMD for contour matching in Section 3.3.3.

3.3 Experiments of Hand Gesture Recognition

3.3.1 Dataset

I collect a new hand gesture dataset using Kinect sensor which contains both color images and depth maps. My dataset is collected from 10 subjects, and it contains 10 gestures as shown in Fig.3.5. Each subject performs 10 different poses for the same gesture. Thus in total my dataset has 10 people \( \times \) 10 gestures/people \( \times \) 10 cases/gesture = 1000 cases, each of which consists of a color image and a depth map.

![Figure 3.5: The color image examples for the 10 gestures in my dataset.](image)

My dataset is a very challenging real-life dataset, which is collected in cluttered backgrounds. Besides, for each gesture, the subject poses with variations, namely the hand changes in orientation, scale, articulation, etc., as illustrated in Fig.3.5.
3.3.2 Performance Evaluation

All experiments were done on a Intel Core™ 2 Quad 2.66 GHz CPU with 3 GB of RAM. Now I evaluate the performance of my system from the following aspects:

3.3.2.1 Robustness to cluttered backgrounds

My hand gesture recognition system is robust to cluttered backgrounds, because the hand shape is detected using the depth information and thus the backgrounds can be easily removed. Fig.3.6(a) illustrates an example when the hand is cluttered by the background. It is hard for other hand gesture recognition methods that use colored markers to detect the hand. In Fig.3.6(b), it shows a difficult case for the skin color-based hand gesture recognition approaches, where the hand is cluttered by the user’s face. However, the hand segmentation is very accurate using Kinect sensor, as shown in the right column of Fig.3.6.

3.3.2.2 Robustness to input variations and distortions

In real-life environment, a hand can have variations on orientation, scale and articulation. Besides, because of the limited resolution of the depth map, the hand shapes are always distorted, or ambiguous. However, I can demonstrate that the proposed dissimilarity distance metric, Finger-Earth Mover’s Dis-
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Figure 3.7: My method is robust to orientation and scale changes.

FEMD, is not only robust to the orientation and scale changes of the hand, but also insensitive to distortions and articulations.

Fig.3.7(a) shows 3 hands with different orientations. As we can see, the initial point (the red point on the figure) and the center point (the blue point) are relatively fixed in these shapes. Thus the time-series curves of these hands (the second row in Fig.3.7(a)) are similar, and their distances are very small. In Fig.3.7(b), there are 3 hands of different size. Because the time-series curve and the FEMD distance are normalized, they are correctly recognized as the same gesture. Hence we can conclude that FEMD is robust to orientation and scale changes.

Furthermore, my hand gesture recognition method is robust to the articulations and distortions brought by imperfect hand segmentation. Since the proposed FEMD distance metric uses global features (fingers) to measure the dissimilarity, local distortions are tolerable. As for the articulations, Fig.3.8 shows some examples: the leftmost column shows 4 hand images of the same gesture; the middle column shows the corresponding hand shapes; and the rightmost column shows their time-series curves. As we can see, the hand shapes in Fig.3.8(c)(d) are heavily distorted. However, as illustrated in the rightmost column of Fig.3.8, by detecting the finger parts (the yellow regions), I represent each shape as a signature whose clusters are the finger parts. Particularly, the signatures of Fig.3.8(a)(b) have 2 clusters: \( \{(r_1, w_r_1), (r_2, w_r_2)\} \), and the signatures of Fig.3.8(c)(d) only have 1 cluster: \( \{(t_1, w_t_1)\} \). From Section 3.2.3.1, we can estimate that \( (w_r_1 + w_r_2) \approx w_t_1 \), and the ground distance \( d_{11}, d_{21} \approx 0 \). According to the
definition, we know that the FEMD distances among the 4 shapes $\approx 0$. Therefore, my FEMD metric is insensitive to distortions and articulations.

3.3.2.3 Accuracy and efficiency

In order to evaluate the accuracy and efficiency of my system, two experiments are conducted on the new dataset. The first experiment uses thresholding decomposition to detect the finger clusters for FEMD measure, and the second experiment uses near-convex shape decomposition for finger detection.

**Experiment I: Thresholding decomposition + FEMD**

In experiment I, I fix the height threshold $h_f=1.6$ and the FEMD parameter $\beta=0.5$.

Fig.3.9 is the confusion matrix of experiment I. The mean accuracy is 90.6%. As it shows, the two
most confused gesture categories are gesture 5 and 4, gesture 8 and 1. Fig.3.10 shows two confused cases of these categories.

Because the thumb finger is shorter and smaller, if decomposing the hands only by a height thresholding, important finger regions may be lost in some cases. As shown in Fig.3.10, the thumb fingers are not well decomposed. As a result, the FEMD distances of these two cases are very small, which confuse the recognition.

However, thresholding decomposition is simple and fast. Besides, due to the few number of extracted global features, FEMD operates efficiently. Table 3.1 gives the mean running time of a hand recognition procedure in experiment I, 0.0750s. It should be noted that some parts of my code are coded in Matlab without optimization. As we see, thresholding decomposition based FEMD operates in real time.
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<table>
<thead>
<tr>
<th>Method</th>
<th>Mean Accuracy</th>
<th>Mean Running Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shape Context without bending cost [6]</td>
<td>83.2%</td>
<td>12.346s</td>
</tr>
<tr>
<td>Shape Context with bending cost [6]</td>
<td>79.1%</td>
<td>26.777s</td>
</tr>
<tr>
<td>Skeleton Matching [3]</td>
<td>78.6%</td>
<td>2.4449s</td>
</tr>
<tr>
<td>Thresholding Decomposition+FEMD</td>
<td>90.6%</td>
<td>0.0750s</td>
</tr>
<tr>
<td>Near-convex Decomposition+FEMD</td>
<td><strong>93.9%</strong></td>
<td>4.0012s</td>
</tr>
</tbody>
</table>

Table 3.1: The mean accuracy and the mean running time of Shape Contexts, Skeleton Matching, and my methods. My part-based hand gesture recognition system using FEMD outperforms the traditional shape matching algorithms.

**Experiment II: Near-convex shape decomposition + FEMD**

In order to more accurately decompose the fingers from the hands, I conduct another experiment which computes FEMD distance based on the proposed near-convex decomposition algorithm in Eq.3.1. Fig.3.11 shows some finger detection results of my near-convex decomposition algorithm. Here I fixed the near-convex decomposition parameter $\alpha=0.5$ and the FEMD parameter $\beta=0.5$. As we see, by formulating the shape decomposition problem as a combinational optimization problem to improve the visual naturalness and inhibit noisy parts, the decomposition results are more accurate than thresholding decomposition.

Fig.3.12 shows the confusion matrix of experiment II. Compared with experiment I, there are no seriously confused categories. And we can see that the accuracy in all the classes are improved.

In the last row of Table 3.1, the mean accuracy and the mean running time of experiment II are given. The mean accuracy of experiment II (93.9%) is higher than that of experiment I (90.6%), owing to more accurate finger decomposition. In terms of the recognition error the proposed near-convex decomposition reduces the error from 9.4% for the thresholding decomposition to 6.1%, which is a 35% of relative error.
reduction. But on the other hand, the speed of the second method is slower than that of the former one, because of the more complex finger detection algorithm.

### 3.3.2.4 Comparison with Other Methods

FEMD is a part-based hand matching metric. I compare it with the traditional correspondence-based matching algorithm, Shape Context [6] and the skeleton-based matching algorithm, Path Similarity [3]. Their mean accuracy and running time are given in Table 3.1. I pre-segment the hand shape using the same method as I used in Section 3.2.1.

Fig.3.13 illustrates the confusion matrixes of Shape Context [6]. From both Fig.3.13(a) and (b), I find that the most confusing classes are gesture 3, 4, and 5. The reason is that fingers are more easily distorted in these classes, making them indistinguishable, which I have discussed before in Fig.1.2 and Fig.3.8. Fig.3.14 shows some confusing cases for shape context where shapes are locally distorted.

From the first two rows of Table 3.1, I notice that considering the bending cost of TPS transformation worsens the recognition performance. The reason is that in order to be rotation invariant, shape context needs to treat the tangent vector at each point as the positive axis for the log-polar histogram frame. However, since the shape is binary, a small variation on the shape could cause severe change of the tangent vectors at points on the shape. Thus adding TPS bending cost worsens the performance.

Fig.3.15 shows the confusion matrix of skeleton matching. I first prune the noisy skeleton using the method proposed in [4] and match them using Path Similarity proposed in [3]. From the figure, we notice that many gestures are severely confused, such as between gesture 1 and 9, gesture 6 and 8.
Figure 3.13: The confusion matrix of hand gesture recognition using Shape Context [6]. (a) is the result without bending cost, and (b) is the result with bending cost.

Figure 3.14: Some confusing cases for shape context [6], where shapes are locally distorted.
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Figure 3.15: The confusion matrix of hand gesture recognition using skeleton matching [3].

Figure 3.16: Some confusing cases for skeleton matching [3], where very different shapes can lead to similar skeletons.
Reason is that in those cases, their skeletons have very similar global structure, as shown in Fig.3.16. However, without local information, it is easy to confuse these classes.

### 3.3.3 Parameter sensitivity

In this section, I evaluate 3 important parameters — the height threshold $h_f$ in thresholding decomposition based finger detection (Section 3.2.2.2), the parameter $\alpha$ in near-convex decomposition based finger detection(Eq.3.1), and the parameter $\beta$ in FEMD formulation (Section 3.2.3.1).

The results are shown in Fig.3.17. In thresholding decomposition, $h_f$ determines the radius of the decomposing circle (see Fig.3.3(b)). If $h_f$ is too small (i.e., $h_f \leq 1.5$), the fingers cannot be well decomposed; and if $h_f$ is too large (i.e., $h_f \geq 1.7$), essential finger regions will be lost. Fig.3.17(a) shows that we can obtain the best result if setting $h_f$ around 1.6. In finger detection using near-convex decomposition, $\alpha$ balances the impact of the visual naturalness and the number of parts. As shown in Fig.3.17(b), if we only minimize the visual naturalness term (i.e., $\alpha = 0$), we will obtain noisy parts that affect the FEMD measure, which also justifies that my near-convex decomposition method can more accurately detect the fingers than [33] (the special case when $\alpha = 0$). Besides, the curve drops fast after $\alpha > 0.8$ because if minimizing the parts number too much while ignoring the visual naturalness, we may
obtain parts that are not fingers. As a result, the finger-based FEMD measure operates improperly. This also validates the importance of introducing the visual naturalness regularization term in my formulation.

In the FEMD measure, $\beta$ modulates importance between the earth-moving work $E_{move}$ and the empty-hole penalty $E_{empty}$. Fig.3.17(c) shows that if either only considering $E_{move}$ (i.e., $\beta = 1$) or only considering $E_{empty}$ (i.e., $\beta = 0$), FEMD cannot measure correct dissimilarity between hand shapes. This curve also justifies that FEMD is better than EMD (the special case when $\beta = 1$) for dissimilarity measure between hand shapes.

The hand gesture dataset I collected with Kinect sensor (introduced in Section 3.3.1) is available at http://eeeweba.ntu.edu.sg/computervision/people/home/renzhou/HandGesture.htm.
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Applications in Human-Computer-Interaction

Lately there has been a great emphasis on Human-Computer-Interaction (HCI) research to create easy-to-use interfaces by employing natural communication and manipulation skills of humans. Among different human body parts, the hand is the most effective interaction tool, because of its dexterity. Adopting hand gesture as an interface in HCI will not only allow the deployment of a wide range of applications in sophisticated computing environments such as virtual reality systems and interactive gaming platforms, but also benefit our daily life such as providing aids for the hearing impaired, and maintaining absolute sterility in healthcare environment using touchless interfaces via gestures [52].

Currently, the most effective tools to capture the hand gesture are electro-mechanical or magnetic sensing devices (data gloves) [17]. These methods employ sensors attached to a glove that transduces finger flexions into electrical signals to determine the hand gesture. They deliver the most complete, application-independent set of real-time measurements of the hand in HCI. However, they have several drawbacks (1) they are very expensive for casual use, (2) they hinder the naturalness of hand gesture, and (3) they require complex setup and calibration procedures to obtain precise data.

Vision-based hand gesture recognition serves as a promising alternative to them because of its potential in providing unencumbered, non-contact, and more natural interfaces. However, despite lots of previous work [11] [42] [50], traditional vision-based hand gesture recognition methods are still far from satisfactory for real-life applications. Because of the limitations of the optical sensors, the quality of the captured images is sensitive to lighting conditions and cluttered backgrounds, thus it is usually not able to detect and track the hands robustly, which largely affects the performance of hand gesture recognition. I presented a novel dissimilarity distance metric, Finger-Earth Mover’s Distance, for hand
gesture recognition approach using Kinect depth sensor in the last chapter. It considers each finger as a cluster and penalizes unmatched fingers. And I built several HCI applications on top of this novel hand gesture recognition system and demonstrate its potential in other real-life HCI applications.

In the last chapter, I illustrate the accuracy, efficiency, and robustness of FEMD hand gesture recognition on a 10-gesture dataset, and I also validate the superiority of FEMD based hand gesture recognition system over traditional corresponding based matching algorithm, Shape Context [6] and skeleton based method, Path Similarity [3]. In this chapter, I further demonstrate my part-based based hand gesture recognition system on top of FEMD[40] in several real-life HCI applications: Arithmetic computation and Rock-paper-scissors game, and Sudoku game.

My current system is built on an Intel Core TM 2 Quad 2.66 GHz CPU with 3GB of RAM and a Kinect depth camera (driver Sensorkinect version 5.0.0). I developed the system on top of OpenNI open platform for Natural Interaction (version 1.0.0.25 binaries) and OpenNI compliant middleware binaries provided by PrimeSense (NITE version 1.3.0.18). Details of OpenNI can be found at http://www.openni.org/.

4.1 Arithmetic computation

![Arithmetic computation](image)

Figure 4.1: The 14 gesture commands in my arithmetic computation system.

Arithmetic computation is an interesting HCI application. Instead of interacting with the computer by the keyboard or mouse, we input arithmetic commands to the computer via hand gestures. As shown in Fig.4.5, 14 hand gestures are employed to represent 14 commands, namely number 0-9 and operator $+$, $-$, $\times$, $\div$, respectively.

By recognizing each input gesture as a command, the computer can perform arithmetic computations instructed by the user. Two examples are shown in Fig.4.2. The key frames are shown as well.
4.2 Rock-paper-scissors game

Rock-paper-scissors is a traditional game. The rule is rock breaks scissors; scissors cut paper; and paper wraps rock. In this demo, I build a Rock-paper-scissors game system played between a human and a computer. Three hand gestures are defined as 3 different weapons in the game, as shown in Fig.4.3.

![Hand gestures for Rock, Paper, and Scissors](image)

Figure 4.3: The 3 gesture commands used in Rock-paper-scissors game.

The gesture of the user can be recognized by my system, and the computer just randomly chooses a weapon. Then, according to the game rule, my system can decide the winner between human and computer. Fig.4.4 shows two examples.

4.3 Sudoku game

Sudoku is a popular number-placement puzzle. The objective is to fill a 9×9 grid with digits so that each column, each row, and each of the nine 3×3 sub-grids contain digits from 1 to 9 without repetition. As shown in Fig.4.5, 9 hand gestures are employed to represent 9 commands, namely number from number 1 to number 9.
The puzzle begins with a partially completed grid and typically has a unique solution. Fig. 4.6 shows an example of Sudoku puzzle. The user selects a square by hovering his hand over it and pushes (“clicks”) once. He/She then commands a number to be filled into the square by performing the corresponding hand gesture in Fig. 4.5. The system recognizes the number and fills it into the square and check whether it is correct in the end.
The technical demo showing the human-computer-interaction applications of my part-based hand gesture recognition system [40] [39] is available at http://eeeweba.ntu.edu.sg/computervision/people/home/renzhou/HandGesture.htm.
Chapter 5

Conclusion and Future Work

5.1 Conclusion

In this thesis, I propose a novel near-convex shape decomposition algorithm for robust shape representation, Minimum Near-Convex Decomposition (MNCD), which decomposes 2D and 3D shapes into minimum number of parts with high visual naturalness. I formulate the shape decomposition problem as a combinatorial optimization problem, which have been proved that can decompose shapes into exactly minimum number of near-convex parts. Furthermore, the original problem requiring solving quadratic programming is reformulated into a linear programming problem by introducing auxiliary variables resulting in efficient optimal solution. My decomposition method provides a compact and effective way to represent shapes. I demonstrate the robustness of such a part-based representation in the application of hand gesture recognition. Using Kinect sensor as the input device, I proposed a part-based dissimilarity distance metric, Finger-Earth Mover’s Distance (FEMD). As it matches the finger parts and adds penalty to alleviate partial matching, FEMD is fast and can handle noisy hand shapes. Experiments on complex 2D and 3D shape datasets show that my shape decomposition method is robust to local distortions and shape deformation and it outperforms the state-of-the-art methods in terms of the number of decomposed parts. Extensive experiments on a new challenging 10-gesture dataset validate that my part-based hand gesture recognition system is accurate (a 93.9% mean accuracy) and efficient (0.0750s per frame). Furthermore, it is robust in uncontrolled environments and tolerant of shape variations.

5.2 Current Limitations and Future Work

I proposed a shape decomposition method that can produce minimum number of shape parts with high degree of visual naturalness. However, in some cases, the number of decomposed parts is not the most
essential criterion. Thus, it would be an issue to tradeoff between the parts number and their visual naturalness. In the future, I would like to explore shape representation method driven by some specific tasks, for instance, action recognition.

In addition, in my part-based hand gesture recognition system, the current solution relies on the depth cue to separate the hand from cluttered background and it also needs a black belt to locate the hand shape which can be cumbersome. However, in reality, there might be difficult situations with multiple objects in the same depth layer and it may not be sufficient to detect the hand by simple depth thresholding. I would like to explore a more effective hand detection algorithm and better hand location algorithm removing the black belt.
Appendix

I prove Theorem 1 here. In order to prove $\|x^\prime\|_0 = \|x''\|_0$, when $0 \leq \lambda \leq 1/\Sigma_{i=1}^n w_i$, first we have:

$$\min_x f(x) = \|x^\prime\|_0 + \lambda w^\top x^\prime \leq \|x''\|_0 + \lambda w^\top x'',$$  \hspace{1cm} (5.1)

$$\min_x g(x) = \|x''\|_0 \leq \|x^\prime\|_0,$$  \hspace{1cm} (5.2)

As $w_i > 0$, so when $0 \leq \lambda \leq 1/\Sigma_{i=1}^n w_i$, $\forall \ x \in \{0, 1\}^n$, $0 \leq \lambda w^\top x \leq 1$. Therefore, from Eq.5.1 we further have Eq.5.3, and from Eq.5.2 we further have Eq.5.4:

$$\|x^\prime\|_0 + \lambda w^\top x^\prime \leq \|x''\|_0 + 1.$$  \hspace{1cm} (5.3)

$$\|x''\|_0 \leq \|x^\prime\|_0 + \lambda w^\top x^\prime.$$  \hspace{1cm} (5.4)

Combining Eq.5.3 and Eq.5.4, we have:

$$\|x''\|_0 \leq \|x^\prime\|_0 + \lambda w^\top x^\prime \leq \|x''\|_0 + 1.$$  \hspace{1cm} (5.5)

As $0 \leq \lambda w^\top x^\prime \leq 1$, and $\|x^\prime\|_0$, $\|x''\|_0$ are integers, thus $\|x^\prime\|_0 = \|x''\|_0$ when $0 \leq \lambda \leq 1/\Sigma_{i=1}^n w_i$.  
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