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The cooperative relaying technique has gained a lot of research interest recently. It can obtain the spatial diversity and improve the system performance as the multiple-input multiple-output (MIMO) technique does, but without the requirement of installing multiple antennas in mobile devices. However, due to the half-duplex constraint that mobile terminals cannot transmit and receive at the same time over the same frequency band, some conventional cooperative protocols have to sacrifice the spectral efficiency to trade the accurate transmission. In the thesis, we concentrate on analyzing the performance of cooperative relaying systems with efficient and effective transmission protocols, which can achieve the full spatial diversity gain as well as improve the spectrum efficiency significantly.

Firstly, to achieve the full cooperative diversity gain of a single-relay system with fixed decode-and-forward (DF) relaying protocol, the cooperative maximal-ratio combining (C-MRC) scheme is employed. The bit-error rate (BER) performance of C-MRC and maximal-ratio combining (MRC) schemes is analyzed in the presence of independent and non-identical Nakagami-\(m\) fading channels. The BER upper bounds of both schemes are derived and the achievable diversity orders are compared. It is illustrated that by smartly designing weighting factors, the C-MRC scheme can achieve the full spatial diversity gain of the system. Additionally, C-MRC is shown to achieve higher diversity order than MRC in the fixed DF relaying protocol as well as outperform the adaptive DF relaying protocol.
To recover the spectrum efficiency of the simple three-node system, a superposition modulation based two-user cooperative multiple-access (CMA) transmission scheme is then employed, where two users alternatively transmit the superposition of its own and the other’s messages. We develop a low-complexity near-optimal decoder at the receiver and investigate the BER performance. The superposition modulation scheme greatly improves the system efficiency and also achieves the full diversity. It even outperforms the three-time-slot and four-time-slot time division broadcast (TDBC) protocols under the same power and transmission rate constraints.

Next, we expand our analysis to a multiple-relay cooperative network and propose an efficient and effective successive relaying (SR) protocol. In each channel-static block, two relays are selected based on the instantaneous channel state information. The source keeps transmitting new messages. Two selected relays alternatively decode signals from the source and the other relay, and then transmit the superposition of decoded signals to the destination. The SR protocol is capable of achieving both full diversity gain and high multiplexing gain. Its spectrum efficiency is much higher than the conventional protocols and approaches one as the time slots go to infinity.
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Chapter 1

Introduction

1.1 Motivation

As the smart phones have become more and more popular recently, people not only satisfy with making calls or sending messages anytime and anywhere, but also wish to connect to the Internet via their phones anytime and anywhere. Just using the smart phones, people can conveniently check emails, post information and photos on social networks, download files and watch videos. These fast growing demands for the smart phones require the wireless communications to be much faster, more reliable but less expensive.

The qualities of wireless channels are diverse and significantly affected by the surrounding environments. To combat fading and multi-path propagation effects of the wireless environments, the multiple-input multiple-output (MIMO) technique was proposed and employed in many works [3–5]. Its basic principle is to add multiple transmit and receive antennas in order to construct multiple diverse channels between sources and destinations and thus increase the spatial diversity. The complexity is increased accordingly depending on the algorithms used at transceivers.
However, it is impractical to install many antennas within mobile devices due to the size restriction and the cost concern.

In this circumstance, the cooperative diversity technique was proposed, which is capable of achieving the spatial diversity without installing multiple antennas in one mobile device. The idea is to employ other mobile users as relay nodes to assist the communication from a source to a destination. Through this process, the destination receives signals experiencing diverse wireless channels from the source and different relays. A virtual antenna array is constructed and thus the spatial diversity can be obtained. At least two hops are required for signals to be transmitted from the source and forwarded by relays to the destination. The more hops required, the higher delay and the lower spectrum efficiency. The cooperative diversity technique sacrifices the efficiency to exchange the transmission accuracy. The trade-off between the diversity gain and the multiplexing gain also exists in cooperative networks as in multiple-antenna and multiple-access systems [6, 7]. Therefore, in our thesis, we are motivated to enhance the performance of cooperative communication systems in terms of accurate transmission and high transmission efficiency, and to obtain as good diversity-multiplexing trade-off (DMT) as in MIMO channels.

1.2 Background of Cooperative Systems

The idea of user cooperation diversity was first proposed in [8] and soon attracted a lot of attention and research interest due to its advantages of dynamically achieving diversity gains without the limit of terminal sizes, improving transmission performance and capacity, extending system coverage, etc. Therefore, cooperative diversity technique is applicable to many wireless scenarios, e.g., cellular systems and ad hoc networks. In the literature, researchers have developed various relaying
strategies and transmission schemes for different system models in diverse channel environments to approach the best performance as much as possible.

Based on how relays process the received signals, relaying protocols can be classified into three cases: amplify-and-forward (AF) relaying, decode-and-forward (DF) relaying and compress-and-forward (CF) relaying. The AF relaying protocol is also called non-regenerative relaying, where relays linearly process (or simply scale) the received signals from sources and forward to destinations under a power constraint. Compared with the other two relaying methods, the AF relaying protocol has the lowest computation complexity, but it amplifies and propagates relays' noise to destinations. In the DF relaying protocol, also named regenerative relaying, relays first decode the received signals from sources using some decoding methods, e.g., matched filter, minimum mean-square-error (MMSE) or maximum-likelihood (ML) decoding. After that, relays transmit the simply repeated or encoded signals to destinations. For the CF relaying protocol, also called estimate-and-forward or quantize-and-forward relaying, relays quantize and compress the received signals by using Wyner-Ziv source coding and send the compressed signals to destinations.

According to the ways that relays forward the processed signals, there are three relaying policies: fixed relaying, adaptive relaying and incremental relaying [9]. In the fixed relaying, also called deterministic relaying, relays process and retransmit all the received signals to destinations without considering the channel conditions, e.g., the signal-to-noise ratio (SNR) of incoming signals, whether relays can decode the signals correctly, whether the direct transmission is successful, etc. The adaptive relaying, sometimes called selection relaying, is defined as that relays only forward signals satisfying a certain criterion. The criterion might depend on whether the SNRs of the received signals at relays are above a fixed or an adaptive threshold, or whether relays could decode the signals correctly by using cyclic redundancy check
(CRC) codes in the case of DF relaying. In the incremental relaying protocol, relays assist the transmission only when the direct communication is in outage or fails. Therefore, it has higher spectral efficiency than the fixed and adaptive relaying protocols if the direct channel is in a good condition. If the direct link undergoes severe fading, the incremental relaying protocol becomes the fixed relaying or adaptive relaying protocol. Comparing the adaptive relaying and the incremental relaying, we can find that relays do not participate the cooperation all the time. The difference is that relays decide when to cooperate depending on the source-relay transmission in the adaptive relaying, and depending on the source-destination transmission in the incremental relaying.

The operating mode of relays can be divided into two cases: full-duplex and half-duplex. In the full-duplex mode, relays can transmit and receive at the same time over the same frequency band. In this case, the faded received signals would be affected by the strong transmitted signals. Hence, the full-duplex mode is difficult to implement and impractical. On the contrary, the half-duplex mode requires relays to transmit and receive either in different time slots using time division duplex (TDD) or in orthogonal frequency bands using frequency division duplex (FDD). Accordingly, the half-duplex constraint requires more time or frequency resources and causes spectral inefficiency. In the literature, the TDD half-duplex mode is more commonly employed.

The basic cooperative system is composed of a source, a relay and a destination. The relay is assumed to work in the TDD half-duplex mode. Therefore, a round of cooperative transmission is completed in two phases, namely, broadcast phase and cooperation phase. The source transmits its information to the relay in the broadcast phase, and the relay processes and forwards signals to the destination in the cooperation phase. Based on this basic operation, there are four transmission
1.2 Background of Cooperative Systems

Figure 1.1: Four transmission schemes of a three-terminal cooperative system in the half-duplex mode: (a) no direct link; (b) direct transmission active in the first phase; (c) direct transmission active in the second phase; (d) direct transmission active in both phases.

schemes depending on whether and when the direct transmission from the source to the destination is conducted, as depicted in Figure 1.1. Note that for the full-duplex mode, there are only two transmission schemes depending on whether the direct link exists or not.

In Figure 1.1(a), due to the long distance or severe channel fading between the source and the destination, the direct transmission is not available. With the assistance of the relay, the communication coverage can be enlarged. However, signals are only transmitted through the relay and thus cooperative diversity cannot be obtained. References [10–12] have studied the performance of this two-hop relay channel without the direct link.

In the second transmission scheme, as shown in Figure 1.1(b), the source can trans-
mit to the relay and the destination at the same time due to the broadcast nature of wireless communication. The destination receives both transmissions from the source and the relay in two orthogonal time slots. Hence, this transmission method belongs to the orthogonal relaying class. The outage behavior of this scheme was studied by Laneman et al. in [9] for AF and DF relaying protocols combined with fixed, adaptive and incremental relaying strategies. Based on the analysis in [9], many papers have investigated the error probability, outage probability and ergodic capacity of some modified relaying protocols in various environments.

For the third and fourth transmission schemes, as shown in Figure 1.1(c) and (d), the source transmits in both phases. In the cooperation phase, the destination receives signals from the source and the relay at the same time over the same frequency band. Therefore, these two schemes belong to the non-orthogonal relaying transmission. In [13], Nabar et al. studied and compared the mutual information, outage probabilities and diversity orders of three transmission schemes, shown in Figure 1.1(b), (c) and (d), based on the fixed AF and DF relaying protocols. Some papers have further analyzed the fourth transmission scheme in order to obtain better DMT performance.

When multiple relays are available to assist the transmission, they might be connected in series and the direct link is often ignored, which is called multi-hop relaying system as shown in Figure 1.2(a). Alternatively, relays might work in parallel to cooperate and the structure is called multi-branch relaying system as depicted in Figure 1.2(b). The combination of these two systems is the general multi-branch multi-hop relaying system, as shown in Figure 1.2(c). The multi-hop relaying system is applicable for a large network where the source and the destination are far away from each other or the direct transmission experiences severe path-loss and deep fading. However, since there is only one link between any two neighboring terminals,
the advantages of employing relay nodes, such as diversity gain, cannot be achieved. In addition, the system performance would be strongly affected by the worst one of all the links, especially when the qualities of individual channels are quite unbalanced. Different from the multi-hop relaying model, the multi-branch relaying system is much more preferred in that the source and the destination are connected by multiple paths. Even if some source-relay and relay-destination channels are blocked or in deep fading, the transmission from the source to the destination is still possible through other links and relays, and the diversity can be obtained.

Several cooperation schemes have been designed for the multi-branch cooperative systems operating in the TDD half-duplex mode. Among these schemes, the same process is that the source broadcasts signals to relays and the destination in the first time slot. In the all-participate cooperative scheme, each relay is allocated a unique

---

Figure 1.2: Multiple-relay cooperative systems: (a) multi-hop relaying; (b) multi-branch relaying; (c) multi-branch multi-hop relaying.
time slot to forward and the full diversity order can be achieved. However, $M + 1$ time slots are required for $M$ relays to complete a round of cooperative transmission, and the bandwidth usage is very low as the number of relays increases. Alternatively, relays could use the distributed space-time codes (DSTC) to forward the scaled or decoded signals to the destination simultaneously in the second slot. Therefore, this DSTC-based relaying scheme needs only two phases and significantly improves the spectral efficiency compared to the all-participate cooperative scheme. Reference [14] studied and analyzed the outage probability and DMT performance of the DSTC-based relaying scheme with the adaptive DF protocol. The linear dispersion (LD) space-time codes were used in [15] and some other papers as well. The single relay selection scheme is an attractive low-complexity and easy-implementation cooperation scheme for the multiple-branch cooperative systems. In this scheme, one relay is selected depending on different criteria, e.g., max-min approach, harmonic mean approach or opportunistic relaying. The selected relay transmits processed signals to the destination in the second phase. The relay selection scheme has become popular since it was proposed in [16]. Many researchers have comprehensively investigated the performance of various relaying protocols in terms of outage probability, error probability, ergodic capacity and achievable DMT.

1.3 Objectives

In the thesis, we concentrate on analyzing the performance of efficient and effective transmission protocols for cooperative communication systems, which can achieve the full spatial diversity gain and significantly improve the spectrum efficiency. It was found in the literature that the deterministic DF relaying protocol cannot achieve the full diversity gain with the maximal-ratio combining (MRC) receiver [9,10]. Hence, we decide to employ a cooperative MRC (C-MRC) detection
scheme for the destination, which is capable of fully exploring the available spatial diversity and achieving the full diversity order. In addition to analyzing the performance of MRC and C-MRC detectors, we aim to find the reasons leading to different performance results. We adopt the Nakagami-\(m\) faded channel model with different values of the fading parameter \(m\) to fully illustrate and compare the performance of both detectors.

Besides aiming to achieve the maximal available diversity gain, we are keen to improve the system spectrum efficiency as well. With the half-duplex and orthogonal transmission restrictions, the maximal multiplexing gain of a single user is only 0.5. However, we can apply the superposition modulation scheme and cooperation idea to the two-user multiple-access system, achieving the maximal multiplexing gain of one for the system as well as the full diversity order for each user. Since each user transmits the superposition of its own generated signal and the other user’s relayed signal, the multiple-access interference (MAI) is inevitable. In this circumstance, we are motivated to design a high-performance and relatively low-complexity detector for the destination, which can achieve the bit-error rate (BER) performance as if MAI does not exist.

Next, we focus on improving the multiplexing gain for a single user. Although some non-orthogonal DF relaying transmission schemes in the literature are capable of achieving the maximal diversity gain and the unity multiplexing gain, their DMT performance still cannot approach the optimal DMT especially when the multiplexing gain is in the range of \((0.5, 1)\) [17, 18]. Therefore, we are motivated to propose an efficient and effective relaying scheme for the multiple-relay cooperative system to achieve the DMT upper bound.
1.4 Organization of the Thesis

The thesis is organized as follows. In Chapter 2, we will introduce some commonly employed performance measures of the cooperative systems, and review the works and development of cooperative communications.

In Chapter 3, we focus on analyzing the performance of a single-relay cooperative system over Nakagami-$m$ fading channels. For the fixed DF relaying, both MRC and C-MRC detection methods are employed at the receiver. Their BERs are derived and the achievable diversity orders are compared.

A two-user cooperative multiple-access (CMA) system is considered in Chapter 4. Two efficient transmission schemes are employed, namely, three-phase time division multiple-access (TDMA) protocol and two-phase superposition-based protocol. For the latter one, we develop a low-complexity near-optimal decoder at the receiver. The BER performance of both protocols are investigated and compared with the four-phase TDMA transmission scheme.

In Chapter 5, we propose an efficient non-orthogonal successive relaying (SR) protocol for a multiple-relay cooperative network, which can achieve the optimal DMT performance if the number of time slots goes to infinity. In every channel block, two relays are selected based on the instantaneous channel state information. The source keeps transmitting new messages. Two relays alternatively decode signals from the source and the other relay, and then transmit the superposition of decoded signals to the destination. The destination decodes signals using the ML decoding after each block’s transmission.

Finally, in Chapter 6, we conclude our work and contributions, and propose some directions for the future research of cooperative communications.
1.5 Conclusion

In this chapter, we have firstly presented the motivation of our work that why we choose to study on the cooperative techniques. We then introduced the principles and basic protocols of cooperative communications. After that, we have stated the specific objectives of the thesis and given the organization of the following chapters.
Chapter 2

Performance Measure and Literature Survey

2.1 Channel Models and Performance Measure

2.1.1 Rayleigh and Nakagami-$m$ fading channels

Many mathematical models, including Rayleigh, Rician, Weibull and Nakagami-$m$ distributions, have been employed to characterize diverse wireless fading channels and assist in analyzing communication systems. Here, we will introduce Nakagami-$m$ distribution. With the assumption that $X$ is a Nakagami-$m$ distributed random variable with parameters $\Omega$ and $m$, its probability density function (PDF) is given by [19]

$$p_X(x) = \frac{2(m/\Omega)^m}{\Gamma(m)} x^{2m-1} \exp \left( -\frac{m}{\Omega} x^2 \right) U(x),$$

(2.1.1)
where $\Gamma(\cdot)$ is the gamma function and $U(\cdot)$ is the unit step function. The parameters are given by

$$\Omega = E\{X^2\} \quad \text{and} \quad m = \frac{E^2\{X^2\}}{\text{Var}\{X^2\}},$$

(2.1.2)

where $E\{\cdot\}$ and $\text{Var}\{\cdot\}$ compute the expectation and variance, respectively. By setting that $Y = X^2$, the PDF of $Y$ can be expressed as

$$p_Y(y) = \left(\frac{m}{\Omega}\right)^m y^{m-1} \exp\left(-\frac{m}{\Omega}y\right) U(y),$$

(2.1.3)

which is the gamma distribution.

If a channel follows Nakagami-$m$ distribution, variable $X$ can be used to denote the channel coefficient. Hence, $Y$ represents the instantaneous channel power gain and $\Omega$ is the average channel power. The parameter $m$ reflects the fading severity of the channel. As the value of $m$ increases, the channel becomes less severely faded. It is noted that when $m = 1$, the PDFs of $X$ and $Y$ become Rayleigh and exponential distributions, respectively. Hence, Rayleigh distribution is a special case of Nakagami-$m$ distribution, and the latter is more suitable and flexible to characterize different wireless channel environments.

### 2.1.2 Error Probability

Average error probability is an important measure for the performance of communication systems, transmission schemes, detection methods, etc. It is the expectation of the conditional error probability in the time-variant fading channel environment. Given the instantaneous received SNR per symbol $\gamma_s$, the conditional symbol-error rate (SER) of various modulation signals can normally be expressed in terms of the
Q-functions [1, 20]. The definition of the $Q$-function is given by

$$Q(x) = \frac{1}{\sqrt{2\pi}} \int_x^\infty \exp \left( -\frac{u^2}{2} \right) du. \tag{2.1.4}$$

For $x \geq 0$, $Q(x)$ can also be defined by [20]

$$Q(x) = \frac{1}{\pi} \int_0^{\pi/2} \exp \left( -\frac{x^2}{2 \sin^2 \theta} \right) d\theta. \tag{2.1.5}$$

In addition, the Chernoff bound of $Q(x)$ is given by

$$Q(x) \leq \frac{1}{2} \exp \left( -\frac{x^2}{2} \right), \quad x \geq 0, \tag{2.1.6}$$

and $0 \leq Q(x) \leq 1$. According to these two definitions of $Q(x)$, two methods have been developed to calculate the average SER, namely, cumulative distribution function (CDF)-based method and moment generating function (MGF)-based method.

We first introduce the CDF-based approach. Let the conditional SER of a certain modulation scheme be $kQ(\sqrt{c\gamma_s})$, where $k$ and $c$ are constants and determined by the adopted modulation. For $M$-ary phase-shift keying (MPSK) modulations, the values of $k$ and $c$ are shown in Table 2.1. Note that $M$ is the number of symbols in modulation constellation. In the CDF-based method, the average SER by using the definition in (2.1.4) is computed as [21, 22]

$$P_s = k \int_0^\infty Q(\sqrt{c\gamma_s}) p_{\Gamma}(\gamma_s) \, d\gamma_s$$

$$= \frac{k}{\sqrt{2\pi}} \int_0^\infty \left[ \int_{\sqrt{c\gamma_s}}^\infty \exp \left( -\frac{u^2}{2} \right) \, du \right] p_{\Gamma}(\gamma_s) \, d\gamma_s$$

$$= \frac{k}{\sqrt{2\pi}} \int_0^\infty \left[ \int_0^{u^2/c} p_{\Gamma}(\gamma_s) \, d\gamma_s \right] \exp \left( -\frac{u^2}{2} \right) \, du$$

$$= \frac{k}{\sqrt{2\pi}} \int_0^\infty F_{\Gamma} \left( \frac{u^2}{c} \right) \exp \left( -\frac{u^2}{2} \right) \, du, \tag{2.1.7}$$
Table 2.1: The values of $k$ and $c$ for MPSK modulations in Equation (2.1.7) \[1\]

<table>
<thead>
<tr>
<th>$M$</th>
<th>$k$</th>
<th>$c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>$&gt;4$</td>
<td>2</td>
<td>$2\sin^2(\pi/M)$</td>
</tr>
</tbody>
</table>

where $p_{\Gamma_s}(\gamma_s)$ and $F_{\Gamma_s}(\gamma_s)$ are the PDF and CDF of $\gamma_s$, respectively. This CDF-based approach is not only suitable to compute the average SER of MPSK signals, but also applicable for those modulations whose conditional error probabilities can be expressed by the linear combinations of $Q$-functions.

In the MGF-based approach, according to the definition in (2.1.5), the conditional SER of some modulation schemes can be obtained by \[20, 23\]

$$P_s(\gamma_s) = a \int_0^{b\pi} \exp \left( -\frac{q\gamma_s}{\sin^2 \theta} \right) d\theta,$$

(2.1.8)

where $a$, $b$ and $q$ are determined by the type of modulation. The values of $a$, $b$ and $q$ for binary phase-shift keying (BPSK), MPSK and $M$-ary quadrature amplitude modulation (MQAM) modulations are given in Table 2.2 \[20, 24\]. Specifically, for MQAM modulation, the conditional SER is the sum of two parts, i.e., $P_s(\gamma_s) = P_{s,1}(\gamma_s) + P_{s,2}(\gamma_s)$. These two terms, $P_{s,1}(\gamma_s)$ and $P_{s,2}(\gamma_s)$, can be computed from (2.1.8) and the parameters have different values as given in Table 2.2. Therefore, based on (2.1.8), the average SER can be obtained as

$$P_s = \int_0^\infty P_s(\gamma_s) p_{\Gamma}(\gamma_s) d\gamma_s$$

$$= a \int_0^{b\pi} \left[ \int_0^\infty \exp \left( -\frac{q\gamma_s}{\sin^2 \theta} \right) p_{\Gamma}(\gamma_s) d\gamma_s \right] d\theta$$

$$= a \int_0^{b\pi} M_{\Gamma} \left( -\frac{q}{\sin^2 \theta} \right) d\theta,$$

(2.1.9)
Table 2.2: The values of $a$, $b$ and $q$ for BPSK, MPSK and MQAM modulations in Equation (2.1.9)

<table>
<thead>
<tr>
<th>Modulation</th>
<th>$a$</th>
<th>$b$</th>
<th>$q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>BPSK</td>
<td>$1/\pi$</td>
<td>$1/2$</td>
<td>1</td>
</tr>
<tr>
<td>MPSK</td>
<td>$1/\pi$</td>
<td>$(M - 1)/M$</td>
<td>$\sin^2(\pi/M)$</td>
</tr>
<tr>
<td>MQAM</td>
<td>$P_{s,1}(\gamma_s)$</td>
<td>$4(1 - 1/\sqrt{M})/\pi$</td>
<td>$1/2$</td>
</tr>
<tr>
<td></td>
<td>$P_{s,2}(\gamma_s)$</td>
<td>$-4(1 - 1/\sqrt{M})^2/\pi$</td>
<td>$1/4$</td>
</tr>
</tbody>
</table>

where $M_X(s)$ is the MGF of the random variable $X$ and defined by $M_X(s) = \mathbb{E}\{e^{sx}\} = \int_{-\infty}^{\infty} e^{sx} p_X(x) dx$.

### 2.1.3 Outage Probability

The mutual information measures the amount of transmitted information that can be obtained by observing the received one. Given a slow-fading channel, denoted as $h$, the instantaneous mutual information between transmitter and receiver in the presence of AWGN noise is given by

$$I = \log_2 \left(1 + P|h|^2/N_0\right), \quad (2.1.10)$$

where $P$ and $N_0$ denote the transmitted power and noise power levels, respectively. Hence, the instantaneous received SNR is given by $\gamma = P|h|^2/N_0$. The outage event occurs if the instantaneous mutual information is lower than a target transmission rate $r_0$, i.e., $I < r_0$. The outage probability is defined as the probability of the total outage events over all the channel realizations, and is expressed as

$$P_{out} = Pr(I < r_0)$$
$$= \int_0^{2^{r_0} - 1} p_T(\gamma) \, d\gamma$$
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\[ F_{\Gamma} (\gamma < 2^{r_0} - 1). \] (2.1.11)

The calculation of the outage probability is equivalent to compute the CDF of the distribution that the received SNR obeys.

### 2.1.4 Diversity Multiplexing Trade-off

According to the definitions in [6, 7], the diversity gain \( d \) and the multiplexing gain \( r \) can be obtained as

\[ d = - \lim_{\text{SNR} \to \infty} \frac{\log P_e(\text{SNR})}{\log \text{SNR}} \] (2.1.12)

and

\[ r = \lim_{\text{SNR} \to \infty} \frac{r_0(\text{SNR})}{\log \text{SNR}}, \] (2.1.13)

respectively, where \( P_e(\text{SNR}) \) denotes the error probability at a certain SNR value and \( r_0(\text{SNR}) \) is the transmission rate in bits per channel use (BPCU) unit. It can be seen from (2.1.12) and (2.1.13) that the diversity gain is a measure for the system accuracy in high SNR regime, and the multiplexing gain is a measure for the system capacity increase at high SNR values. High diversity gain means low error probability and good transmission quality, while high multiplexing gain indicates large transmission capability. The diversity gain can also be obtained from the outage probability as

\[ d = - \lim_{\text{SNR} \to \infty} \frac{\log P_{\text{out}}(\text{SNR})}{\log \text{SNR}}. \] (2.1.14)

Note that maximizing one type of gain may not necessarily maximize the other.
Higher spatial multiplexing gain comes at the price of sacrificing the diversity gain. In [6], Zheng and Tse proposed the concept of diversity and multiplexing trade-off (DMT), \( d(r) \), to characterize the fundamental relationship between these two contradictory gains. DMT has soon become a well-recognized and important measure to evaluate various systems and schemes. The achievable DMT performance of the multiple-antenna channels and multiple-access channels was investigated in [6] and [7], respectively. The DMT performance of various cooperative systems has been studied in some papers as well [17, 18, 25, 26].

2.2 Literature Survey

2.2.1 Single-user Cooperative Systems

Amplify-and-forward relaying

For the two-hop single-relay system without the direct channel, Hasna et al. studied the performance of the CSI-based and the fixed gain based AF relaying protocols over independent and non-identically distributed (i.n.i.d.) Rayleigh fading channels in [11] and [12], respectively. Reference [11] firstly derived the PDF, CDF and MGF of the harmonic mean of two exponentially distributed random variables, and then applied these statistical results to compute the average BER and the outage probability of the CSI-based AF relaying system. Reference [12] analyzed the error probability and outage probability of the fixed gain AF relaying approach and compared these results with those of the CSI-based relaying scheme. Employing the CSI-assisted AF relaying, [21] assumed that multiple Rayleigh faded interference was present at the relay node and derived the exact outage probability and accurate bound of the BER. Moreover, the outage performance was investigated for the
dual-hop AF and DF relaying systems in the presence of multiple interferers with arbitrary power levels at both relay and destination [27].

Considering the direct channel in the single-relay cooperative system, Boyer et al. in [10] investigated the BER performance of AF relaying protocol and proved that a full diversity order of two is achievable by combining the direct transmission, which is higher than the diversity gain of the multi-hop relaying systems without direct channel. The outage probability of the fixed AF relaying protocol for the single-relay cooperative diversity model was analyzed by Laneman et al. in [9], which also showed that its achievable diversity gain is two and emphasized the advantages of the cooperative technique.

Instead of the deterministic relaying scheme, also called fixed relaying in [9], an efficient opportunistic cooperation scheme was proposed and employed for the single-relay cooperative system [28, 29]. The relay amplifies and forwards received signals from the source only if no outage occurs in the source-relay transmission; otherwise, the relay is silent and the source retransmits the signal in the second time slot. Its closed-form BER expression was derived in [28] and its BER performance was shown to outperform that of coded cooperation used in [30,31]. The authors further developed the selection diversity combining (SDC)-based and the MRC-based opportunistic cooperation schemes and analyzed their outage probabilities in [29]. It can be concluded from numerical results that both opportunistic relaying schemes achieve better outage performance than the deterministic relaying scheme and the MRC-based scheme outperforms the SDC-based one.

The orthogonal all-participate (AP) AF relaying protocol was employed in the multiple-relay cooperative networks in [22, 23, 32–34], where all the relays amplify and forward signals successively in orthogonal time slots. In [32], the asymptotic SER of the CSI-based AF relaying protocol at sufficient large SNR values was de-
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Derived for the system consisting of an arbitrary number of hops in each branch and an arbitrary number of branches. Still for the CSI-based AF relaying, the exact, upper and lower bounds of SER valid for all SNR regimes were derived by the MGF-based approach in [23]. The outage probability at high SNR and the achievable diversity were analyzed in [33]. The error probability and outage probability of the multi-hop, multi-branch and multi-hop multi-branch systems with fixed gain relays were investigated and their bounds were evaluated for large SNR values [22]. Furthermore, assuming multiple antennas installed at the destination, [34] derived the exact and asymptotic SERs for MPSK signals for both fixed gain and CSI-based AF relaying schemes.

Although the orthogonal AP AF relaying protocol achieves the full cooperative diversity gain, it wastes time and channel resources, especially when systems consist of a large amount of relays. To increase the bandwidth usage, the best relay selection protocol was proposed and widely adopted in the literature. In this efficient protocol, only the best relay that maximizes the instantaneous end-to-end SNR is selected to forward signals to the destination. The outage performance of relay selection combined with CSI-assisted and fixed gain based AF relaying schemes was investigated in [16] and [35], respectively. It was shown that the relay selection achieves the same diversity order and lower outage probability than the AP relaying protocol. Focusing on the CSI-based AF relaying, Yi Zhao et al. analyzed the asymptotic SER of the relay selection scheme and compared it with that of the AP relaying approach in [36]. Moreover, they investigated the optimal power allocation (OPA) for both AP and relay selection schemes to minimize their outage probabilities and presented the simulated results to illustrate that the relay selection scheme with OPA significantly outperforms the AP scheme with OPA in terms of throughput and outage probability [37]. Using a simplified max-min relay selection method, the authors in [38] derived the upper and lower bounds of the outage probability,
average transmission rate and the SER for MPSK modulation.

In order to further improve the spectrum efficiency, an incremental relaying protocol was developed in [9]. According to this protocol, relays assist in forwarding the transmission from the source to the destination only when the received SNR of the direct link is less than a threshold, e.g., the direct transmission is in outage or the destination cannot decode the source’s signals successfully. The outage probability of incremental AF (IAF) relaying protocol was analyzed in [9] and shown to outperform the AF relaying and the adaptive DF relaying protocols with 1.5-dB SNR. The IAF relaying also outperforms the other schemes in terms of DMT and achieves the optimal DMT as the $2 \times 1$ multiple-input single-output (MISO) channel does. Reference [39] derived the asymptotic error probability, outage probability and average achievable rate of the IAF relaying for the single-relay cooperative system and provided the performance with different values of the threshold. If the threshold is equal to zero, the incremental relaying protocol is identical to the direct transmission. If the threshold goes to infinity, it becomes the regular relaying protocols. Numerical results in [39] showed that the larger the threshold, the better the BER performance but the lower the throughput is, which reflects the trade-off relationship between the transmission accuracy and transmission rate. In the system composed of multiple relay nodes, the best relay selection scheme was applied with the IAF relaying in [40] and two extended protocols, namely, opportunistic incremental selection AF (OISAF) and opportunistic joint incremental selection relaying (OJISR), were proposed as well. The asymptotic outage probabilities of these three protocols were evaluated and compared via numerical results. It was shown that all of these protocols achieve the identical diversity order and the OJISR protocol outperforms the others since it considers both AF and DF relaying methods. However, the incremental relaying protocol is more suitable for the case that the direct channel is in a good condition; otherwise, it loses its advantages of achieving both high diversity
and multiplexing gains.

In this circumstance, non-orthogonal AF (NAF) relaying protocols have been widely used in references [13, 17, 25, 41–43]. Firstly, an NAF relaying protocol for a single-relay cooperative system was proposed by Nabar et al. in [13]. It differs from the previous orthogonal relaying protocols in that the source is allowed to transmit new messages in the second time slot while the relay forwards to the destination, which significantly improves the throughput and efficiency of the system. The authors investigated and compared the achievable mutual information and outage probabilities of this NAF protocol and two orthogonal AF relaying schemes, and concluded that the NAF protocol is superior to the others in terms of both capacity and diversity. Later, in [17], Azarian et al. established the DMT upper bound of the single-relay system and also proved that the NAF scheme achieves this upper bound and is the optimal AF relaying scheme for the half-duplex single-relay channel. The authors then generalized the NAF protocol to a large system with arbitrary number of relays and characterized the achievable DMT curve. It was shown that the NAF protocol outperforms the DSTC-based protocol [14] and relay selection scheme [16] for the multiple-relay cooperative networks in all multiplexing gain regime. However, it was found that when the multiplexing gain is higher than 0.5, the DMT curve of the NAF protocol is identical to that of the direct transmission and the achievable diversity gain does not improve as the number of relays increases.

To fully exploit the diversity in the high multiplexing gain regime, Yang and Belfiore proposed the slotted AF (SAF) scheme and further developed the sequential SAF scheme in [25], in which the source keeps transmitting new data in every time slot and from the second time slot, in each slot, one and only one relay is selected to forward the linear combination of its received signals in previous time slots. Reference [25] established the upper bound of the DMT for the multiple-relay system...
operating in arbitrary number of time slots and proved that the sequential SAF scheme is capable of achieving the DMT upper bound with the assumption that relays are isolated. Moreover, for the two-relay system considering the inter-relay transmission, the three-slot sequential SAF protocol still can obtain the DMT upper bound and outperforms the NAF scheme of [17] in the multiplexing gain region $r \leq 2/3$. Specifically, [41] considered the inter-relay interference between two relays and assumed that one of the relays is assigned to perform interference cancellation. The achievable DMT was shown to approach that of an MISO channel as the number of time slots is very large. Assuming that the inter-relay interference is absent or present, a modified random sequential (RS) SAF protocol was proposed for the cooperative system with arbitrary number of multiple-antenna relays and its achievable DMT was investigated in [42]. A generalized sequential SAF (GSSAF) scheme was proposed and applied to cooperative multiple-relay channels, cooperative broadcast channels (CBC) and cooperative multiple-access channels (CMAC) in [43]. More importantly, it was shown that the GSSAF strategy can achieve the DMT upper bound of each channel model.

**Decode-and-forward relaying**

Unlike in the AF relaying protocol, relays do not forward the noise signals in the DF relaying protocol. However, the incorrectly decoded signals are forwarded by relays as well as the correctly decoded ones in the fixed DF relaying protocol, which will cause error propagation and degrade the BER and outage performance. This phenomenon has been illustrated in the early papers [9, 10]. To solve this problem, a piece-wise linear (PL) decoder was adopted by the destination and its achievable BER performance of the cooperative network was studied in [44]. It was shown that the PL decoder only achieves the diversity order of $\lceil M/2 \rceil + 1$ in the system with
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$M$ parallel relays and the direct channel. In order to achieve the full cooperative diversity, the authors in [45] developed a low-complexity high-performance C-MRC demodulator for the destination. The C-MRC scheme fully considers the channel quality of each hop in each path, and thus it requires the destination to have the perfect CSI of each link. Instead of employing C-MRC at the destination, the same group of people then proposed a link-adaptive regeneration (LAR) strategy to explore the full spatial diversity in [46], where relays smartly determine complex power scaling factors based on the source-relay and relay-destination CSI. The instantaneous and average channel gains of relay-destination links are obtained by the relays via the feedback from the destination. Additionally, in [47], Yi and Kim combined the C-MRC and the LAR with the relay selection scheme, and derived their BER upper bounds of a multiple-relay DF cooperative system. It was shown that the full diversity order is also achievable when the relay selection is adopted.

Apart from the C-MRC and LAR methods employed with the fixed DF relaying protocol, the adaptive DF relaying protocol is often adopted to achieve the full diversity. In [48,49], the threshold-based selective relaying scheme was employed for the single-relay DF relaying network, the optimal threshold to minimize the end-to-end BER was derived and the relationship between threshold and achievable BER was further analyzed.

The adaptive DF relaying protocol is more widely employed in multiple-relay cooperative networks. In [50], relays forward the correctly decoded signals in orthogonal time slots. The exact and approximate SER expressions of MPSK and MQAM signals for a multiple-node network were derived. The results showed that the full diversity order equal to the number of relays is achievable. For the same system model, [51] studied when to cooperate and how to select a relay to cooperate. The authors in [51] adopted the relay selection method that a relay with the maximum
harmonic mean of instantaneous source-relay and relay-destination channel gains is selected to decode and forward if necessary, which is capable of achieving the full diversity as [50] and higher bandwidth efficiency than [50]. In [52], the authors derived the error probability and outage probability of two single relay selection schemes, namely, max-min relay selection and opportunistic relay selection, and compared these two selection schemes in terms of the BER and outage performance for the multiple-relay system with the direct channel. A modified max-min relay selection approach was proposed in [53], where the relay selected based on the max-min manner forwards only if the minimum of its source-relay and relay-destination channel SNRs is larger than the SNR of the direct link. Its closed-form SER expression was derived and its performance was shown to be better than that in [47, 51]. An improved opportunistic relay selection scheme was developed in [54], in which the source also participates the opportunistic selection in the second time slot. Specifically, the relays will keep silent and the source will retransmit in the second time slot if the channel gain of the direct link is higher than the relay-destination channel gains of those relays in the decoding set. Reference [54] analyzed the SER for both MPSK and MQAM modulations and also presented that the improved opportunistic relaying scheme slightly outperforms the conventional one with less than 1-dB SNR gain.

In addition to the error probability, many papers have concentrated on analyzing the outage performance of multiple-relay cooperative diversity systems with the single relay selection schemes. In [55, 56], the max-min relay selection was employed. Reference [55] firstly provided the CDF, PDF and MGF of the output SNR and then derived the upper bound and lower bound of the outage probability, which were proved to be tight with the simulation results. Moreover, the exact expression and the tight approximation of the outage probability were presented in [56]. The opportunistic relaying protocol was adopted in [35, 57, 58]. The exact outage prob-
ability expression of the multiple-relay cooperative system without direct link was provided in [35]. Taking into account of the direct transmission, [57] derived the approximate outage probability at high SNR regimes and presented that the opportunistic relaying protocol performs better than the DSTC protocol in the networks with more than three relays. The exact outage probability and the average capacity in close-forms and valid over all SNR regimes were derived in [58]. For the system that relays have multiple antennas, [59] adopted an antenna processing scheme for the relays that MRC was employed for reception and transmit beamforming was used for retransmission, which was proved to achieve the full spatial diversity order equal to the total number of antennas of all relays, regardless of the number of relays and antennas in each relay.

As the incremental relaying strategy was proposed and used with the AF relaying protocol in [9], it can also be employed for the cooperative DF relaying systems to improve the spectral efficiency. For the single-relay case, the average error probability, outage probability and transmission rate of the incremental DF (IDF) relaying scheme were analyzed and derived in [39]. For the multiple-relay system, IDF was combined with the best relay selection schemes in [60–62]. In [60], the best relay selected via the max-min method will forward the source’s signals only when the direct transmission fails to satisfy a certain requirement. The accurate close-form expression of the outage probability was derived and validated by the simulation results. Using the opportunistic relaying strategy that a relay with the largest instantaneous relay-destination channel gain is chosen from a decoding set, [61] derived the approximate outage probability of the opportunistic IDF scheme at high SNR values and showed that the achievable diversity order is identical to the MISO and single-input multiple-output (SIMO) systems. Ikki and Ahmed also considered the opportunistic IDF scheme in [62] and derived the BER, outage probability and average channel capacity in close-form expressions.
In the case that the direct link is in a very poor condition, the incremental relaying protocol is not an ideal choice to achieve the best DMT performance. Next, we review the DMT analysis of some static DF relaying protocols, where the time duration of broadcast and cooperation phases is fixed and independent of the channel fading coefficients. Reference [13] proposed an efficient nonorthogonal selection DF (NSDF) relaying protocol for the single-relay cooperative system, which differs from the orthogonal selection DF (OSDF) protocol of [9] in that the source continues to transmit a new independent message in the second time slot. The maximal multiplexing gain is accordingly improved from 0.5 to 1. However, the message transmitted in the second slot does not have the benefit of cooperation and the overall diversity gain is limited to one, as shown in Figure of [17]. Prasad and Varanasi proposed an enhanced static DF (E-SDF) protocol for the single-relay scenario [63], where the source transmits an independent codeword of another codebook during the cooperation phase. The durations of two phases in a transmission block are fixed, irrelevant of the multiplexing gain but may not be equal as the NSDF protocol of [13]. The authors obtained the optimal time allocation and characterized the corresponding DMT upper bound of the E-SDF protocol. It was shown that the maximal achievable diversity gain is two and the E-SDF protocol has the same DMT performance as the NAF protocol [17] for $r \in [0, 1/3]$ and is superior to NAF for $r \in [1/3, 1]$. Furthermore, based on whether the ratio of two phases’ durations independent of the multiplexing gain or not, Elia et al. considered fixed-NSDF and variable-NSDF protocols for the multiple-relay systems and determined their DMT [18]. When the time allocation ratio falls with into a certain range, the fixed-NSDF protocol dominates the NAF protocol [17] in a certain multiplexing gain range. For the single relay case, the variable-NSDF protocol has better DMT performance than the E-SDF protocol for $r \in [0, 1/2]$ but worse DMT for $r \in [1/2, 1]$. In the case of more than two relays, the variable-NSDF protocol was proved to achieve
the best DMT performance compared to its previously known static protocols.

Apart from the static protocols, the class of dynamic DF (DDF) protocols was investigated in some papers to achieve better DMT performance. In DDF protocols, the durations of broadcast and cooperation phases are dynamic and dependent on the source-relay channel coefficients, specifically determined by when the source-relay mutual information exceeds a certain threshold or when relays can decode messages correctly. In [17], Azarian et al. developed a DDF protocol and evaluated its DMT for both single relay and multiple-relay scenarios. It was shown that the DDF protocol achieves the optimal DMT for $r \leq 1/M$, where $M - 1$ is the number of relays. Moreover, the DDF protocol was presented to be superior to the NAF protocol, since relays transmit independent Gaussian codebook in DDF but they forward linearly amplified noisy signals in AF schemes. However, in the range of $r \geq 1/2$, its DMT performance is identical for any value of $M$, which is still very poor for multiple-relay systems. Prasad and Varanasi also established an enhanced DDF (E-DDF) protocol for the single-relay case [63], which differs from the DDF protocol in that the source transmits two independent codewords from two different codebooks and only the first codeword is decoded and forwarded by the relay. The DMT upper bound of the E-DDF protocol was characterized and shown to achieve the optimal DMT bound for $r \in [0, 1/2]$ and outperform that of the DDF protocol for $r \in (1/2, 1)$. It is the best achievable DMT performance of the single-relay case to our best knowledge.

**Nakagami-$m$ fading channels**

Previous papers have evaluated the performance of kinds of relaying schemes for different cooperative networks over Rayleigh-fading channels. It is well known that Rayleigh distribution is a simple and commonly used channel model, while
Nakagami-$m$ distribution is a more general, flexible and practical model to characterize the variable wireless channels. Therefore, many papers have also studied the performance of different cooperative networks in the presence of Nakagami-$m$ fading channels. For the class of AF relaying protocols, in [64], Hasna et al. first presented the statistics of the harmonic mean of two independent and identically distributed (i.i.d.) gamma random variables, and then applied these results to study the error probability by the MGF-based method as well as the outage probability of a simple two-hop single-relay system without direct link. Karagiannidis expanded the analysis to a multihop AF relaying network with i.n.i.d Nakagami-$m$ faded channels and derived the lower and upper bounds of BER and outage probability in [65] and [66], respectively. With the aid of the MGF-based method, the error probability of a system with multiple parallel AF relays was analyzed in [24, 67] in the i.n.i.d Nakagami-$m$ fading environment. The CDF-based method was also employed in [68] to derive the error probability for the cooperative system with a fixed gain based AF relay, and the results are suitable for many modulation schemes and i.n.i.d. Nakagami-$m$ fading channels.

Employing the adaptive DF relaying protocol, [2, 69] investigated the error probability of a single-relay cooperative diversity system experiencing i.n.i.d. Nakagami-$m$ fading channels. In [2], Ikki et al. assumed that the relay only forwards if its received SNR is higher than a threshold and derived the optimal threshold to obtain the best BER performance. In [69], the relay only retransmitted the correctly decoded signals with the aid of CRC codes and the optimal power allocation between the source and the relay was further studied to improve the SER performance of both MPSK and MQAM modulations. For a multiple-relay cooperative system, by assuming that all the relays in the decoding set orthogonally decode and forward signals to the destination, [70] and [71] analyzed the outage probability in the presence of identical and non-identical Nakagami-$m$ fading channels, respectively. In addition,
the SER and outage probability of the multiple-relay DF cooperative system were analyzed in [72], where a single relay is determined by the max-min selection as in [16]. By using the opportunistic DF relaying protocol [35], the outage performance was provided and the optimal power allocation issue was addressed in [73] as well. In addition, the opportunistic relay selections based on partial CSI and full CSI were employed in [74], and the corresponding error probabilities were derived by the CDF-based approach.

### 2.2.2 Multiple-user Cooperative Systems

#### Two-way Relaying Networks

In two-way relaying networks, at least a pair of terminals not only work as sources to transmit signals but also act as destinations to receive incoming signals, and the bidirectional transmission is assisted by relays. Following the conventional relaying schemes in [9] and satisfying the half-duplex constraint, the transmission for a simple two-source system can be conducted as that one user transmits first and the other user transmits after it received its desired signals. Hence, this two-way relaying scheme requires four phases to exchange messages between two users, which is spectrum inefficient. Depending on the broadcast nature of wireless channels and the fact that each user has the knowledge of its own information, Rankov and Wittneben proposed an efficient transmission protocol using only two phases for two-way relaying networks in [75]. In the first phase, two users transmit their signals simultaneously and the relay receives the sum of signals from both users. In the second phase, the relay broadcasts to both users the scaled signal under the transmit power constraint in the AF protocol or decodes both signals and forwards the superposed signal in the DF relaying scheme. Although the efficiency for each user...
is not changed, the total efficiency for two users is significantly improved. In [75],
the sum-rates of this efficient two-way relaying scheme under AF and DF protocols
were investigated and shown to outperform that of the one-way relaying scheme.

Focusing on the AF relaying, [76] derived the tight upper and lower bounds of the
average sum-rate for the two-way relaying system. However, it was noted that for
the simple three-node system operating in the two-phase two-way relaying strategies,
the direct transmission cannot be realized and the cooperative diversity cannot be
achieved. Motivated by this, [77] analyzed the error exponent of the two-way AF
relaying protocol to characterize the fundamental trade-off between the transmission
reliability and the rate. In addition, optimal rate allocation and power allocation
schemes were proposed to maximize the bottleneck error exponent and proved to
improve the transmission reliability by numerical results. In [78], the two-way AF
relaying transmissions over two, three and four phases were all investigated. For a
fair comparison, the direct channel was not considered in every transmission scheme.
Specially, in the three-phase transmission scheme, two users transmit to the relay
successively in the first two time slots and the relay transmits a function of the
received signals to both users in the third time slot. The exact outage probability,
the closed-form sum-BER and the tight upper bound of the maximum sum-rate
for a single-relay system were derived and compared. It was shown that the two-
phase scheme achieves a higher maximum sum-rate but a lower sum-BER than
the four-phase scheme due to the self-interference and that the three-phase scheme
obtains a balance between the sum-BER and the maximum sum-rate. Furthermore,
a large system of multiple relays was also considered in [78] and a single relay
which maximizes the sum-rate or minimizes the sum-BER is selected for relaying.
The performance and the diversity order of the two-way multiple-relay system were
significantly improved, since more available paths are constructed by multiple relays.
For the system consisting of two single-antenna sources and a multiple-antenna
relay, [79] analyzed the capacity region of the two-phase AF relaying protocol and designed the optimal as well as suboptimal relay beamforming schemes for the relay node.

Adopting the DF relaying strategy, [80] analyzed the rate regions of coded bidirectional transmission protocols operating in two, three and four phases, namely, multiple-access broadcast (MABC) protocol, time division broadcast (TDBC) protocol and hybrid broadcast (HDBC) protocol, respectively. Numerical results showed that the HDBC protocol can even achieve rates outside the outer bounds of MABC and TDBC protocols in some cases. The outage performance of DF-based MABC, TDBC and opportunistic source selection (OSS) protocols for the single-relay two-way relay system was studied in [81]. In the OSS protocol, only a single user with the larger mutual information to the other user is allowed to transmit in each channel block, which exploits the multiuser diversity in the time-varying channels. Moreover, [81] analyzed the optimal power allocation and relay location based on the asymptotic outage probabilities, and derived the DMT of each protocol in finite and infinite SNR values. Unlike reference [80] assuming perfect channel state information at the transmitters (CSIT), [82] considered a two-way single-relay system in a practical scenario, and only quantized CSIT can be obtained by dedicated low-rate feedback links. It studied and compared the achievable DMT of different adaptive two-way DF protocols in many cases, i.e., no CSIT or partial CSIT, with power control or not, the direct link present or not. It was shown that without the direct link, power control with partial CSIT at the relay can achieve the optimal DMT in certain cases. When the direct link was considered, the best DMT can be achieved if every terminal adapts its transmit power based on the partial CSI from sources. Reference [80] assumed that two sources transmit at the same rate, while [83] considered the more general case that both users are possible to communicate at different rates. It first derived an outer bound of the distortion exponent region for the three-node
two-way relay system and then obtained the optimized distortion exponent pairs of the conventional four-phase protocol, three-phase TDBC and two-phase MABC protocols based on both AF and DF relaying. Additionally, [83] derived the achievable DMT of each user under two-way AF and DF relaying protocols, rather than the DMT of the system as its previous work.

For the system that multiple intermediate relays are available to assist the bidirectional transmission between two users, [84] considered both AF and DF relaying protocols over two, three and four phases and employed the DSTC for the signal processing at relays. The pairwise error probabilities of all schemes were analyzed and the full diversity gain was achievable if the number of symbols in a time slot is no less than the number of relays. However, the space-time codes have to be orthogonal at different relays to achieve better performance, and it is not adaptive to change the system size of relays. Therefore, the relay selection strategy was adopted for the multiple-relay two-way relay networks in [85–88] due to its low-complexity and easy-implement properties. In [85], a relay selection AF protocol operating in two phases was proposed, and a single relay which minimizes the sum SER of both users is selected to broadcast in the second phase according to the optimal relay selection scheme. The paper also proposed a suboptimal min-max relay selection, where a relay minimizing the maximum SER of of two users is chosen. The asymptotic SER was derived and thus the optimal power allocation between users and the selected relay was determined, which was shown to outperform the equal power allocation scheme via simulation results. Two DF-based relay selection schemes were considered in [86] for the two-way relay channels, namely, max-min scheme and max-sum scheme, which maximize the minimum instantaneous rate of two sources and the sum rate, respectively. The outage probabilities of both selection methods were analyzed and showed that the max-min relay selection scheme achieves better performance in the high SNR regime and the max-sum scheme has superiority in the
low SNR range. Thus, a hybrid relay selection protocol switching between max-min and max-sum schemes was proposed as well to achieve better outage performance in all SNR regime. In [86], a best relay which maximizes the harmonic mean of both source-relay channel coefficients was selected from a decoding set. The error probability of the DF-based two-way relaying system with this opportunistic relay selection scheme was analyzed and the error performance was shown to outperform that of the DSTC-based two-way relaying protocol [84] through numerical results. Furthermore, [88] proposed two relay selection protocols for the two-way DF relaying system and analyzed the BER performance operating in three time slots. One relay selection scheme is to select a single relay which minimizes the worse instantaneous BER of two users as the min-max criterion, which was shown to achieve almost exactly the same performance as the optimal one that minimizes the sum BER of both users. The other selection scheme is double relay selection, which selects one best relay for each user. The exact BER expressions of both schemes were derived and verified by simulation results. It was shown that both relay selection schemes are capable of achieving the full diversity order, and the double relay selection scheme achieves even better performance than the single relay selection.

Some papers have considered the system that multiple pairs of users wish to exchange information with their preassigned partners through an intermediate relay [89–91]. Therefore, not only the self-interference signal but also the multi-user interference signal might be present at each user when it receives from the relay, and the interference management and cancellation becomes an important design issue for the multiuser two-way relay channels. In [89], the code division multipleaccess (CDMA) technique was employed to differentiate many pairs of users, and each pair of users share a common spreading code. The two-way relay transmission operates in two phases, and the relay demodulates the received signals and transmits the XOR superposed signal to all users in the second phase. Reference [89] derived the
decision rules and the BERs at the relay and users, and further investigated the power control and receiver optimization issues for both phases. The proposed two-way relaying scheme was shown to outperform the one-way scheme in terms of power saving and capacity. In [90], each pair of users are assumed to occupy an orthogonal channel, and thus the co-channel interference from other pairs is avoided. For three-phase and two-phase DF as well as two-phase AF and CF relaying schemes, the authors studied the power allocation among different pairs to maximize the arbitrary weighted sum rate of all users. Reference [91] focused on studying efficient transmission schemes over two phases for the multiuser two-way AF relay system without using the orthogonal code, space, frequency or time resources. Assuming that multiple antennas are installed at each user and the relay, the authors designed the transceiver processing for the relay to eliminate both self-interference and co-channel interference based on zero-forcing and minimum mean-square-error criteria and various predetermined transmit and receive beamforming methods. Local and global power control problems were also investigated to obtain the fairness among all users and to maximize the SNR. Numerical results about the system SNR, sum rate and BER were provided to verify the effectiveness of the proposed relay processing and power control methods.

Cooperative Multiple-Access Channels (CMAC)

In CMAC, multiple users not only transmit their own information but also forward other users’ information to a common destination, obtaining the cooperative diversity and better performance. Some papers assigned orthogonal time slots [30, 31, 92, 93], frequency bands [94], spreading codes [95, 96] or space-time codes [97] for multiple users to differentiate their transmission and eliminate the MAI. Instead of occupying so many channel resources, some papers designed the
intelligent, spectrally efficient signal processing and decoding methods at sources and destination.

Reference [17] employed the AF relaying protocol for the multi-user CMA system. In every channel-static block, each source successively transmits a linear combination of its own signal and the signal it overheard in the last time slot. This proposed schemes was proved to achieve the optimal DMT performance even under the half-duplex constraint. The DF relaying protocol was considered for the multi-user CMA system in [26], where each user transmits a superposition of its own information as well as the others’ decoded information. The achievable DMT of the superposition CMA system was also characterized and shown to outperform those of the non-cooperative MA system and the MA system with selective relaying, furthermore, it is the optimal DMT performance for the MA system. Specifically, [98] considered a CMA system of two single-antenna sources and a two-antenna destination. The automatic repeat request-DDF (ARQ-DDF) protocol was adopted and its DMT upper bound as well as achievable DMT were investigated. It was shown that the ARQ-DDF is capable of obtaining the optimal diversity order of three. Some papers have further studied the BER and outage performance of the CMA systems with two sources, and will be introduced in Section 4.1.

Multiple-Access Relay Channels (MARC)

In the multi-user MARC model, multiple users wish to send information to a common destination with the assistance of one or multiple relays. The MARC is distinguished from the multiple-access channel (MAC) in that one or more relays exist and solely intend to facilitate the communication. The intermediate relays not only provide diverse paths to achieve the spatial diversity, but also transmit the combination of multiple users’ signals in order to save the bandwidth usage. References [98–100]
focused on the simple system of two users and a single relay. In [99], the CF relaying protocol was employed and sources keep transmitting all the time. The relay listens for a fraction of time, employs source coding with side information to compress received signals, and forwards to the destination in the rest fraction of time. The achievable DMT of the CF strategy was derived in [99], and it is optimal for the high multiplexing gains. In addition, the DDF protocol was adopted for the MARC model in [98], and proved to achieve the optimal DMT for low and medium multiplexing gains. Similar to the CF protocol, in the DDF strategy, two users transmit the full codeword, while the relay listens to the sources until it collects enough information to decode both error free. The relay then jointly encode two signals via an independent codebook and transmits for the rest of time. Furthermore, [100] applied the AF relaying protocol to the MARC system, which was proved to achieve better DMT performance than the CF protocol at low multiplexing gains and outperforms the DDF protocol at high multiplexing gains.

An MARC system consisting of more than two sources and a multiple-antenna relay was investigated in [101]. The relay employed the DSTC to linearly process the received signals, while the multiple-antenna destination performed zero-forcing interference cancellation to detect signals from different sources. Two transmission schemes were proposed for this MARC system and their achievable diversity orders were analyzed accordingly. Besides, [102–104] considered the MARC networks composed of multiple sources, multiple relays and a destination. In [102], $K$ sources transmit their signals simultaneously in the first time slot, and $K - 1$ relays are selected to successively forward the scaled combination to the destination in the following $K - 1$ time slots. Its theoretical and numerical results of the ergodic capacity and the outage probability were provided to show that the proposed protocol can achieve both large ergodic capacity and full diversity gain. Reference [103] employed the DF protocol for the relays, and designed a transmission scheme that a source
with a poor connection to the destination has a higher priority to obtain help from a relay with better relay-destination channel condition. The full diversity gain was shown to be achievable for each user, and the DMT of the proposed scheme was derived and approaching the optimal DMT upper bound if the number of relays is very large. The authors in [104] also considered the DF relaying strategy and proposed a novel protocol that divides sources and relays into clusters. The nodes within one cluster transmit non-orthogonally, and different clusters transmit in orthogonal channels. The DMT of this protocol was characterized, which can be optimized by properly clustering.

2.3 Conclusion

In this chapter, the commonly used performance measures of communication systems were introduced, such as BER, outage probability and DMT. The definitions and the general derivations of these measures were given. We have explicitly reviewed the works and development of cooperative communications in recent years, from AF relaying to DF relaying, from single-user communication to multiple-user communication.
Chapter 3

BER Performance of a Single Relay Cooperative System

3.1 Introduction

In this chapter, we consider a simple three-terminal cooperative system, which consists of a source, a relay and a destination. The BER performance of the single relay system employing the fixed AF relaying protocol was investigated in [9, 10]. It is demonstrated that the system can achieve the full diversity order of two for both CSI-based and fixed gain based AF relaying schemes. However, from the error probability and the outage probability analysis and numerical results in [9, 10], it is seen that the fixed DF relaying protocol cannot achieve the full diversity as the fixed AF relaying protocol does if the MRC scheme is employed at the destination. The reason is that in the AF relaying protocol, the destination is assumed to have the full channel knowledge of all the links and use them to recover the transmitted signals by MRC. Hence, the full diversity is achievable by using the AF protocol. On the contrary, in the fixed DF relaying protocol, the relay node forwards every decoded
signal to the destination without considering whether its decoding is correct or not. The MRC detection only uses source-destination and relay-destination channel information to decode. Thus the full diversity cannot be achieved by the fixed DF protocol. In addition, the adaptive DF relaying protocol, proposed in [9], is proved to be capable of achieving the higher diversity gain and better performance than the fixed DF protocol. Although only the source-destination and relay-destination channel information is used for MRC at the destination, the relay may or may not forward the decoded signal to the destination based on a threshold and the quality of received signals.

If the fixed DF relaying protocol is still employed rather than the adaptive DF relaying, is it possible to achieve the full diversity? The answer is yes. In this chapter, we will study the C-MRC scheme, which can fully explore the available spatial diversity and obtain even better BER performance than the adaptive DF relaying. Unlike MRC, C-MRC considers all the channel information of source-relay, source-destination and relay-destination links to decode. Wang et al. analyzed the BER performance of the C-MRC scheme over Rayleigh fading channels and concluded that C-MRC can achieve the diversity order equal to the number of paths between the source and the destination [45]. Changing the channel assumption to a more general model, we analyze and compare the BER performance of the MRC and C-MRC schemes over Nakagami-$m$ fading channels. It is well-known that Nakagami-$m$ distribution is more suitable and flexible to model various wireless channel environments [19]. More importantly, the results in Nakagami-$m$ fading channels can more explicitly illustrate the factors which affect the performance of the fixed DF relaying protocol. In addition, C-MRC is proved to provide better BER performance than the adaptive DF relaying protocol with the optimal threshold.
3.2 System Model and Transmission Protocol

The system model is shown in Figure 1.1(b). We use $S$, $R$ and $D$ to represent the source, relay and destination nodes, respectively. Each node is assumed to have one antenna and work in the time division half-duplex mode. The channel from node $i$ to $j$, denoted as $h_{ij}$, is independent flat-faded channel and keeps stationary within a block duration. The block duration is equally divided into two time slots. In the first time slot, $S$ broadcasts signal $x_s$ to $D$ and $R$ with the average power $P_S$. The received signals at $D$ and $R$ are respectively given by

$$y_{SD} = \sqrt{P_S} h_{SD} x_S + n_{D1}$$  \hspace{1cm} \text{(3.2.1)}$$

and

$$y_{SR} = \sqrt{P_S} h_{SR} x_S + n_{R1},$$  \hspace{1cm} \text{(3.2.2)}$$

where $n_{D1}$ and $n_{R1}$ are the corresponding noise terms of $D$ and $R$ in the first time slot. In this chapter, we only consider that $x_S$ is a binary phase-shift keying (BPSK) signal and $\mathbb{E}\{|x_S|^2\} = 1$. In the second time slot, according to the fixed DF relaying protocol, $S$ does not transmit and $R$ forwards the decoded signal $x_R$ to $D$ with the transmitted power $P_R$. The transmitted signal from $R$ is obtained by

$$x_R = \text{sgn} \left\{ \Re \left( \sqrt{P_S} h_{SR}^\ast y_{SR} \right) \right\},$$  \hspace{1cm} \text{(3.2.3)}$$

where $\text{sgn}\{\cdot\}$ is the signum function, $\Re(\cdot)$ denotes the real part of a complex number, and $(\cdot)^\ast$ denotes conjugation. The received signal at $D$ is given by

$$y_{RD} = \sqrt{P_R} h_{RD} x_R + n_{D2},$$  \hspace{1cm} \text{(3.2.4)}$$
where $n_{D2}$ is the noise term at $D$ in the second time slot. Without loss of generality, we assume $n_{D1}$, $n_{R1}$ and $n_{D2}$ are independent complex Gaussian random variables with zero mean and variance $N_0$. In this chapter, we assume that the channel coefficient $h_{ij}$ follows the Nakagami-$m$ distribution with the corresponding fading parameter $m_{ij}$ and the average channel gain $\sigma^2_{ij} = \mathbb{E}\{|h_{ij}|^2\}$. The PDF of $|h_{ij}|$ is given by

$$p(|h_{ij}|) = \frac{2(m_{ij}/\sigma^2_{ij})^{m_{ij}}}{\Gamma(m_{ij})} |h_{ij}|^{2m_{ij}-1} \exp\left(-\frac{m_{ij}}{\sigma^2_{ij}}|h_{ij}|^2\right). \quad (3.2.5)$$

Therefore, the instantaneous received SNR for the channel from $i$ to $j$, defined as $\gamma_{ij} = P_i |h_{ij}|^2/N_0$, is gamma distributed with PDF given by [70]

$$p(\gamma_{ij}) = \left(\frac{m_{ij}/\bar{\gamma}_{ij}}{\Gamma(m_{ij})}\right)^{m_{ij}} \bar{\gamma}_{ij}^{m_{ij}-1} \exp\left(-\frac{m_{ij}}{\bar{\gamma}_{ij}}\gamma_{ij}\right), \quad (3.2.6)$$

where $\bar{\gamma}_{ij}$ is the average received SNR for the link from $i$ to $j$ and $\bar{\gamma}_{ij} = P_i \sigma^2_{ij}/N_0$.

### 3.3 Maximal Ratio Combining (MRC) and Cooperative MRC (C-MRC)

At the end of the second time slot, the destination uses two weighting factors, $w_{SD}$ and $w_{RD}$, to combine the received signals from $S$ and $R$, respectively. Depending on whether $R$ decodes correctly or not, the signal after combining is expressed as

$$y_{co} = w_{SD} y_{SD} + w_{RD} y_{RD}$$
\[ \begin{align*}
&= \begin{cases} 
(w_{SD} \sqrt{P_S h_{SD}} + w_{RD} \sqrt{P_R h_{RD}}) x_S + w_{SD} n_{D1} + w_{RD} n_{D2}, & \text{if } x_R = x_S, \\
(w_{SD} \sqrt{P_S h_{SD}} - w_{RD} \sqrt{P_R h_{RD}}) x_S + w_{SD} n_{D1} + w_{RD} n_{D2}, & \text{if } x_R = -x_S.
\end{cases}
\end{align*} \tag{3.3.1} \]

Hence, the end-to-end conditional error probability can be computed as

\[ P_e(\gamma_{SD}, \gamma_{SR}, \gamma_{RD}) = \left(1 - P_{R,e}(\gamma_{SR})\right) P_{D,c}(\gamma_{SD}, \gamma_{SR}, \gamma_{RD}) + P_{R,e}(\gamma_{SR}) P_{D,e}(\gamma_{SD}, \gamma_{SR}, \gamma_{RD}), \tag{3.3.2} \]

where \( P_{R,e}(\gamma_{SR}) \) represents the conditional error probability that \( R \) decodes signals from \( S \). For BPSK signals, \( P_{R,e}(\gamma_{SR}) = Q\left(\sqrt{2\gamma_{SR}}\right) \) [1]. Provided that \( R \) decodes the signal correctly or incorrectly, the conditional error probabilities that \( D \) decodes the combined signals are denoted as \( P_{D,c}(\gamma_{SD}, \gamma_{SR}, \gamma_{RD}) \) and \( P_{D,e}(\gamma_{SD}, \gamma_{SR}, \gamma_{RD}) \), respectively. Since MRC and C-MRC schemes set different values for the weighting factor \( w_{RD} \), we will analyze them separately in the following.

In the MRC scheme, \( D \) is assumed to have perfect channel knowledge of \( S-D \) and \( R-D \) links, but it does not require the CSI of the \( S-R \) link. The weighting factors are set to be \( w_{SD} = \sqrt{P_S h_{SD}^*} \) and \( w_{RD} = \sqrt{P_R h_{RD}^*} \) [1]. Hence, the received SNRs from direct and relay links are \( \gamma_{SD} \) and \( \gamma_{RD} \), respectively. Substituting \( w_{SD} \) and \( w_{RD} \) into (3.3.1), we obtain the instantaneous SNR of the combined signal as

\[ \gamma_{MRC}^{\text{co}} = \begin{cases} 
\gamma_{SD} + \gamma_{RD}, & \text{if } R \text{ decodes correctly}, \\
\frac{(\gamma_{SD} - \gamma_{RD})^2}{\gamma_{SD} + \gamma_{RD}}, & \text{if } R \text{ decodes incorrectly}.
\end{cases} \tag{3.3.3} \]

Therefore, for BPSK signals, we have

\[ P_{D,e}^{\text{MRC}}(\gamma_{SD}, \gamma_{SR}, \gamma_{RD}) = Q\left(\sqrt{2(\gamma_{SD} + \gamma_{RD})}\right) \tag{3.3.4} \]
and

\[ P_{D,e}^{MRC}(\gamma_{SD}, \gamma_{SR}, \gamma_{RD}) = Q \left[ \frac{\sqrt{2}(\gamma_{SD} - \gamma_{RD}) \sqrt{\gamma_{SD} + \gamma_{RD}}}{\sqrt{2}(\gamma_{SD} + \gamma_{RD})} \right]. \] (3.3.5)

The conditional error probability for the MRC scheme is accordingly obtained by substituting (3.3.4) and (3.3.5) into (3.3.2). Furthermore, we have

\[ P_\epsilon^{MRC}(\gamma_{SD}, \gamma_{SR}, \gamma_{RD}) \leq Q \left[ \sqrt{2(\gamma_{SD} + \gamma_{RD})} + Q \left[ \sqrt{2 \gamma_{SR}} \right] \frac{\sqrt{2}(\gamma_{SD} - \gamma_{RD}) \sqrt{\gamma_{SD} + \gamma_{RD}}}{\sqrt{2(\gamma_{SD} + \gamma_{RD})}} \right]. \] (3.3.6)

In the C-MRC scheme, \( D \) uses the CSI of \( S-R \), \( S-D \) and \( R-D \) links. As in the MRC scheme, the weighting factor of the \( S-D \) link is set to be \( w_{SD} = \sqrt{P_S h_{SD}} \). For the \( S-R-D \) link, the transmission quality is dominated by the worse one of \( S-R \) and \( R-D \) channels. Hence, the equivalent SNR of the \( S-R-D \) link is \( \gamma_{\text{min}} = \min\{\gamma_{SR}, \gamma_{RD}\} \).

The weighting factor of this link is subsequently defined as

\[ w_{RD} = \frac{\gamma_{\text{min}}}{\sqrt{P_R h_{RD}/N_0}} = \frac{\min\{P_S |h_{SR}|^2, P_R |h_{RD}|^2\}}{\sqrt{P_R h_{RD}}} \] (3.3.7)

It can be seen that the denominator in (3.3.7) is used to normalize the amplitude of the received signal as well as to eliminate the phase shift effect. The numerator assigns the minimal power to the signal. The instantaneous SNR of the combined signal is given by

\[ \gamma_{co-MRC}^{C-MRC} = \frac{(P_S |h_{SD}|^2 \pm w_{RD} \sqrt{P_R h_{RD}})^2}{(P_S |h_{SD}|^2 + w_{RD}^2) N_0}, \] (3.3.8)

where \( \pm \) is used as + or − depending on whether \( R \) can decode the source’s transmission correctly or not. When \( P_S |h_{SR}|^2 < P_R |h_{RD}|^2 \), \( w_{RD}^2 = P_S |h_{SR}|^2 \frac{P_S |h_{SR}|^2}{P_R |h_{RD}|^2} \)}
3.4 BER Performance Analysis of MRC and C-MRC in Nakagami-\(m\) fading channels

When \(P_S|h_{SR}|^2 \geq P_R|h_{RD}|^2\), \(w_{RD}^2 = P_R|h_{RD}|^2\). Hence, \(w_{RD}^2\) can be expressed as

\[
w_{RD}^2 \leq \min \left\{ P_S|h_{SR}|^2, P_R|h_{RD}|^2 \right\}.
\]

Substituting \(w_{RD}\) and (3.3.9) into (3.3.8), we obtain the lower bound of \(\gamma_{co}^{C-MRC}\) that

\[
\gamma_{co}^{C-MRC} \geq \begin{cases} 
\gamma_{SD} + \gamma_{\min}, & \text{if } R \text{ decodes correctly}, \\
\frac{(\gamma_{SD} - \gamma_{\min})^2}{\gamma_{SD} + \gamma_{\min}}, & \text{if } R \text{ decodes incorrectly},
\end{cases}
\]

where \(\gamma_{\min} = \min \{\gamma_{SR}, \gamma_{RD}\}\). Similar to (3.3.6), the conditional BER performance for C-MRC is bounded as

\[
P_{e}^{C-MRC}(\gamma_{SD}, \gamma_{SR}, \gamma_{RD}) \leq Q \left[ \sqrt{2(\gamma_{SD} + \gamma_{\min})} \right] + Q \left[ \sqrt{2\gamma_{SR}} \right] Q \left[ \frac{\sqrt{2(\gamma_{SD} - \gamma_{\min})}}{\sqrt{\gamma_{SD} + \gamma_{\min}}} \right].
\]

3.4 BER Performance Analysis of MRC and C-MRC in Nakagami-\(m\) fading channels

In this section, we derive the upper bound of the average error probability and analyze the diversity gain of the fixed DF relaying cooperative system with MRC and C-MRC schemes over Nakagami-\(m\) fading channels.
3.4 BER Performance Analysis of MRC and C-MRC in Nakagami-$m$ fading channels

3.4.1 MRC

To derive the average BER of the MRC scheme, we will start from its conditional BER shown in (3.3.6). The first and the second terms on the right-hand side of (3.3.6) are defined as $P_{e\text{MRC}}^1(\gamma_{SD}, \gamma_{SR}, \gamma_{RD})$ and $P_{e\text{MRC}}^2(\gamma_{SD}, \gamma_{SR}, \gamma_{RD})$, respectively. Hence, the conditional error probability of the MRC scheme can be expressed as

$$P_{e\text{MRC}}(\gamma_{SD}, \gamma_{SR}, \gamma_{RD}) = P_{e\text{MRC}}^1(\gamma_{SD}, \gamma_{SR}, \gamma_{RD}) + P_{e\text{MRC}}^2(\gamma_{SD}, \gamma_{SR}, \gamma_{RD})$$ (3.4.1)

Referring to the Chernoff bound of $Q$-function given in (2.1.6), the expectation of $P_{e\text{MRC}}^1(\gamma_{SD}, \gamma_{SR}, \gamma_{RD})$ is upper bounded by

$$P_{e\text{MRC}}^1 = \int_0^\infty \int_0^\infty Q \left[ \sqrt{2(\gamma_{SD} + \gamma_{RD})} \right] p(\gamma_{SD}) p(\gamma_{RD}) d\gamma_{SD} d\gamma_{RD}$$

$$\leq \frac{1}{2} \int_0^\infty \int_0^\infty \exp \left[ - (\gamma_{SD} + \gamma_{RD}) \right] p(\gamma_{SD}) p(\gamma_{RD}) d\gamma_{SD} d\gamma_{RD}$$

$$= \frac{1}{2} \int_0^\infty \exp (-\gamma_{SD}) p(\gamma_{SD}) d\gamma_{SD} \int_0^\infty \exp (-\gamma_{RD}) p(\gamma_{SD}) d\gamma_{RD}. \quad (3.4.2)$$

We first introduce one useful integration that [105, Eq. (3.381.4)]

$$\int_0^\infty x^{\nu-1} \exp (-\mu x) \, dx = \mu^{-\nu} \Gamma(\nu). \quad (3.4.3)$$

With the help of (3.4.3), the first integral in (3.4.2) is computed as

$$\int_0^\infty \exp (-\gamma_{SD}) p(\gamma_{SD}) d\gamma_{SD} = \left( \frac{m_{SD}/\bar{\gamma}_{SD}}{\Gamma(m_{SD})} \right)^{m_{SD}} \int_0^\infty \gamma_{SD}^{m_{SD}-1} \exp \left[ - (1 + m_{SD}/\bar{\gamma}_{SD})\gamma_{SD} \right] d\gamma_{SD}$$

$$= \left( \frac{m_{SD}}{\bar{\gamma}_{SD} + m_{SD}} \right)^{m_{SD}}. \quad (3.4.4)$$
Similarly, the second integral in (3.4.2) can be obtained. Finally, the upper bound of $P_{e_1}^{MRC}$ is given by

$$P_{e_1}^{MRC} \leq \left( \frac{m_{SD}}{\bar{\gamma}_{SD} + m_{SD}} \right)^{m_{SD}} \left( \frac{m_{RD}}{\bar{\gamma}_{RD} + m_{RD}} \right)^{m_{RD}}. \tag{3.4.5}$$

When $\bar{\gamma}_{SD}$ is exponentially equal to $\bar{\gamma}_{RD}$ and goes to infinity, i.e., $\bar{\gamma}_{SD} \Rightarrow \bar{\gamma}_{RD} \rightarrow \infty$, the slope that $P_{e_1}^{MRC}$ decays can be observed from (3.4.5). For the purpose of easy expression in the following analysis, we assume that $P_S = P_R$ and the transmitted SNR is given by $\rho = P_S/N_0 = P_R/N_0$. Accordingly, the average received SNR is $\bar{\gamma}_{ij} = \rho \sigma^2_{ij}$. In high SNR regime, the upper bound of $P_{e_1}^{MRC}$ in (3.4.5) can be expressed as

$$P_{e_1}^{MRC} \quad \rho \rightarrow \infty \leq \left( \frac{m_{SD}}{\sigma^2_{SD}} \right)^{m_{SD}} \left( \frac{m_{RD}}{\sigma^2_{RD}} \right)^{m_{RD}} \rho^{-(m_{SD}+m_{RD})} = c_1 \rho^{-(m_{SD}+m_{RD})}, \tag{3.4.6}$$

which indicates that the MRC scheme can obtain the diversity order of $(m_{SD}+m_{RD})$ under the condition that $R$ decodes the source’s signals correctly. The coefficient $c_l$, for $l = 1, 2, 3, 4$, is a constant and independent of the transmitted SNR $\rho$. It only depends on the fading parameters $m_{ij}$ and average channel gains $\sigma^2_{ij}$ of corresponding channels.

Next, we will derive the BER of the MRC scheme in the case that $R$ cannot correctly decode signals from $S$.

**Proposition 3.4.1.** The upper bound of the expectation of $P_{e_2}^{MRC}(\bar{\gamma}_{SD}, \bar{\gamma}_{SR}, \bar{\gamma}_{RD})$ decays with the exponent equal to $m_{SR}$, which can be represented as

$$P_{e_2}^{MRC} = E \left\{ Q \left[ \sqrt{2 \bar{\gamma}_{SR}} \right] Q \left[ \frac{\sqrt{2}(\gamma_{SD} - \gamma_{RD})}{\sqrt{\gamma_{SD} + \gamma_{RD}}} \right] \right\} \quad \rho \rightarrow \infty \leq c_2 \rho^{-m_{SR}}. \tag{3.4.7}$$
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**Proof.**

\[
P_{e2}^{MRC} = \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} Q\left[ \frac{\sqrt{2} \gamma_{SR}}{\gamma_{SD} + \gamma_{RD}} \right] Q\left[ \frac{\sqrt{2} (\gamma_{SD} - \gamma_{RD})}{\gamma_{SD} + \gamma_{RD}} \right] p(\gamma_{SD}) p(\gamma_{SR}) p(\gamma_{RD}) d\gamma_{SD} d\gamma_{SR} d\gamma_{RD}
\]

\[
\leq \frac{1}{2} \int_{0}^{\infty} \exp\left( -\gamma_{SR} \right) p(\gamma_{SR}) d\gamma_{SR} \left[ \int_{0}^{\infty} \int_{0}^{\infty} Q\left[ \frac{\sqrt{2} (\gamma_{SD} - \gamma_{RD})}{\gamma_{SD} + \gamma_{RD}} \right] p(\gamma_{SD}) p(\gamma_{RD}) d\gamma_{SD} d\gamma_{RD} \right]. \tag{3.4.8}
\]

Similar to (3.4.4), we can obtain

\[
\mathcal{I}_{A} = \left( \frac{m_{SR}}{\gamma_{SR} + m_{SR}} \right)^{m_{SR}} \rho^{-m_{SR}} \left( \frac{m_{SR}}{\sigma_{SR}^{2}} \right)^{m_{SR}} \rho^{-m_{SR}} = c_{A} \rho^{-m_{SR}}. \tag{3.4.9}
\]

For the derivation of \(\mathcal{I}_{B}\), we set \(\mathcal{I}_{B} = \mathcal{I}_{B1} + \mathcal{I}_{B2}\). \(\mathcal{I}_{B1}\) and \(\mathcal{I}_{B2}\) are defined by

\[
\mathcal{I}_{B1} = \int_{0}^{\infty} \left\{ \int_{0}^{\gamma_{RD}} Q\left[ \frac{\sqrt{2} (\gamma_{SD} - \gamma_{RD})}{\gamma_{SD} + \gamma_{RD}} \right] p(\gamma_{SD}) d\gamma_{SD} \right\} p(\gamma_{RD}) d\gamma_{RD} \tag{3.4.10}
\]

and

\[
\mathcal{I}_{B2} = \int_{0}^{\infty} \left\{ \int_{\gamma_{RD}}^{\infty} Q\left[ \frac{\sqrt{2} (\gamma_{SD} - \gamma_{RD})}{\gamma_{SD} + \gamma_{RD}} \right] p(\gamma_{SD}) d\gamma_{SD} \right\} p(\gamma_{RD}) d\gamma_{RD}. \tag{3.4.11}
\]

Firstly, \(\mathcal{I}_{B1}\) is derived as

\[
\mathcal{I}_{B1} \overset{(a)}{\leq} \int_{0}^{\infty} \left\{ \int_{0}^{\gamma_{RD}} p(\gamma_{SD}) d\gamma_{SD} \right\} p(\gamma_{RD}) d\gamma_{RD}
\]

\[
\overset{(b)}{=} \int_{0}^{\infty} \gamma \left( \frac{m_{SD}}{\gamma_{SD} \Gamma(m_{SD})} \right) p(\gamma_{RD}) d\gamma_{RD}
\]

\[
\overset{(c)}{=} \sum_{v=0}^{\infty} \frac{(-1)^{v}}{v! (m_{SD} + v)} \frac{\Gamma(m_{SD} + m_{RD} + v)}{\Gamma(m_{SD}) \Gamma(m_{RD})} \left( \frac{m_{SD} \sigma_{SD}^{2}}{m_{RD} \sigma_{SD}^{2}} \right)^{m_{SD} + v}
\]
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\[ I_{B_1} = c_B \rho^0. \]  

(3.4.12)

It is observed from (3.4.12) that the upper bound of \( I_{B_1} \) is a constant and independent of \( \rho \). The derivation of (a) is achieved by that \( 1/2 < Q(x) \leq 1 \) if \( x < 0 \). Step (b) is obtained based on the definition of the lower incomplete gamma function, which is given by

\[ \gamma(s, x) = \int_0^x t^{s-1}e^{-t}dt. \]  

(3.4.13)

Using the series representation of \( \gamma(s, x) \) [105, Eq. (8.354.1)] that

\[ \gamma(s, x) = \sum_{n=0}^{\infty} \frac{(-1)^n x^{s+n}}{n!(s+n)} \]  

(3.4.14)

and (3.4.3), we can achieve the expression in step (c).

Next, the upper bound of \( I_{B_2} \) can be calculated as

\[
I_{B_2} \overset{(a)}{=} \frac{1}{2} \int_0^\infty \left\{ \int_{\gamma_{RD}}^{\infty} \exp \left[ -\frac{(\gamma_{SD} - \gamma_{RD})^2}{\gamma_{SD} + \gamma_{RD}} \right] p(\gamma_{SD}) d\gamma_{SD} \right\} p(\gamma_{RD}) d\gamma_{RD} \\
\overset{(b)}{=} \frac{1}{2} \int_0^\infty \left\{ \int_{\gamma_{RD}}^{\infty} \exp \left[ -(\sqrt{\gamma_{SD}} - \sqrt{\gamma_{RD}})^2 \right] p(\gamma_{SD}) d\gamma_{SD} \right\} p(\gamma_{RD}) d\gamma_{RD} \\
\overset{(c)}{=} \frac{(m_{SD}/\bar{\gamma}_{SD})^{m_{SD}}}{2\Gamma(m_{SD})} \times \int_0^\infty \left\{ \int_{\gamma_{RD}}^{\infty} \gamma_{SD}^{m_{SD}-1} \exp \left[ -(\sqrt{\gamma_{SD}} - \sqrt{\gamma_{RD}})^2 \right] d\gamma_{SD} \right\} p(\gamma_{RD}) d\gamma_{RD}.
\]

(3.4.15)

Step (a) is obtained with the aid of Chernoff bound. In the derivation of (b), since

\[
\frac{(\gamma_{SD} - \gamma_{RD})^2}{\gamma_{SD} + \gamma_{RD}} > \frac{(\gamma_{SD} - \gamma_{RD})^2}{(\sqrt{\gamma_{SD}} + \sqrt{\gamma_{RD}})^2} = (\sqrt{\gamma_{SD}} + \sqrt{\gamma_{RD}})^2,
\]

(3.4.16)
we have

\[
\exp \left[ -\frac{(\gamma_{SD} - \gamma_{RD})^2}{\gamma_{SD} + \gamma_{RD}} \right] < \exp \left[ -\left( \sqrt{\gamma_{SD}} - \sqrt{\gamma_{RD}} \right)^2 \right].
\]  

(3.4.17)

In step (c), we use the fact that \( e^{-x} < 1 \) for \( x > 0 \). To compute \( I_0 \) in (3.4.15), we set \( z = \sqrt{\gamma_{SD}} - \sqrt{\gamma_{RD}} \). Hence, by referring to [105, Eq. (3.326.2)] that

\[
\int_0^\infty x^m \exp (-\beta x^n) \, dx = \frac{\Gamma(m\gamma)}{n^\gamma}, \quad \text{where } \gamma = \frac{m+1}{n},
\]  

(3.4.18)

\( I_0 \) is computed as

\[
I_0 = 2 \int_0^\infty \left( z + \sqrt{\gamma_{RD}} \right)^{2m_{SD}-1} \exp \left( -z^2 \right) \, dz
\]

\[
= 2 \sum_{k=0}^{2m_{SD}-1} \binom{2m_{SD}-1}{k} \gamma_{RD}^{m_{SD} - \frac{k+1}{2}} \int_0^\infty z^k \exp \left( -z^2 \right) \, dz
\]

\[
= \sum_{k=0}^{2m_{SD}-1} \binom{2m_{SD}-1}{k} \Gamma \left( \frac{k+1}{2} \right) \gamma_{RD}^{m_{SD} - \frac{k+1}{2}}.
\]  

(3.4.19)

Substituting (3.4.19) into (3.4.15) and employing (3.4.3), we obtain the upper bound of \( I_{B_2} \) as

\[
I_{B_2} \leq \frac{1}{2 \Gamma(m_{SD}) \Gamma(m_{RD}) \left( \frac{m_{SD} \sigma_{RD}^2}{m_{RD} \sigma_{SD}^2} \right)^{m_{SD}}}
\times \sum_{k=0}^{2m_{SD}-1} \left( 2m_{SD} - 1 \right) \Gamma \left( \frac{k+1}{2} \right) \left( \frac{m_{RD}}{\sigma_{RD}^2 \rho} \right)^{\frac{k+1}{2}} \Gamma \left( m_{SD} + m_{RD} - \frac{k+1}{2} \right)
\]

\[
\rho \to \infty \approx c_{B_2} \rho^{-\frac{1}{2}}.
\]  

(3.4.20)

From the results in (3.4.12) and (3.4.20), it can be seen that \( I_B \) is mainly dominated by the larger term \( I_{B_1} \) and is not affected by \( \rho \) at high SNR. Therefore, substituting
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(3.4.9), (3.4.12) and (3.4.20) into (3.4.8), we can obtain

\[
P_{e2}^{MRC} \leq \frac{1}{2} \mathcal{I}_A (\mathcal{I}_{B_1} + \mathcal{I}_{B_2}) \overset{\rho \to \infty}{\approx} c_2 \rho^{-m_{SR}}. \tag{3.4.21}
\]

Proposition 3.4.1 can be explained as follows. When \(R\) decodes the source’s signal incorrectly, \(S\) and \(R\) transmit different signals to \(D\). In this case, the average error probability at \(D\) is given by

\[
P_{e}^{MRC} = \mathbb{E}\left\{ P_{D,e}^{MRC} (\gamma_{SD}, \gamma_{SR}, \gamma_{RD}) \right\} \overset{\rho \to \infty}{=} c_B \rho^0, \tag{3.4.22}
\]

which equals the term \(\mathcal{I}_B\) in (3.4.8). It is proved to converge to a constant when \(\rho\) increases to infinity. Thus, the diversity order of \(P_{e2}^{MRC}\) is determined by that of \(\mathbb{E}\left\{ P_{R}(\gamma_{SR}) \right\}\) and equal to \(m_{SR}\).

Finally, we have

\[
P_{e}^{MRC} = P_{e1}^{MRC} + P_{e2}^{MRC} \overset{\rho \to \infty}{\leq} c_1 \rho^{-(m_{SD}+m_{RD})} + c_2 \rho^{-m_{SR}}. \tag{3.4.23}
\]

It shows that the average error probability is dominated by the larger term and decays with the exponent of \(\min(m_{SR}, m_{SD}+m_{RD})\) in the high SNR regime. Therefore, we can conclude that a single-relay cooperative system employing the fixed DF relaying protocol and the MRC scheme is capable of achieving the diversity order of \(\min(m_{SR}, m_{SD}+m_{RD})\) in the presence of Nakagami-\(m\) faded channels. This also indicates that the first hop should be more reliable than the second hop when the fixed DF relaying and MRC method are employed.
In this section, we will derive the upper bound of the average BER when the C-MRC scheme is employed. We define the first and the second terms on the right-hand side of (3.3.11) as \( P_{C-MRC}^{e_1}(\gamma_{SD}, \gamma_{SR}, \gamma_{RD}) \) and \( P_{C-MRC}^{e_2}(\gamma_{SD}, \gamma_{SR}, \gamma_{RD}) \), and their expectations as \( P_{C-MRC}^{e_1} \) and \( P_{C-MRC}^{e_2} \), respectively.

**Proposition 3.4.2.** The upper bound of \( P_{C-MRC}^{e_1} \) decays with an exponent of \( m_{SD} + \min(m_{SR}, m_{RD}) \) at high SNR values, which can be expressed as

\[
P_{C-MRC}^{e_1} \rho \rightarrow \infty \leq c_3 \rho^{-(m_{SD}+m_{\min})},
\]

(3.4.24)

where \( m_{\min} = \min\{m_{SR}, m_{RD}\} \).

**Proof.**

\[
P_{C-MRC}^{e_1} = \int_0^\infty \int_0^\infty \int_0^\infty Q\left[\sqrt{2(\gamma_{SD} + \gamma_{\min})}\right] p(\gamma_{SD}) p(\gamma_{SR}) p(\gamma_{RD}) d\gamma_{SD} d\gamma_{SR} d\gamma_{RD}
\]

\[
\leq \int_0^\infty \int_0^\infty \int_0^\infty \frac{1}{2} \exp\left[-(\gamma_{SD} + \gamma_{\min})\right] p(\gamma_{SD}) p(\gamma_{SR}) p(\gamma_{RD}) d\gamma_{SD} d\gamma_{SR} d\gamma_{RD}
\]

\[
= \frac{1}{2} \int_0^\infty \exp(-\gamma_{SD}) p(\gamma_{SD}) d\gamma_{SD}
\]

\[
\times \int_0^\infty \int_0^\infty \exp(-\gamma_{\min}) p(\gamma_{SR}) p(\gamma_{RD}) d\gamma_{SR} d\gamma_{RD}.
\]

(3.4.25)

Similar to (3.4.4), the term \( \mathcal{I}_C \) is obtained as

\[
\mathcal{I}_C = \left(\frac{m_{SD}}{\gamma_{SD} + m_{SD}}\right)^{m_{SD}} \rho \rightarrow \infty \approx c_C \rho^{-m_{SD}}.
\]

(3.4.26)
To solve the integration of $I_D$, we first assume that $\gamma_{SR} \leq \gamma_{RD}$ and thus $\gamma_{\min} = \gamma_{SR}$.

By using the definition of incomplete upper gamma function that

$$
\Gamma(s, x) = \int_x^\infty t^{s-1} e^{-t} \, dt
$$

and its series representation [105, Eq. (8.354.2)] that

$$
\Gamma(s, x) = \Gamma(s) - \sum_{n=0}^{\infty} \frac{(-1)^n x^{s+n}}{n! (s+n)},
$$

$I_D$ is obtained as

$$
I_D = \int_0^\infty \exp\left(-\gamma_{SR}\right) p(\gamma_{SR}) \left\{ \int_{\gamma_{SR}}^\infty p(\gamma_{RD}) \, d\gamma_{RD} \right\} \, d\gamma_{SR}
$$

$$
= \left( \frac{m_{SR}}{\sigma_{SR}^2 \rho + m_{SR}} \right)^{m_{SR}} \left\{ 1 - \sum_{v=0}^{\infty} \frac{(-1)^v}{v! (m_{RD} + v)} \frac{\Gamma(m_{SR} + m_{RD} + v)}{\Gamma(m_{SR}) \Gamma(m_{RD})} \right\}
$$

$$
\times \left[ \frac{m_{RD} \sigma_{SR}^2}{\sigma_{RD}^2 \sigma_{SR}^2 \rho + m_{SR}} \right]^{m_{RD} + v}
$$

$$
\approx c_{D1} \rho^{-m_{SR}}.
$$

Similarly, when $\gamma_{SR} \geq \gamma_{RD}$, $\gamma_{\min} = \gamma_{RD}$, and

$$
I_D = \int_0^\infty \exp\left(-\gamma_{RD}\right) p(\gamma_{RD}) \left\{ \int_{\gamma_{RD}}^\infty p(\gamma_{SR}) \, d\gamma_{SR} \right\} \, d\gamma_{RD}
$$

$$
\approx c_{D2} \rho^{-m_{RD}}.
$$

Therefore, $P_{e1}^{C-MRC}$ and its upper bound can be obtained by substituting (3.4.26), (3.4.29) and (3.4.30) into (3.4.25), resulting in

$$
P_{e1}^{C-MRC} \leq \frac{1}{2} I_C (I_{D1} + I_{D2}) \approx c_3 \rho^{-\{(m_{SD} + \min\{m_{SR}, m_{RD}\})\}}.
$$
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**Proposition 3.4.3.** The upper bound of \( P_{e2}^{C-MRC} \) has an exponent of \(- (m_{SD} + m_{SR})\) based on the transmitted SNR, which can be represented as

\[
P_{e2}^{C-MRC} = E \left\{ Q \left[ \sqrt{2 \frac{\gamma_{SD} - \gamma_{min}}{\gamma_{SD} + \gamma_{min}}} \right] \right\} \rho \to \infty \leq c_4 \rho^{-(m_{SD} + m_{SR})}. \tag{3.4.32}
\]

**Proof.**

\[
P_{e2}^{C-MRC} \leq \frac{1}{2} \int_0^\infty \int_0^\infty \exp(-\gamma_{SR}) \left\{ \int_0^\infty Q \left[ \frac{\sqrt{2(\gamma_{SD} - \gamma_{min})}}{\sqrt{\gamma_{SD} + \gamma_{min}}} \right] p(\gamma_{SD}) d\gamma_{SD} \right\}
\]

\[
\times f(\gamma_{min}) \times p(\gamma_{SR}) p(\gamma_{RD}) d\gamma_{SR} d\gamma_{RD}. \tag{3.4.33}
\]

Firstly, similar to the derivation of term \( I_B \) in the proof of Proposition 3.4.1, we set

\[
f(\gamma_{min}) = f_1(\gamma_{min}) + f_2(\gamma_{min}), \]

where

\[
f_1(\gamma_{min}) = \int_0^{\gamma_{min}} Q \left[ \frac{\sqrt{2(\gamma_{SD} - \gamma_{min})}}{\sqrt{\gamma_{SD} + \gamma_{min}}} \right] p(\gamma_{SD}) d\gamma_{SD}
\]

\[
\leq \int_0^{\gamma_{min}} p(\gamma_{SD}) d\gamma_{SD}
\]

\[
= \frac{1}{\Gamma(m_{SD})} \gamma \left( m_{SD}, \frac{m_{SD} \gamma_{min}}{\gamma_{SD}} \right)
\]

\[
= \frac{1}{\Gamma(m_{SD})} \sum_{v=0}^{\infty} \frac{(-1)^v}{v! (m_{SD} + v)} \left( \frac{m_{SD} \gamma_{min}}{\gamma_{SD}} \right)^{m_{SD} + v} \tag{3.4.34}
\]

and

\[
f_2(\gamma_{min}) = \int_{\gamma_{min}}^\infty Q \left[ \frac{\sqrt{2(\gamma_{SD} - \gamma_{min})}}{\sqrt{\gamma_{SD} + \gamma_{min}}} \right] p(\gamma_{SD}) d\gamma_{SD}
\]

\[
\leq \frac{1}{2} \int_{\gamma_{min}}^\infty \exp \left[ - (\sqrt{\gamma_{SD} - \gamma_{min}})^2 \right] p(\gamma_{SD}) d\gamma_{SD}
\]

\[
\leq \frac{(m_{SD} / \gamma_{SD})^{m_{SD}}}{2 \Gamma(m_{SD})} \int_{\gamma_{min}}^\infty \gamma_{SD}^{m_{SD} - 1} \exp \left[ - (\sqrt{\gamma_{SD} - \gamma_{min}})^2 \right] d\gamma_{SD}. \tag{3.4.35}
\]
Note that the integration in (3.4.35) has the same form with $I_0$ in (3.4.15). Hence, using the result in (3.4.19), we can obtain

$$f_2(\gamma_{\text{min}}) = \frac{(m_{SD}/\gamma_{SD})^{m_{SD}}}{2 \Gamma(m_{SD})} \sum_{k=0}^{2m_{SD} - 1} \binom{2m_{SD} - 1}{k} \Gamma\left(\frac{k + 1}{2}\right) \gamma_{\text{min}}^{m_{SD} - \frac{k+1}{2}}.$$  

(3.4.36)

Then we define

$$P_{e1}^{\text{C-MRC}} = \frac{1}{2} \int_0^\infty \int_0^\infty \exp(-\gamma_{SR}) f_1(\gamma_{\text{min}}) p(\gamma_{SR}) p(\gamma_{RD}) d\gamma_{SR} d\gamma_{RD} \quad (3.4.37)$$

and

$$P_{e2}^{\text{C-MRC}} = \frac{1}{2} \int_0^\infty \int_0^\infty \exp(-\gamma_{SR}) f_2(\gamma_{\text{min}}) p(\gamma_{SR}) p(\gamma_{RD}) d\gamma_{SR} d\gamma_{RD}. \quad (3.4.38)$$

When $\gamma_{SR} \leq \gamma_{RD}$, (3.4.37) and (3.4.38) are derived as follows

$$P_{e1}^{\text{C-MRC}} \leq \frac{1}{2 \Gamma(m_{SD}) \Gamma(m_{SR})} \left[ \frac{m_{SR}}{\sigma_{SR}^2 \rho + m_{SR}} \right]^{m_{SR}}$$

$$\times \sum_{v=0}^\infty \frac{(-1)^v}{v! (m_{SD} + v)} \left[ \frac{m_{SD} \sigma_{SR}^2}{\sigma_{SD}^2 (\sigma_{SR}^2 \rho + m_{SR})} \right]^{m_{SD} + v}$$

$$\times \left\{ \Gamma(m_{SD} + m_{SR} + v) - \sum_{u=0}^v \frac{(-1)^u}{u! (m_{RD} + u)} \right. \left. \Gamma(m_{SD} + m_{SR} + m_{RD} + v + u) \right\} \left( \frac{m_{RD} \sigma_{SR}^2}{\sigma_{RD}^2 (\sigma_{SR}^2 \rho + m_{SR})} \right)^{m_{RD} + u} \rho \to \infty \approx c_{4,1a} \rho^{-(m_{SD} + m_{SR})}$$  

(3.4.39)

and

$$P_{e2}^{\text{C-MRC}} \leq \frac{1}{4 \Gamma(m_{SD}) \Gamma(m_{SR})} \left[ \frac{m_{SD} \sigma_{SR}^2}{\sigma_{SD}^2 (\sigma_{SR}^2 \rho + m_{SR})} \right]^{m_{SD}} \left( \frac{m_{SR}}{\sigma_{SR}^2 \rho + m_{SR}} \right)^{m_{SR}}$$
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\[
\times \sum_{k=0}^{2m_{SD}-1} \binom{2m_{SD}-1}{k} \Gamma \left( \frac{k+1}{2} \right) \left( 1 + \frac{m_{SR}}{\sigma_{SR}^2 \rho} \right)^{\frac{k+1}{2}}
\]

\[
\times \left\{ \Gamma \left( m_{SD} + m_{SR} - \frac{k+1}{2} \right) - \sum_{u=0}^{\infty} \frac{(-1)^u}{u! (m_{RD}+u)} \right. \\
\times \frac{\Gamma \left( m_{SD} + m_{SR} + m_{RD} + u - \frac{k+1}{2} \right)}{\Gamma (m_{RD})} \left[ \frac{m_{RD} \sigma_{SR}^2}{\sigma_{RD}^2 (\sigma_{SR}^2 \rho + m_{SR})} \right]^{m_{RD}+u} \left. \right\}
\]

\[\rho \to \infty \approx c_{4.2a} \rho^{-(m_{SD}+m_{SR})} \tag{3.4.40} \]

when \(\gamma_{SR} > \gamma_{RD}\), the derivations of (3.4.37) and (3.4.38) are respectively given by

\[
P_{C-MRC}^{e_{2,1b}} \leq \frac{1}{2 \Gamma (m_{SD}) \Gamma (m_{SR}) \Gamma (m_{RD})} \left( \frac{m_{SR}}{\sigma_{SR}^2 \rho + m_{SR}} \right)^{m_{SR}}
\]

\[
\times \sum_{v=0}^{\infty} \frac{(-1)^v}{v! (m_{SD} + v)} \left[ \frac{m_{SD} \sigma_{SR}^2}{\sigma_{SD}^2 (\sigma_{SR}^2 \rho + m_{SR})} \right]^{m_{SD}+v}
\]

\[
\times \sum_{u=0}^{\infty} \frac{(-1)^u}{u! (m_{SD} + m_{RD} + v + u)} \Gamma \left( m_{SD} + m_{SR} + m_{RD} + v + u \right)
\]

\[
\times \left[ \frac{m_{RD} \sigma_{SR}^2}{\sigma_{RD}^2 (\sigma_{SR}^2 \rho + m_{SR})} \right]^{m_{RD}+u}
\]

\[\rho \to \infty \approx c_{4.1b} \rho^{-(m_{SD}+m_{SR}+m_{RD})} \tag{3.4.41} \]

and

\[
P_{C-MRC}^{e_{2,2b}} \leq \frac{1}{4 \Gamma (m_{SD}) \Gamma (m_{SR}) \Gamma (m_{RD})} \left[ \frac{m_{SD} \sigma_{SR}^2}{\sigma_{SD}^2 (\sigma_{SR}^2 \rho + m_{SR})} \right]^{m_{SD}} \left( \frac{m_{SR}}{\sigma_{SR}^2 \rho + m_{SR}} \right)^{m_{SR}}
\]

\[
\times \sum_{k=0}^{2m_{SD}-1} \binom{2m_{SD}-1}{k} \Gamma \left( \frac{k+1}{2} \right) \left( 1 + \frac{m_{SR}}{\sigma_{SR}^2 \rho} \right)^{\frac{k+1}{2}}
\]

\[
\times \sum_{u=0}^{\infty} \frac{(-1)^u}{u! (m_{SD} + m_{RD} + u - \frac{k+1}{2})} \Gamma \left( m_{SD} + m_{SR} + m_{RD} + u - \frac{k+1}{2} \right)
\]

\[
\times \left[ \frac{m_{RD} \sigma_{SR}^2}{\sigma_{RD}^2 (\sigma_{SR}^2 \rho + m_{SR})} \right]^{m_{RD}+u}
\]

\[\rho \to \infty \approx c_{4.2b} \rho^{-(m_{SD}+m_{SR}+m_{RD})} \tag{3.4.42} \]
3.4 BER Performance Analysis of MRC and C-MRC in Nakagami-\(m\) fading channels

From (3.4.39)-(3.4.42), the end-to-end average BER of the C-MRC scheme in the case that \(R\) cannot successfully decode the source’s information is obtained as

\[
P_{e2}^{\text{C-MRC}} \leq P_{e2,1}^{\text{C-MRC}} + P_{e2,2}^{\text{C-MRC}}
\]

\[
= P_{e2,1a}^{\text{C-MRC}} + P_{e2,1b}^{\text{C-MRC}} + P_{e2,2a}^{\text{C-MRC}} + P_{e2,2b}^{\text{C-MRC}}
\]

\[
\rho \to \infty \leq c_4 \rho^{-(m_{SD}+m_{SR})}.
\]

(3.4.43)

Finally, the error probability of a single-relay cooperative system employing the C-MRC scheme is given by

\[
P_e^{\text{C-MRC}} = P_{e1}^{\text{C-MRC}} + P_{e2}^{\text{C-MRC}}
\]

\[
\rho \to \infty \leq c_3 \rho^{-(m_{SD}+m_{min})} + c_4 \rho^{-(m_{SD}+m_{SR})}.
\]

(3.4.44)

We can observe that the fixed DF relaying protocol is capable of achieving the diversity order of \(\min\{m_{SD}+m_{SR}, m_{SD}+m_{RD}\}\) when the C-MRC scheme is adopted at \(D\).

We compare the achievable diversity orders of both MRC and C-MRC schemes in Table 3.1. It can be found that when \(m_{SR}\) is relatively small, the diversity gain of the MRC scheme is determined by \(m_{SR}\) and the diversity difference between both schemes is the largest. When \(m_{SR}\) grows, the channel from \(S\) to \(R\) becomes less faded and the diversity gap gets smaller. When \(m_{SR}\) is comparatively large, \(R\) can make correct decoding at a very high probability. Thus, C-MRC loses its advantage over MRC, and both schemes achieve the identical diversity order. In summary, C-MRC always obtains a higher or at least the same diversity gain as MRC. The reason is that C-MRC fully considers the fading effect of each link and maximizes
Table 3.1: Comparison of the diversity orders achieved by MRC and C-MRC schemes

<table>
<thead>
<tr>
<th>$m_{SR}$</th>
<th>MRC</th>
<th>C-MRC</th>
<th>Diversity difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(0, m_{RD})$</td>
<td>$m_{SR}$</td>
<td>$m_{SD} + m_{SR}$</td>
<td>$m_{SD}$</td>
</tr>
<tr>
<td>$[m_{RD}, m_{SD} + m_{RD}]$</td>
<td>$m_{SR}$</td>
<td>$m_{SD} + m_{RD}$</td>
<td>$&lt; m_{SD}$</td>
</tr>
<tr>
<td>$(m_{SD} + m_{RD}, \infty)$</td>
<td>$m_{SD} + m_{RD}$</td>
<td>$m_{SD} + m_{RD}$</td>
<td>0</td>
</tr>
</tbody>
</table>

the received SNR of the relay channel through channel-dependent weighting factors. Therefore, C-MRC can achieve better performance and higher diversity gain than MRC.

3.5 Numerical Results and Discussions

In this section, we first provide the theoretical and simulated BER performance of a single-relay DF relaying cooperative system with MRC and C-MRC schemes. Next, we compare the performance of MRC, C-MRC and the adaptive DF relaying protocol. We assume that $S$ and $R$ transmit BPSK signals with the same power level and all three channels experience independent and non-identically distributed (i.n.i.d.) Nagakami-$m$ fading.

In Figure 3.1-3.3, to emphasize the effect of the fading parameters $m_{ij}$, we assume that the average channel gains of three links are identical and equal to one, i.e., $\sigma_{ij}^2 = 1$. Actually, the derived BER upper bounds in Section 3.4 are suitable for any $m_{ij}$ and $\sigma_{ij}^2$ values. Firstly, we provide the simulated BER and the theoretical BER upper bound of MRC and C-MRC schemes in Figure 3.1 and Figure 3.2, respectively. Both figures show that the simulated BER is upper bounded by the theoretical results. As the SNR increases, the theoretical upper bounds get closer to the simulated BER curves. Both simulated and theoretical results have the identical diversity order under the same channel conditions. Figure 3.1 verifies that the MRC scheme can
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Figure 3.1: Simulated BER and theoretical BER upper bound of the MRC scheme for a single-relay cooperative system with fixed DF relaying over i.n.i.d. Nakagami-$m$ fading channels. © [2009] John Wiley & Sons, Ltd.

obtain the diversity gain of $\min(m_{SR}, m_{SD} + m_{RD})$ and Figure 3.2 proves that the C-MRC scheme can achieve the diversity order of $\min(m_{SD} + m_{SR}, m_{SD} + m_{RD})$.

In Figure 3.3, we compare the simulated BER performance of both MRC and C-MRC schemes for a fixed DF relaying cooperative system experiencing various channel conditions. As seen from Table 3.1, the comparison of the diversity orders achieved by MRC and C-MRC schemes can be classified into three situations. Therefore, we provide one example for each scenario to compare the achievable diversity gains in Figure 3.3. We fix the values of $m_{SD}$ and $m_{RD}$, i.e., $m_{SD} = m_{RD} = 1$, and only adopt different values of $m_{SR}$. For the first case, when the average channel condition of the $S-R$ link is worse than the $R-D$ link, i.e., $m_{SR} \leq m_{RD}$, the diversity order of MRC is always less than that of C-MRC by $m_{SD}$. It is illustrated by the example $(m_{SD}, m_{SR}, m_{RD}) = (1, 0.5, 1)$. We can see from Figure 3.3 that MRC only
achieves a diversity order of 0.5, while C-MRC achieves a diversity gain of 1.5. For the second case, as the $S-R$ channel condition improves and satisfies the condition that $m_{RD} < m_{SR} \leq m_{SD} + m_{RD}$, we can find that the gap between the diversity orders of $m_{SR}$ and $m_{SD} + m_{RD}$ achieved by MRC and C-MRC, respectively, is less than $m_{SD}$. As shown by the case $(m_{SD}, m_{SR}, m_{RD}) = (1, 1.5, 1)$, MRC achieves a diversity gain of 1.5 and C-MRC achieves a diversity of 2. For the third case, only when the $S-R$ condition becomes even better than both $S-D$ and $R-D$ channels, i.e., $m_{SR} > m_{SD} + m_{RD}$, MRC can obtain the same diversity gain as C-MRC equal to $m_{SD} + m_{RD}$ and as good BER performance as C-MRC. It is shown by the case $(m_{SD}, m_{SR}, m_{RD}) = (1, 4, 1)$ and both schemes achieve the identical diversity order of 2. In addition, it can also be noticed from Figure 3.3 that C-MRC is capable of achieving the same BER performance in the case of $m_{SR} = 0.5$ as the MRC does in
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Figure 3.3: BER performance comparison of MRC and C-MRC schemes for a single-relay cooperative system with fixed DF relaying over i.n.i.d. Nakagami-$m$ fading channels.

A better channel condition that $m_{SR} = 1.5$. Therefore, it is concluded that C-MRC always achieves better BER performance than MRC does, especially when the $S-R$ channel is in a relatively poor condition.

Furthermore, in Figure 3.4, we compare the BER performance of the fixed DF protocol employing the C-MRC scheme with that of the adaptive DF relaying protocol with optimum threshold [2] in different channel conditions. It was concluded in [2] that the optimal threshold is determined by the fading parameters and average channel gains of the $S-D$ and $R-D$ links and is independent of the channel statistics of the $S-R$ link. For a fair comparison, we adopt the same channel gain assumption as that in [2]. The path-loss exponent $\beta$ is equal to 3 and the lengths of $S-D$, $S-R$ and $R-D$ links are set to be $d_{SD} = 1$, $d_{SR} = 0.6$ and $d_{RD} = 0.4$, respectively. The average channel gain is given by $\sigma_{ij}^2 = d_{ij}^{-\beta}$. We also set the same fading parameters
Figure 3.4: BER performance comparison of the fixed DF relaying protocol with the C-MRC scheme and the adaptive DF relaying protocol with optimum threshold for a single-relay cooperative system over i.n.i.d. Nakagami-$m$ fading channels.

of the $S-D$ and $R-D$ channels as that in [2], i.e., $m_{SD} = m_{RD} = 1$. Three scenarios with different values of $m_{SR}$ are considered in Figure 3.4 that the fading severity of the $S-R$ link is less, equal or larger than the $R-D$ link. The optimum threshold of the adaptive DF protocol is given in Table 3.2. Note that BER curves are plotted in terms of the total transmitted SNR in Figure 3.4. It can be observed that the fixed DF protocol with the C-MRC scheme and the adaptive DF protocol with optimum threshold can achieve the identical diversity gain equal to $m_{SD} + \min\{m_{SR}, m_{RD}\}$.

Moreover, it is also noticed that the C-MRC scheme achieves even better BER performance than the adaptive DF protocol employed in [2] under the same channel conditions.

The above analysis and numerical results help us to design the appropriate transmission and detection scheme for single-relay cooperative systems based on the practical
Table 3.2: The optimum threshold used in the adaptive DF protocol [2]

<table>
<thead>
<tr>
<th>$\gamma_{\text{opt}}$ (dB)</th>
<th>5 dB</th>
<th>10 dB</th>
<th>15 dB</th>
<th>20 dB</th>
<th>25 dB</th>
<th>30 dB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.350</td>
<td>2.760</td>
<td>4.507</td>
<td>5.842</td>
<td>6.886</td>
<td>7.742</td>
</tr>
</tbody>
</table>

channel conditions and system requirements. If the channel quality of the source-relay link is much better than that of the source-destination and relay-destination links or the system has a low requirement of accuracy, the low-complexity MRC detector is preferred. Otherwise, the C-MRC scheme and the adaptive DF protocol with optimum threshold are optional to achieve the full diversity order in any channel environments. In particular, the adaptive relaying protocol is adopted in the case that the CSI of the source-relay link cannot be known at the destination. The C-MRC scheme might be employed to achieve even better performance, but it takes some resources to transmit the CSI of the source-relay channel to the destination.

3.6 Conclusion

In this chapter, we have analyzed the BER performance of a single-relay cooperative system over Nakagami-$m$ fading channels. The relay works in the fixed DF relaying mode. The destination uses either MRC without source-relay channel knowledge or C-MRC which requires perfect instantaneous source-relay channel information. We have derived the BER upper bounds and diversity gains for both MRC and C-MRC schemes over Nakagami-$m$ fading channels. Numerical results were provided to show that the C-MRC scheme always achieves better performance than the MRC scheme does. Part of the work in this chapter has been published in Wireless Communications and Mobile Computing as a journal paper, which is the second paper in Author’s Publications.
Chapter 4

BER Performance of a Two-user Cooperative Multiple-Access System

4.1 Introduction

In Chapter 3, we have employed the C-MRC scheme for the fixed DF relaying cooperative system to enhance the available spatial diversity and to further improve the achievable BER performance. It has been shown that C-MRC can obtain higher diversity than the MRC scheme does in the fixed DF relaying. Moreover, it can achieve better BER performance than the adaptive DF relaying protocol with optimal threshold. However, the source only transmits in the first time slot in both AF and DF relaying protocols, which wastes half of the time resource. Therefore, the efficiency is lower than the direct transmission. This spectral inefficiency issue also exists in [9, 10, 45]. In this circumstance, a non-orthogonal relaying protocol [13] was proposed for the single-relay cooperative system to improve the bandwidth us-
age by allowing the source to transmit a new message in the second time slot, as shown in Figure 1.1(d). Due to the half-duplex constraint, the relay cannot assist the transmission of this message. Therefore, its achievable average BER is not as good as the orthogonal relaying protocol.

Different from the non-orthogonal relaying protocol, other methods are adopted to improve the spectral efficiency in this chapter. A simple three-terminal system is still considered but it is composed of two sources, also acting as relays of each other, and a destination. Two sources can transmit not only their own information to the same destination but also cooperate with each other to increase the diversity. It is called two-user cooperative multiple-access (CMA) system. It is applicable to the scenario that both users are willing to transmit to a common base station and also wish to get help from each other to obtain better performance in up-link cellular networks. In this chapter, we will analyze and compare the performance of the two-user CMA system employing different transmission protocols.

Similar to those orthogonal transmission strategies [9], the authors in [30,31,92,93] assumed that each user’s information is transmitted and relayed in orthogonal time or frequency slots in this two-user CMA system. Hence, four time slots or equivalent channel resources are required to fulfill a cooperative transmission of both users’ signals. We name it as a four-time-slot time division broadcast (TDBC) protocol. In [30] and [31], both the error rate and outage probability of coded cooperation were presented. The joint power and channel resource allocations for the orthogonal AF and DF cooperation were discussed in [92] and [93], respectively. However, this transmission scheme still has the disadvantage of spectrum inefficiency. To recover the efficiency loss and keep half-duplex constraint, a three-time-slot TDBC protocol can be applied for the two-user CMA system. Both users transmit their own information orthogonally in the first two time slots, and then forward each
other’s information simultaneously in the third time slot. We will analyze the BER performance of this protocol with AF relaying and provide the simulated results to validate the derivation.

Comparing to the above two TDBC schemes, a more efficient transmission protocol based on superposition modulation was first proposed in [106]. Two users take turns to transmit the superposition of both users’ information in successive time slots, and thus only two time slots are required. Inspired by [106], several extended studies have been done based on the algebraic superposition and superposition in Euclidean space, also called Galois field superposition coding (GFSC) and complex field superposition coding (CFSC) [107], respectively. The GFSC approach, used in [107] and [108], combines one user’s original information and the other user’s relayed information by the bit-wise XOR operation. In the CFSC-based method, relays combine both information linearly depending on a superposition factor [106, 109–111]. The simulated performance of the two-user CMA system was presented in [106], and the error probability of coded cooperation was further analyzed and presented in an integral form in [109]. Both works considered DF relaying and employed an maximum a posteriori (MAP) demodulator at the destination. The approximate capacity region and outage probability of both AF and DF relaying protocols were analyzed, and the optimal superposition factor was derived in [110]. The works in [107] and [111] employed interference cancellation and iterative detection at the destination, and investigated the performance for this two-phase transmission scheme over multipath and flat fading channels, respectively. However, a larger number of iterations is required to improve the accuracy of the interference cancellation and signal detection.

Hence, the complexity and processing delay increase linearly with the number of iterations.

Different from previous works which also employed the CFSC, here we propose
a near-optimal detector at the destination, which requires no iteration and costs much less complex than the detector in [106,107,111] and the maximum-likelihood sequence detector (MLSD). More importantly, this detector can achieve the same performance as that in [106] and approach the optimal performance obtained by the MLSD. We derive the corresponding decision regions and obtain the exact BER expressions with integrations and BER bound, in the presence of independent, and non-identically distributed (i.n.i.d.) user-destination channels. We also provide simulation results to validate the theoretical analysis. Finally, we compare the BER performance of the two-user CMA system employing various transmission schemes, namely, superposition modulation scheme, three-time-slot TDBC protocol and four-time-slot TDBC protocol under the identical transmitted power and data rate conditions. It is demonstrated that the superposition modulation is capable of achieving both full diversity gain and high coding gain.

4.2 Three-time-slot TDBC Protocol and its BER Performance

The two-user CMA system model is illustrated in Figure 4.1. Two sources and the destination are denoted as A, B and D, respectively. Each terminal has only one antenna and operates in the half-duplex mode. In this section, we first introduce the three-time-slot AF-based TDBC transmission protocol for the two-user CMA system, and then analyze its corresponding BER performance. The cooperative transmission of both users’ information is conducted within three time slots. User i allocates a fraction of its power, denoted as $\alpha_i$, to forward the other user’s information. User A and user B transmit their own signals to the destination in the first and second time slots separately. The received signals at user i and D in the first
two slots are, respectively, given by

\[ y_i = \sqrt{1 - \alpha_j} h_{AB} s_j + n_i, \]  
\[ y_{D1} = \sqrt{1 - \alpha_A} h_{AD} s_A + n_{D1}, \]  
and

\[ y_{D2} = \sqrt{1 - \alpha_B} h_{BD} s_B + n_{D2}, \]

where \( h_{ij} \) denotes the channel coefficient from node \( i \) to \( j \) and follows the Rayleigh distribution. In addition, the inter-user channels are assumed to be reciprocal, i.e., \( h_{AB} = h_{BA} \). User \( i \)’s original signal is represented by \( s_i \), and we denote the symbol power as \( P = \mathbb{E}\{|s_i|^2\} \). The noise terms, \( n_i \) and \( n_{Dt} \) \((t = 1, 2, 3)\), represent the noise at node \( i \) and \( D \) in the \( t \)-th time slot, respectively. They are independent complex Gaussian random variables with zero mean and unit variance. We define that \( \gamma_{ij} = P|h_{ij}|^2 \) and \( \bar{\gamma}_{ij} = P \mathbb{E}\{|h_{ij}|^2\} \). For the CSI-based AF relaying, user \( i \)’s scaling factor is given by \( g_i = 1/\sqrt{(1 - \alpha_j)\bar{\gamma}_{AB} + 1} \). In the third time slot, both
users forward their scaled signals to \( D \) under the power allocation constraint. The received signal can be expressed as

\[
y_{D3} = g_B \sqrt{\alpha_B (1 - \alpha_A)} h_{AB} h_{BD} s_A + g_A \sqrt{\alpha_A (1 - \alpha_B)} h_{AB} h_{AD} s_B \\
+ g_A \sqrt{\alpha_A} h_{AD} n_A + g_B \sqrt{\alpha_B} h_{BD} n_B + n_{D3}.
\]  

(4.2.4)

The variance of the noise terms in (4.2.4) is denoted as \( \sigma_N^2 \) and

\[
\sigma_N^2 = g_A^2 \alpha_A \gamma_{AD} + g_B^2 \alpha_B \gamma_{BD} + 1.
\]

The detection of user \( A \)'s signal is based on the received signals in the first and third time slots, and the decision rule is given by

\[
\hat{s}_A = \arg\min_{b_A} \left\{ \left| y_{D1} - \sqrt{1 - \alpha_A} h_{AD} b_A \right|^2 \\
+ \frac{1}{\sigma_N^2} \left| y_{D3} - h_{AB} (g_B \sqrt{\alpha_B (1 - \alpha_A)} h_{BD} b_A + g_A \sqrt{\alpha_A (1 - \alpha_B)} h_{AD} b_B) \right|^2 \right\},
\]

(4.2.5)

where \( b_i \) denotes the candidate of user \( i \)'s information. User \( B \)'s signal can be detected in a similar way and thus the detail is omitted here.

To derive the average BER of user \( A \), we consider the ideal case that user \( B \)'s signal can be perfectly detected by the destination from the direct transmission. Hence, the inter-user interference, the second term in (4.2.4), can be completely removed from \( y_{D3} \). The sum of received SNRs of the direct and relay channels is upper bounded by

\[
\gamma_{\text{sum},A} = (1 - \alpha_A) \gamma_{AD} + \frac{\alpha_B (1 - \alpha_A) \gamma_{AB} \gamma_{BD}}{\alpha_A \gamma_{AD} + \alpha_B \gamma_{BD} + (1 - \alpha_A) \gamma_{AB} + 1}.
\]

(4.2.6)

The PDF and CDF of user \( A \)'s combined SNR, denoted as \( p_{\gamma_{\text{sum},A}}(\gamma) \) and \( F_{\gamma_{\text{sum},A}}(\gamma) \), can be obtained numerically. Here, we adopt the CDF-based approach to derive the error probability. As introduced in Section 2.1.2, the conditional SER for MPSK
modulations with high \( M \) and at high SNR can be approximated as

\[
P_s(\gamma) \approx kQ(\sqrt{c\gamma}).
\] (4.2.7)

The values of \( k \) and \( c \) are given in Table 2.1. Therefore, the approximation of the average SER under the three-time-slot TDBC transmission scheme can be computed by substituting \( F_{\gamma_{\text{sum}},A}(\gamma) \) into

\[
P_s = \frac{k}{\sqrt{2\pi}} \int_0^\infty F_\gamma \left( \frac{u^2}{c} \right) \exp \left( -\frac{u^2}{2} \right) du.
\] (4.2.8)

The BER is accordingly obtained by

\[
P_b \approx P_s / \log_2 M,
\] (4.2.9)

where \( M \) is the number of possible symbols in modulation constellation. Note that the above derivation is applicable for any modulation whose conditional SER can be expressed by linear combinations of \( Q \)-functions.

### 4.3 Two-time-slot Superposition Modulation Protocol

In this section, we introduce the superposition modulation protocol for the two-user CMA system and propose a near-optimal, low-complexity detector for the destination. The adaptive repetition-based decode-and-forward (DF) relaying is used. We assume that users can detect whether they decode each other’s signal correctly by using CRC codes [112]. In this superposition modulation protocol, each time frame is divided into two equal slots. In the first slot of the \( k \)th time frame, user \( A \)
transmits the linear combination of its own signal in the current time frame and B’s signal in the last time frame if A can decode B’s data correctly. Otherwise, user A transmits its own signal with full power to B and D. Similarly, in the second slot of the kth time frame, user B transmits either the combination of its own signal and correctly decoded A’s signal or its own signal, depending on the outcome of the CRC code. Hence, the transmitted signals from A and B are given by

\[ x_A(k) = \sqrt{1 - \beta_A f_A} s_A(k) + \sqrt{\beta_A f_A} s_B(k-1) \] (4.3.1)

and

\[ x_B(k) = \sqrt{1 - \beta_B f_B} s_B(k) + \sqrt{\beta_B f_B} s_A(k). \] (4.3.2)

The constant, \( \beta_i \in [0, 1] \), denotes user i’s superposition factor and controls the fraction of power user i allocating to forward the other user’s signal. The values of superposition factors can be computed by a central controller, users or the destination before the data transmission, and then informed to other terminals. Both users might have different superposition factors, depending on the system requirements and channel conditions. The flag bit, \( f_i \), varies with the instantaneous channel condition and is defined as

\[ f_i = \begin{cases} 
1, & \text{if user } i \text{ decodes the other user’s signal correctly,} \\
0, & \text{otherwise.} 
\end{cases} \] (4.3.3)

The value of \( f_i \) is determined by user i and then forwarded to the other user and the destination together with the transmitted data. The signal \( s_i(k) \) is user i’s own signal in the kth time frame. Without loss of generality, we assume that \( s_A(k) \) and \( s_B(k) \) have the same average power level equal to \( P \), i.e., \( P = \mathbb{E}\{|s_i(k)|^2\} \). The
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signal \( x_i(k) \) is the combined signal transmitted by user \( i \) and its power is also equal to \( P \). For instance, if \( s_A(k) \) and \( s_B(k) \) are quadrature phase-shift keying (QPSK) signals, \( x_i(k) \) is a non-uniform 16-ary quadrature amplitude modulation (QAM) signal if \( f_i = 1 \). For the sake of simplicity, in the analysis, we assume that \( s_A(k) \) and \( s_B(k) \) are BPSK signals. Hence, \( x_i(k) \) is a non-uniform 4-ary pulse-amplitude modulation (PAM) signal when \( f_i = 1 \).

The received signal at \( B \) in the first time slot of the \( k \)-th frame is expressed as

\[
y_{AB}(k) = h_{AB}(k)x_A(k) + n_{AB}(k)
\]

\[
= h_{AB}(k)\sqrt{1 - \betaAf_A} s_A(k) + h_{AB}(k)\sqrt{\betaAf_A} s_B(k - 1) + n_{AB}(k),
\]

(4.3.4)

where \( h_{ij}(k) \) denotes the channel coefficient from node \( i \) to \( j \) in the \( k \)th time frame and is also assumed to follow the Rayleigh distribution. The noise term, \( n_{ij}(k) \), represents the noise at node \( j \) during the transmission from node \( i \) to \( j \) in the \( k \)th frame, and it is a complex Gaussian random variable with zero mean and unit variance. The values of \( \beta_i \) and \( f_i \) are known to every terminal and perfect CSI is only available at receivers. Since \( B \) has the knowledge of \( s_B(k - 1) \), it can first subtract the self-interference term (the second term in (4.3.4)) from the received signal, and then decode \( A \)'s signal. User \( B \)'s signal is detected by user \( A \) in the same way. The received signals at \( D \) from \( A \) and \( B \) are given by

\[
y_{AD}(k) = h_{AD}(k)x_A(k) + n_{AD}(k)
\]

(4.3.5)

and

\[
y_{BD}(k) = h_{BD}(k)x_B(k) + n_{BD}(k).
\]

(4.3.6)

The instantaneous SNR in the \( k \)th frame and the average SNR of the channel from
$i$ to $j$ are expressed as $\gamma_{ij}(k) = P|h_{ij}(k)|^2$ and $\bar{\gamma}_{ij} = P\mathbb{E}\{|h_{ij}(k)|^2\}$, respectively.

Since the inter-user interference cannot be perfectly canceled at the destination, we accordingly propose a near-optimal detector for the superposition modulation based CMA system. Although MLSD can obtain the optimal detection based on at least five received signals, its complexity and delay increase significantly [1]. Our proposed near-optimal detector achieves the BER performance very close to that of MLSD but with much less complexity, shown in Section 4.5. Since both users play the same role in the system, we focus on the detection and analysis of user $A$’s signal, and that can be similarly obtained for user $B$. According to the MAP demodulator used in [106], the log-likelihood ratio (LLR) for $s_A(k)$ is computed as

$$
\ell(s_A(k)) = \ln \left\{ \frac{\sum_{b_B(k-1)} p(y_{AD}(k)|b_A(k) = 1, b_B(k-1))}{\sum_{b_B(k-1)} p(y_{AD}(k)|b_A(k) = -1, b_B(k-1))} \times \left\{ \frac{\max_{b_B(k)} [p(y_{BD}(k)|b_A(k) = 1, b_B(k))|]_{fn}}{\max_{b_B(k)} [p(y_{BD}(k)|b_A(k) = -1, b_B(k))|]_{fn}} \right\} \right\},
$$

(4.3.7)

where $b_i(t)$ denotes the candidate of user $i$’s information in the $t$th time frame, i.e., $s_i(t)$, and $p(y_{iD}|b_A, b_B)$ is the conditional PDF of a Gaussian distribution. To simplify the computation, our proposed detector only considers the maximal term rather than the sum of all probabilities in the numerator and denominator in (4.3.7). Hence, the approximate LLR is expressed as

$$
\tilde{\ell}(s_A(k)) = \ln \left\{ \frac{\max p(y_{AD}(k)|b_A(k) = 1, b_B(k-1))}{\max p(y_{AD}(k)|b_A(k) = -1, b_B(k-1))} \times \left\{ \frac{\max [p(y_{BD}(k)|b_A(k) = 1, b_B(k))|]_{fn}}{\max [p(y_{BD}(k)|b_A(k) = -1, b_B(k))|]_{fn}} \right\} \right\},
$$

(4.3.8)
which is equivalent to the following decision rule:

$$
\hat{s}_A(k) = \arg\min_{b_A(k)} \left\{ |y_{AD}(k) - h_{AD}(k) \left[ \sqrt{1 - \beta_A f_A b_A(k)} + \sqrt{\beta_A f_A b_B(k - 1)} \right] |^2 
+ f_B \cdot |y_{BD}(k) - h_{BD}(k) \left[ \sqrt{1 - \beta_B f_B b_B(k)} + \sqrt{\beta_B f_B b_A(k)} \right] |^2 \right\}.
$$

(4.3.9)

Note that $D$ has the knowledge of $f_i$ and $\beta_i$. If $B$ cannot detect $A$’s signal correctly, i.e., $f_B = 0$, the destination only needs to decode the signal from the original source $A$. Hence, the computation complexity can be further reduced. The detection of $A$’s signal involves the received signals from $A$ and $B$ in the current time frame. The detection of $B$’s signal is similar except that $D$ combines the received signals containing $B$’s information $s_B(k)$.

### 4.4 Performance Analysis of the Superposition Modulated Protocol

In this section, we analyze the BER performance of the two-user CMA system employing the superposition modulation scheme and our proposed detector over i.n.i.d. Rayleigh fading channels. As seen from (4.3.9), under the conditions that $A$ and $B$ may or may not decode each other’s signal correctly, the detection of $A$’s information can be divided into the following four cases.

(i) The first case: $f_A = 1$ and $f_B = 1$. Both users can decode each other’s signal correctly, and provide cooperation for each other.

(ii) The second case: $f_A = 0$ and $f_B = 1$. User $B$ helps to transmit $A$’s signal, while $A$ does not cooperate for $B$.

(iii) The third case: $f_A = 1$ and $f_B = 0$. User $A$ helps to transmit $B$’s signal, while
B does not cooperate for A.

(iv) The fourth case: \( f_A = 0 \) and \( f_B = 0 \). There is no cooperation, and both users transmit their own data to \( D \) with full power.

Therefore, the average BER can be computed as the sum of the error probability in each case weighted by the probability of that case, which is given by

\[
P_e = \sum_{u=1}^{4} P_{e,u} \cdot Pr(u).
\]  (4.4.1)

In the following section, we derive \( Pr(u) \) and \( P_{e,u} \) separately.

### 4.4.1 Occurrence Probabilities of Four Cases—\( Pr(u) \)

In this part, we derive the occurrence probability of each of these four cases, denoted by \( Pr(u) \), where \( u = 1, 2, 3, 4 \). Similar to [109], we use \( \eta_A \) and \( \eta_B \) to represent the probabilities that users A and B cooperate to transmit each other’s information, respectively. Hence,

\[
1 - \eta_A = \eta_B P_{BA}^C + (1 - \eta_B) P_{BA}^N
\]  (4.4.2)

and

\[
1 - \eta_B = \eta_A P_{AB}^C + (1 - \eta_A) P_{AB}^N,
\]  (4.4.3)

where \( P_{ij}^C \) and \( P_{ij}^N \) are the average error probabilities of user i’s data transmitted from i to j when i works in the cooperation mode or non-cooperation mode, respectively. Note that the inter-user channels are reciprocal and Rayleigh faded. Therefore, \( P_{AB}^C, P_{BA}^C \) and \( P_{AB}^N (= P_{BA}^N) \), depending on the corresponding average
received SNRs $\bar{\gamma}_{AB}(1 - \beta_A)$, $\bar{\gamma}_{AB}(1 - \beta_B)$ and $\bar{\gamma}_{AB}$, are, respectively, given by [1]

$$P_{AB}^C = \frac{1}{2} \left( 1 - \sqrt{\frac{\bar{\gamma}_{AB}(1 - \beta_A)}{\bar{\gamma}_{AB}(1 - \beta_A) + 1}} \right), \quad (4.4.4)$$

$$P_{BA}^C = \frac{1}{2} \left( 1 - \sqrt{\frac{\bar{\gamma}_{AB}(1 - \beta_B)}{\bar{\gamma}_{AB}(1 - \beta_B) + 1}} \right), \quad (4.4.5)$$

and

$$P_{AB}^N = P_{BA}^N = \frac{1}{2} \left( 1 - \sqrt{\frac{\bar{\gamma}_{AB}}{\bar{\gamma}_{AB} + 1}} \right). \quad (4.4.6)$$

From (4.4.2) and (4.4.3), $\eta_A$ and $\eta_B$ can be calculated as

$$\eta_A = \frac{(1 - P_{BA}^N) - (P_{BA}^C - P_{BA}^N)(1 - P_{AB}^N)}{1 - (P_{AB}^C - P_{AB}^N)(P_{BA}^C - P_{BA}^N)} \quad (4.4.7)$$

and

$$\eta_B = \frac{(1 - P_{AB}^N) - (P_{AB}^C - P_{AB}^N)(1 - P_{BA}^N)}{1 - (P_{AB}^C - P_{AB}^N)(P_{BA}^C - P_{BA}^N)} \quad (4.4.8)$$

The occurrence probabilities of those four cases are given by

$$Pr(1) = \eta_A \cdot (1 - P_{AB}^C), \quad (4.4.9)$$

$$Pr(2) = (1 - \eta_A) \cdot (1 - P_{AB}^N), \quad (4.4.10)$$

$$Pr(3) = \eta_A \cdot P_{AB}^C \quad (4.4.11)$$

and

$$Pr(4) = (1 - \eta_A) \cdot P_{AB}^N. \quad (4.4.12)$$
By substituting (4.4.4)-(4.4.8) into (4.4.9)-(4.4.12), we can obtain the complete expressions of $Pr(u)$.

### 4.4.2 Average Error Probabilities for Four Cases—$P_{e,u}$

In this part, we first derive the decision regions according to our proposed detection rule (4.3.9) and then calculate the average BER for each of the four cases.

For the first case, $f_A = 1$ and $f_B = 1$. The information of user $A$ is transmitted by itself with power $(1 - \beta_A)P$ and also relayed by user $B$ with power $\beta_B P$. The performance is improved by the other user’s cooperation and also affected by the other user’s interference. By expanding the square terms in (4.3.9) and omitting the time frame notation of the received signals and instantaneous channel SNRs, the detection of user $A$’s information can be rewritten as

$$
\hat{s}_A(k) = \arg\min_{b_A(k)} \left\{ |y_{AD}|^2 + |y_{BD}|^2 + \gamma_{AD} + \gamma_{BD} + 2c_A b_A(k) b_B(k - 1) 
+ 2c_B b_A(k) b_B(k) - 2X \left( \sqrt{1 - \beta_A b_A(k)} + \sqrt{\beta_A b_B(k - 1)} \right) 
- 2Y \left( \sqrt{1 - \beta_B b_B(k)} + \sqrt{\beta_B b_A(k)} \right) \right\}. 
$$

(4.4.13)

Two coefficients in (4.4.13) are defined by

$$
c_A = \gamma_{AD} \sqrt{(1 - \beta_A) \beta_A} \quad \text{and} \quad c_B = \gamma_{BD} \sqrt{(1 - \beta_B) \beta_B}. 
$$

(4.4.14)

Two variables $X$ and $Y$ are respectively given by

$$
X = \Re\{h_{AD}^* y_{AD}\} \quad \text{and} \quad Y = \Re\{h_{BD}^* y_{BD}\}. 
$$

(4.4.15)

We assume that $h_{AD}$, $h_{BD}$, $x_A$ and $x_B$ are known, and only the noise terms are vari-
ables. Hence, $X$ and $Y$ obey the Gaussian distribution, i.e., $X \sim \mathcal{N}(\gamma_{AD}x_A, \gamma_{AD}/2)$ and $Y \sim \mathcal{N}(\gamma_{BD}x_B, \gamma_{BD}/2)$. We then remove the common term $|y_{AD}|^2 + |y_{BD}|^2 + \gamma_{AD} + \gamma_{BD}$ in (4.4.13), and simplify (4.4.13) to

\[ \hat{s}_A(k) = \arg\min_{b_A(k)} f\left(b_A(k), b_B(k-1), b_B(k)\right), \quad (4.4.16) \]

where the cost function is given by

\[ f\left(b_A(k), b_B(k-1), b_B(k)\right) = \left(c_A b_B(k-1) + c_B b_B(k) - X \sqrt{1 - \beta_A} - Y \sqrt{\beta_B} b_A(k) - X \sqrt{\beta_A} b_B(k-1) - Y \sqrt{1 - \beta_B} b_B(k)\right). \quad (4.4.17) \]

Since $b_A(k), b_B(k-1)$ and $b_B(k) \in \{1, -1\}$, the cost function has eight possible values. Equation (4.4.16) demonstrates that $\hat{s}_A(k)$ takes the value of $b_A(k)$ when the cost function reaches its minimum value. Therefore, the decoding of user $A$’s information is equivalent to

\[ \hat{s}_A(k) = \begin{cases} 
1, & \text{if } \min f\left(1, b_B(k-1), b_B(k)\right) \leq \min f\left(-1, \tilde{b}_B(k-1), \tilde{b}_B(k)\right) \\
-1, & \text{otherwise.} 
\end{cases} \quad (4.4.18) \]

The signals $\tilde{b}_B(k-1)$ and $\tilde{b}_B(k)$ also denote the candidates of user $B$’s signals in the $(k-1)$th and $k$th time frames. Hence, $\tilde{b}_B(k-1)$ and $\tilde{b}_B(k) \in \{1, -1\}$.

Depending on the specific ranges of $X$ and $Y$, we find pairs of $(b_B(k-1), b_B(k))$ and $(\tilde{b}_B(k-1), \tilde{b}_B(k))$ which can minimize $f\left(1, b_B(k-1), b_B(k)\right)$ and $f\left(-1, \tilde{b}_B(k-1), \tilde{b}_B(k)\right)$, respectively. Assuming $s_A(k) = -1$, an error occurs if

\[ \min f\left(1, b_B(k-1), b_B(k)\right) \leq \min f\left(-1, \tilde{b}_B(k-1), \tilde{b}_B(k)\right). \quad (4.4.19) \]
The regions of error detection can be illustrated in the two-dimensional space \((X, Y)\) shown in Figure 4.2. The detailed derivation is given in Appendix A. When \(s_A(k) = -1\), \(x_A\) has two possible values, \(x_A = -\sqrt{1 - \beta_A} - \sqrt{\beta_A}\) or \(x_A = -\sqrt{1 - \beta_A} + \sqrt{\beta_A}\), with the same probability. Similarly, \(x_B = -\sqrt{1 - \beta_B} - \sqrt{\beta_B}\) or \(x_B = \sqrt{1 - \beta_B} - \sqrt{\beta_B}\) with the equal probability. Hence, the PDFs of \(X\) and \(Y\) are, respectively, given by

\[
p_X(X|s_A(k) = -1) = \frac{1}{2\sqrt{\pi \gamma_{AD}}} \left\{ \exp \left[ \frac{-\left( X + \gamma_{AD}(\sqrt{1 - \beta_A} + \sqrt{\beta_A}) \right)^2}{\gamma_{AD}} \right] + \exp \left[ \frac{-\left( X + \gamma_{AD}(\sqrt{1 - \beta_A} - \sqrt{\beta_A}) \right)^2}{\gamma_{AD}} \right] \right\} \tag{4.4.20}
\]

and

\[
p_Y(Y|s_A(k) = -1) = \frac{1}{2\sqrt{\pi \gamma_{BD}}} \left\{ \exp \left[ \frac{-\left( Y + \gamma_{BD}(\sqrt{1 - \beta_B} + \sqrt{\beta_B}) \right)^2}{\gamma_{BD}} \right] + \exp \left[ \frac{-\left( Y - \gamma_{BD}(\sqrt{1 - \beta_B} - \sqrt{\beta_B}) \right)^2}{\gamma_{BD}} \right] \right\} \tag{4.4.21}
\]

By integrating the PDFs of \(X\) and \(Y\) over the error decision regions, the conditional error probability is

\[
P_{e,1}(\gamma_{AD}, \gamma_{BD}) = \int_{R_{i1}+R_{1i}+R_{11}} p_X(X|s_A(k) = -1) p_Y(Y|s_A(k) = -1) \, dX \, dY. \tag{4.4.22}
\]

Therefore, the average BER for the first case is given by

\[
P_{e} = \int_{0}^{\infty} \int_{0}^{\infty} P_{e,1}(\gamma_{AD}, \gamma_{BD}) p_{\gamma_{AD}}(\gamma_{AD}) p_{\gamma_{BD}}(\gamma_{BD}) \, d\gamma_{AD} \, d\gamma_{BD}, \tag{4.4.23}
\]

where \(p_{\gamma_{iD}}(\gamma_{iD})\) is the PDF of the exponentially distributed variable \(\gamma_{iD}\) with parameter \(\bar{\gamma}_{iD}\). This exact BER can be computed by numerical integration and the
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To derive the lower bound of BER, we replace the limits of integration in (4.4.22) by $R_I$, which is expressed as \( \{X \geq 0\} \cap \{-Y_{th} < Y \leq 0 \cup Y > Y_{th}\} \). It represents the situation that errors occur in both transmissions if $D$ detects the received signals.

Figure 4.2: Decision regions for the first case $f_A = 1$ and $f_B = 1$, when $s_A(k) = -1$. $O : (0, 0)$, $J : (-X_{th}, 0)$, $V : (X_{th}, 0)$, $K : (0, -Y_{th})$ and $H : (0, Y_{th})$, where $X_{th} = \gamma_{AD} \sqrt{1 - \beta_A}$ and $Y_{th} = \gamma_{BD} \sqrt{1 - \beta_B}$. © [2011] IEEE
from $A$ and $B$ separately. Hence, the lower bound of BER is given by

\[
P_{e,1,b} = \left\{ \begin{array}{c} \int_0^\infty \int_0^\infty p_X(X|s_A(k) = -1) p_{\gamma_{AD}}(\gamma_{AD}) dX d\gamma_{AD} \\ \times \left[ \int_0^\infty \left( \int_{-Y_{th}}^\infty p_Y(Y|s_A(k) = -1) dY + \int_{Y_{th}}^\infty p_Y(Y|s_A(k) = -1) dY \right) p_{\gamma_{BD}}(\gamma_{BD}) d\gamma_{BD} \right] \\ \\
\end{array} \right. \tag{4.4.24}
\]

Note that $P_{e,1,AD}$ and $P_{e,1,BD}$ are given by

\[
P_{e,1,AD} = \frac{1}{2} \left[ \frac{1}{2} \left( 1 - \sqrt{\frac{\gamma_{AD,1}}{\bar{\gamma}_{AD,1} + 1}} \right) + \frac{1}{2} \left( 1 - \sqrt{\frac{\gamma_{AD,2}}{\bar{\gamma}_{AD,2} + 1}} \right) \right] \tag{4.4.25}
\]

and

\[
P_{e,1,BD} = \frac{1}{2} \left[ \left( 1 - \sqrt{\frac{\gamma_{BD,1}}{\bar{\gamma}_{BD,1} + 1}} \right) + \frac{1}{2} \left( 1 - \sqrt{\frac{\gamma_{BD,2}}{\bar{\gamma}_{BD,2} + 1}} \right) \right], \tag{4.4.26}
\]

where $\bar{\gamma}_{AD,1} = \bar{\gamma}_{AD} (\sqrt{1 - \beta_A} + \sqrt{\beta_A})^2$, $\bar{\gamma}_{AD,2} = \bar{\gamma}_{AD} (\sqrt{1 - \beta_A} - \sqrt{\beta_A})^2$, $\bar{\gamma}_{BD,1} = \bar{\gamma}_{BD}\beta_B$ and $\bar{\gamma}_{BD,2} = \bar{\gamma}_{BD} (\sqrt{1 - \beta_B} - \sqrt{\beta_B})^2$.

In the second case, $f_A = 0$ and $f_B = 1$. The information of user $A$ is transmitted by itself with full power of $P$ and also relayed by user $B$ with power $\beta_B P$. The decision region, the exact average BER and the lower bound of BER in this case can be derived in the same way as in the first case. The error probability of transmission from $A$ to $D$ in this case is given by

\[
P_{e,2,AD} = \frac{1}{2} \left( 1 - \sqrt{\frac{\bar{\gamma}_{AD}}{\bar{\gamma}_{AD} + 1}} \right), \tag{4.4.27}
\]

The error probability of transmission from $B$ to $D$ is $P_{e,2,BD} = P_{e,1,BD}$. Therefore,
the lower bound of BER in the second case is given by

\[ P_{e,2,lb} = P_{e,2,AD} \cdot P_{e,2,BD}. \] (4.4.28)

For the third case, \( f_A = 1 \) and \( f_B = 0 \). User A transmits its own information with power \((1 - \beta_A)P\) and also helps to forward B’s information with power \(\beta_A P\), i.e.,

\[ x_A(k) = \sqrt{1 - \beta_A} s_A(k) + \sqrt{\beta_A} s_B(k - 1). \]

But user B does not help to relay user A’s information. Hence, the detection of \( s_A(k) \) becomes

\[ \hat{s}_A(k) = \arg\min_{b_A(k)} \left| y_{AD}(k) - h_{AD}(k) \left( \sqrt{1 - \beta_A} b_A(k) + \sqrt{\beta_A} b_B(k - 1) \right) \right|^2. \] (4.4.29)

The conditional error probability of user A’s information in the third case is given by

\[ P_{e,3}(\gamma_{AD}) = \begin{cases} Q\left( \sqrt{2\gamma_{AD}} \left( \sqrt{1 - \beta_A} + \sqrt{\beta_A} \right)^2 \right), & \text{if } s_A(k) = s_B(k - 1), \\ Q\left( \sqrt{2\gamma_{AD}} \left( \sqrt{1 - \beta_A} - \sqrt{\beta_A} \right)^2 \right), & \text{if } s_A(k) = -s_B(k - 1). \end{cases} \] (4.4.30)

Therefore, the exact average BER in this case is

\[ P_{e,3} = P_{e,1,AD} = \frac{1}{2} \left[ \frac{1}{2} \left( 1 - \frac{\gamma_{AD,1}}{\gamma_{AD,1} + 1} \right) + \frac{1}{2} \left( 1 - \frac{\gamma_{AD,2}}{\gamma_{AD,2} + 1} \right) \right]. \] (4.4.31)

In the fourth case, \( f_A = 0 \) and \( f_B = 0 \). The information of user A is only transmitted by itself with full power of \( P \) and \( x_A(k) = s_A(k) \). The detection of A’s signal in (4.3.9) is simplified as

\[ \hat{s}_A(k) = \arg\min_{b_A(k)} \left| y_{AD}(k) - h_{AD}(k)b_A(k) \right|^2. \] (4.4.32)

It is the same with direct transmission of BPSK signals. Hence, the conditional error
probability is $Q(\sqrt{2\gamma_{AD}})$ and the exact average BER in the fourth case is given by

$$P_{e,4} = \frac{1}{2} \left(1 - \sqrt{\frac{\gamma_{AD}}{\tilde{\gamma}_{AD} + 1}}\right).$$

(4.4.33)

Finally, the average BER and its lower bound can be obtained by substituting (4.4.9)-(4.4.12) and $P_{e,u}$ ($P_{e,u,lb}$) into (4.4.1).

### 4.5 Numerical Results and Comparison

In this section, we first present the simulated and theoretical BER performance when the three-time-slot TDBC protocol is employed by a two-user CMA system. Next, we provide the BER performance achieved by the superposition modulation protocol with different superposition factors and channel conditions. Finally, we compare the BER performance of superposition modulation, three-time-slot TDBC and four-time-slot TDBC protocols under the same power and data rate constraints.

In Figures 4.3-4.4, the three-time-slot TDBC protocol with the CSI-based AF relaying is employed. We assume that three channels in the two-user CMA system are i.i.d. Rayleigh faded and $P_A = P_B$. Therefore, we have $\tilde{\gamma}_{AD} = \tilde{\gamma}_{BD} = \tilde{\gamma}_{AB}$. In Figure 4.3, we provide the simulated BER performance in terms of the power allocation factor for BPSK and 8PSK modulations at different SNR values. It can be seen that $\alpha_A = \alpha_B = 0.2$ provides the best BER performance for both BPSK and 8PSK modulations. Therefore, we will adopt this optimal power allocation factor, $\alpha_{opt} = 0.2$, for the three-time-slot TDBC protocol in Figures 4.4 and 4.8. In Figure 4.4, we present both simulated and theoretical BER curves of BPSK, QPSK and 8PSK modulation schemes. The simulated results are obtained based on the detection rule given in (4.2.5) and the theoretical results are obtained by the
Figure 4.3: BER of user A’s information vs the power allocation factor $\alpha_A$ for BPSK and 8PSK modulations in the three-time-slot TDBC protocol over i.i.d. Rayleigh fading channels.
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![Graph showing BER performance for BPSK, QPSK, and 8PSK modulations using the three-time-slot TDBC protocol in i.i.d. Rayleigh fading channels.](image)

Figure 4.4: User A's BER performance for BPSK, QPSK, and 8PSK modulations employing the three-time-slot TDBC protocol in i.i.d. Rayleigh fading channels.

The numerical integration of (4.2.8). It can be observed that the simulated results are lower bounded by the theoretical results for BPSK and QPSK signals. However, the theoretical BER curve of 8PSK is slightly higher than the actual BER in the low and medium SNR region, since the approximation in (4.2.7) to compute the conditional SER is more accurate for high order PSK and high SNR values. But the theoretical result of 8PSK coincides with its simulated BER at high SNRs. It is also illustrated by Figure 4.4 that the three-time-slot TDBC protocol is capable of achieving a diversity order of two.

In Figures 4.5-4.7, the two-time-slot superposition modulation protocol is employed. All of its simulated results are obtained according to the decision rule in (4.3.9). We firstly provide the simulated BER performance of user A’s data in terms of the superposition factor $\beta_A$ at different SNR values in Figure 4.5. It is assumed that
channels are i.i.d. Rayleigh faded and that $\beta_A = \beta_B$. Therefore, the error probability of user $B$’s information is identical to that of user $A$’s. As seen from Figure 4.5, the system achieves the best performance when $\beta_A = 0.1$. If $\beta_A = 0$, the two users only transmit their own signals alternatively. It becomes a time-division multiple-access channel without source cooperation. Hence, the achievable diversity gain is only one and the BER is non-optimal. As the value of $\beta_A$ increases, each user allocates a larger fraction of power to assist in the other user’s transmission and thus the BER performance of the other user is improved. However, the more power allocated to forward the other user’s information, the less power is used for its own transmission and the higher interference is caused to each other. This is the trade-off between cooperation and interference. Until $\beta_A = 0.5$, both original and relayed signals are transmitted at the same power level. In the case that user $A$ can decode $B$’s signal
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Correctly, the transmitted signal from $A$ becomes

$$x_A(k) = \sqrt{0.5} s_A(k) + \sqrt{0.5} s_B(k - 1). \quad (4.5.1)$$

Thus it has a high error probability to detect $s_A(k)$ from $x_A(k)$ when $s_A(k) = -s_B(k - 1)$. Moreover, it can also be observed that the local optimal value of $\beta_A$ in the range of $[0.5, 1]$ is 0.8. However, the BER achieved at $\beta_A = 0.8$ is not as good as the BER at $\beta_A = 0.1$. The reason is that when $0.5 \leq \beta_A \leq 1$, user $A$ spends higher power to transmit user $B$’s signals than its own signals. The probability that user $B$ can correctly decode $A$’s information is decreased. Thus, $f_B$ has a higher chance to be equal to 0. In addition, user $A$’s information is received by $D$ with higher power from the relay channel rather than the direct link. According to the decision rule of user $A$’s information in (4.3.9), it can be understood why the minimal BER achieved in $[0.5, 1]$ is not globally optimal. This also explains why the BER curves in $[0, 0.5]$ and $[0.5, 1]$ are not symmetric with respective to $\beta_A = 0.5$. For the case that $\beta_A = 1$, user $A$ transmits either its own signal or user $B$’s signal with its full power. It is not suitable to use (4.3.9) to obtain the corresponding BER in this special case. Hence, the BER at $\beta_A = 1$ is the worst.

Figure 4.6 provides the simulated and theoretical BER performance of user $A$’s information with different superposition factors. The three channels are also assumed to be i.i.d. Rayleigh faded. Based on the results in Figure 4.5, we set $\beta_A = \beta_B = 0.1$ to achieve the best and identical performance for both users. In this case, a diversity gain of two can be achieved as seen from both the theoretical and simulated BER curves. When $\beta_A = \beta_B = 0$, the system becomes direct transmission. There is no cooperation between two users and diversity gain is only one. When $\beta_A = 0$ and $\beta_B = 1$, the system turns into the conventional cooperation for user $A$. Although it achieves better performance than the superposition modulation-based CMA system,
user $B$’s signal has not been transmitted at all, which is spectrally inefficient. We also provide the performance of the MAP detector [106] and the MLSD for comparison. It is shown that our proposed detector can obtain the same performance as the MAP detector and close to that of the MLSD with low complexity.

In Figure 4.7, we consider two kinds of non-identical channel scenarios. The theoretical and simulated BER performance of user $A$’s data in terms of $\bar{\gamma}_{AD}$ is provided. The BER curves in the cases of $\beta_A = \beta_B = 0.1$ and i.i.d. channels are also plotted for comparison. Firstly, the channel condition from $B$ to $D$ is better than that from $A$ to $D$. We assume that $\bar{\gamma}_{BD} = \bar{\gamma}_{AD} + 10 \text{ dB} = \bar{\gamma}_{AB} + 10 \text{ dB}$, $\beta_A = 0.1$ and $\beta_B = 0.3$. Compared with user $A$, user $B$ allocates more power to forward the other’s signal in order to take advantage of the better channel condition. Therefore, the performance of user $A$’s signal improves significantly as compared to that in the
4.5 Numerical Results and Comparison

Figure 4.7: Simulated and theoretical BER performance of user A’s signal, employing superposition modulation protocol over i.n.i.d. Rayleigh channels. © [2011] IEEE

i.i.d. case. Contrarily, in the other circumstance, the channel condition from B to D is worse than that from A to D, e.g., $\bar{\gamma}_{BD} = \bar{\gamma}_{AD} - 10$ dB and $\bar{\gamma}_{AB} = \bar{\gamma}_{AD}$. The superposition factors are still set to be $\beta_A = \beta_B = 0.1$. Apparently, the BER performance is worse than that in the i.i.d. case due to the poor channel condition from user B to D. It is noticed that the theoretical results obtained by numerical integration in these three cases are exactly consistent with the simulated BER curves, which confirms the derivation of error decision regions. Furthermore, it is shown that the full diversity of two can be achieved by the superposition modulation protocol in any channel conditions with appropriate superposition factors.

In Figure 4.8, we compare the simulated BER performance of the superposition modulation protocol, three-time-slot TDBC and four-time-slot TDBC protocols over i.i.d. Rayleigh fading channels. For a fair comparison, we assume that the average
Figure 4.8: BER performance comparison of superposition modulation, three-time-slot TDBC and four-time-slot TDBC protocols in i.i.d. Rayleigh fading channels. Transmitted power in each time slot is equal to one, and the average data rate is set to be 2 bits per channel use in these three transmission schemes. For the superposition modulation protocol, each user’s signal is modulated to QPSK signal and the adaptive DF relaying strategy is employed. Each user allocates 10% ($\beta_A = \beta_B = 0.1$) of its own power for relaying. For the three-time-slot TDBC protocol, we assume that both users transmit 8PSK signals. To satisfy the average power constraint, each user transmits with power $3(1 - \alpha)/2$ in the first two time slots, and with power $3\alpha/2$ in the third time slot. To achieve the best performance, $\alpha_A = \alpha_B = 0.2$ is required. For the four-time-slot TDBC protocol, we assume that users transmit 16PSK signals. The adaptive DF relaying protocol and the MRC detection at the destination are adopted. It is observed from Figure 4.8 that these three schemes achieve the full diversity gain of two, and the superposition modulation protocol outperforms the TDBC protocols under the same transmission.
4.6 Conclusion

In this chapter, we have analyzed the BER performance of two-user CMA systems with efficient transmission schemes, namely, the AF-based three-time-slot TDBC scheme and the DF-based superposition modulation scheme. In the superposition modulation scheme, we have proposed a low-complexity, near-optimal detector. The achievable BER results of both schemes have been derived and validated by simulation results. We also compared the BER performance of these two protocols and the four-time-slot TDBC scheme. It has been shown that the superposition modulation scheme outperforms the TDBC protocols and can achieve both good BER performance and high spectral efficiency with less complexity. Part of the work in this chapter has appeared in our journal paper “Performance analysis of two-user multiple access systems with DF relaying and superposition modulation” on IEEE Transactions on Vehicular Technology, the third one in Author’s Publications.
Chapter 5

Performance of an Efficient Multiple-Relay Cooperative System

5.1 Introduction and Related Results

In this chapter, we will expand our analysis to a large-scale cooperative system, which consists of a source, a destination and multiple parallel relays. Similar to the assumption in previous chapters, all the terminals are under the half-duplex constraint. One simple transmission protocol is to assign orthogonal time slots or frequency bands for relays to forward the same source signal to the destination separately [22,23,33,50]. However, the spectral efficiency is quite low and is reversely proportional to the number of relays. In this situation, a DSTC protocol was proposed and employed in [14,15], which takes only two time slots to transmit the source’s messages. In the first time slot, the source broadcasts to all the relays. In the second time slot, all the relays or a selected group of relays are allowed to trans-
mit simultaneously to the destination by employing different space-time codes. The maximal multiplexing gain is increased to 0.5 and the full spatial diversity gain can be achieved as well. In addition to the DSTC protocol, several single relay selection protocols are also proposed for the multiple-relay cooperative system and proved to achieve the same DMT performance as the DSTC protocol does. In [16, 72], the max-min relay selection approach was adopted. Each relay finds the minimum of its corresponding instantaneous source-relay and relay-destination channel gains. A single relay which has the largest channel gain among these minimal ones is selected to forward the source’s information to the destination in the second phase. Another kind of relay selection method, adopted in [35, 57, 58], is called the opportunistic relaying (OR) protocol. It selects a relay with the best relay-destination channel quality from a decoding set, and the decoding set is composed of relays whose source-relay transmission is not in outage. However, due to the half-duplex constraint and orthogonal transmission, the maximal achievable multiplexing gain of either single relay selection scheme is only 0.5.

In order to improve the spectral efficiency but still satisfy the half-duplex constraint, a two-path relaying protocol [75], also called successive relaying (SR) protocol [113], was proposed for a two-relay cooperative system. The source keeps transmitting new messages and two relays mimic a full-duplex relay to alternatively forward messages to the destination. The achievable rates for both AF and DF relaying methods were analyzed when the direct channel between source and destination is unavailable [75]. The capacity for DF relaying was further investigated in [113] under different channel and interference conditions while the direct link is considered. Additionally, from the information theoretic aspect, [114] and [115] studied the achievable rate of the SR protocol in a two-relay DF network without direct link, while the inter-relay interference is considered or ignored, respectively. The authors in [116] proposed the shifted successive DF relaying (SSDFR) protocol for the multi-antenna two-
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relay network and investigated its asymptotically achievable DMT performance. Although all these studies in [75, 113–116] made the efficient use of the spectrum, they only investigated the systems with two relays but did not consider large systems with a sizable number of prospective relays.

Aiming to achieve both high diversity and multiplexing gains, the sequential slotted AF scheme and the random sequential AF scheme were proposed for the multi-relay networks in [25] and [42], respectively. The DMT performance was investigated for the two cases that the inter-relay interference is ignored or considered. However, due to the AF relaying, the noise terms are accumulated at relays and propagated to the destination, which degrades the transmission accuracy as time slots increases. Reference [117] employed the quantize-and-map scheme for the multi-relay system and proved that it can approach the optimal DMT bound as the multiple-input single-output (MISO) channel. However, this good result was based on an impractical assumption that the relays are isolated and not interfering with each other. In [118], the inter-relay transmission was considered as interference and relays employed the hybrid of successive cancellation and joint decoding to decode the signals transmitted from the source. The maximal achievable diversity order is one less than the full diversity, as one relay cannot receive the continuous source transmission while it is occupied to transmit to the destination.

In this chapter, we propose an effective and efficient relaying protocol for the multi-relay DF cooperative system and the inter-relay transmission is considered. In our proposed SR protocol, two selected relays alternatively and successively receive and forward to the destination during each constant fading block. The receiving relay jointly decodes both signals transmitted from the source and the other selected relay in a certain time slot. Thus the relay not only acquires the knowledge of the source’s transmitted signal in this time slot, but also the source’s previous transmitted signal.
that it cannot obtain from the source directly. The ML decoding is adopted by the destination after a block transmission. We make use of the inter-relay interference and let the relay transmit the superposition of these two signals in the next time slot. Hence, each signal is transmitted twice in total by the selected relays and the full diversity is achievable. On the other hand, since the source keeps transmitting newly generated signals, the maximal multiplexing gain is larger than 0.5 and approaching 1 as the number of time slots in one channel block increases. The lower bound of the outage probability and the optimal achievable DMT are derived in Section 5.3. Numerical results are provided in Section 5.4 to validate the analysis and illustrate the effects of the transmission rate, the number of relays and the time slot on the outage performance.

5.2 System Model and The Successive Relaying Protocol

The multiple-relay cooperative system is shown in Figure 5.1. The source, destination and $M$ parallel relay nodes are denoted as $S$, $D$, and $R_m$ ($m = 1, 2, ..., M$), respectively. Due to the long distance between $S$ and $D$, there is no direct transmission. Except the direct link, we assume that all the other channels connecting any two nodes experience independent Rayleigh flat-fading and keep stationary within a block duration. The channel coefficient from nodes $i$ to $j$ can be denoted as $h_{ij}$, which is a complex Gaussian random variable with zero mean and variance $\sigma_{ij}^2$. Furthermore, the channels are assumed to be reciprocal, i.e., $h_{ij} = h_{ji}$. Without loss of generality, we assume that the noise at every receiving node is independent Gaussian noise with zero mean and unit power. We denote the transmitted power of node $i$ as $P_i$. Hence, the instantaneous received SNR from $i$ to $j$ is given by
\[ \gamma_{ij} = P_i |h_{ij}|^2, \text{ which is exponentially distributed and its average value is given by} \]
\[ \bar{\gamma}_{ij} = P_i \sigma_{ij}^2. \]

We assume that only the receiver has the full CSI of each incoming channel. In our proposed SR protocol, the relay selection process is conducted before the data transmission in each block as follows. Firstly, S broadcasts a bit to all the relays. Secondly, each relay successively transmits a bit to other relays and D. In this case, every relay acquires the channel conditions from S and all the other relays. Next, each relay continues to successively transmit a sequence of \( M - 1 \) bits indicating whether it can jointly decode the concurrent transmission from S and other \( M - 1 \) relays. After receiving all the information, D determines the decoding set for SR, \( \mathcal{A}_{SR} \), in which every relay is eligible to decode the transmission from S and any other relay not in outage. Two relays with the largest and second largest \( \gamma_{R_{m,D}} \) are selected from \( \mathcal{A}_{SR} \) and denoted as \( R_1^* \) and \( R_2^* \), respectively. D feeds back \( 2 \log_2 M \) bits to...
inform the selected relays. Therefore, the SR protocol requires $1 + M^2 + 2\log_2 M$ bits of overhead in each block, which diminish for a large amount of data transmission in each block or in high SNR regions [118]. In the special case that $A_{SR}$ contains less than two relays, a different decoding set for single relay selection, $A_{OR}$, is formed as in the OR protocol [58]. It involves those relays that the transmission from $S$ to any of them is not in outage. A single relay with the largest $\gamma_{R_mD}$, denoted as $\hat{R}$, is selected from $A_{OR}$ for data transmission. For the worst case that $A_{OR}$ is empty, no relay is eligible to forward in this block. Note that $A_{SR}$, $A_{OR}$, $R_1^*$, $R_2^*$ and $\hat{R}$ are determined in every block as channel conditions change.

During the data transmission, two transmission modes might be adopted, namely, SR mode and OR mode. The OR mode is identical to the conventional OR protocol in [58]. In the SR transmission mode, two relays are selected. The block duration is equally divided into $T + 2$ time slots ($T \geq 3$). $S$ transmits new message $x_t$ in the $t$-th time slot ($1 \leq t \leq T$) and $E\{|x_t|^2\} = 1$. Two selected relays successively decode and forward signals to $D$ from the second to the $(T + 2)$-th time slot. Two extra time slots are used for the relays to complete the forwarding process. Hence, the spectrum efficiency of the SR protocol is $T/(T + 2)$, which is larger than that of the OR protocol and approaches the optimal value of one as $T$ goes to infinity. In reality, the value of $T$ is determined based on the channel coherence time, decoding complexity, system requirement, etc. Specifically, as shown in Table 5.1, in the first time slot, $S$ broadcasts $x_1$ to all the relays, and $R_1^*$ decodes it as $\hat{x}_1$. In the second time slot, $S$ continues to transmit $x_2$. $R_1^*$ forwards $\hat{x}_1$ to $D$ so that it cannot receive $x_2$ at the same time. All the other relays receive $x_2$ from $S$ and also overhear $\hat{x}_1$ from $R_1^*$. The selected $R_2^*$ jointly decodes $x_2$ and $\hat{x}_1$, and the decoded signals are expressed as $\hat{x}_2$ and $\hat{x}_1$, respectively. In the third time slot, $S$ transmits $x_3$ and $R_2^*$ broadcasts $x_{3,R}$, the superposition of $\hat{x}_2$ and $\hat{x}_1$, to other relays and the destination. At the same time, $R_1^*$ decodes $x_3$ from $S$ and $x_{3,R}$ from $R_2^*$ as $\hat{x}_3$ and $\hat{x}_{3,R}$, respectively.
Table 5.1: The SR transmission schedule in one block

<table>
<thead>
<tr>
<th>Time Slot</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>...</th>
<th>t+1</th>
<th>...</th>
<th>T+1</th>
<th>T+2</th>
</tr>
</thead>
<tbody>
<tr>
<td>S</td>
<td>x₁</td>
<td>x₂</td>
<td>x₃</td>
<td>x₄</td>
<td>...</td>
<td>xₜ+₁</td>
<td>...</td>
<td>ūxₜ</td>
<td>ūxₜ</td>
</tr>
<tr>
<td>R₁*</td>
<td>ūx₁</td>
<td>ūx₄ₐₚₚₜ : (ūx₃, ūx₂)</td>
<td>...</td>
<td>ūxₜ₊₁ₐₚₚₜ : (ūxₜ, ūxₜ₋₁)</td>
<td>...</td>
<td>ūxₜ₊₁</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R₂*</td>
<td>x₃ₐₚₚₜ : (ūx₂, ūx₁)</td>
<td>...</td>
<td>...</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Since ūx₁ is already known by R₁* in the first slot, ūx₂ can be consequently obtained from the decoded superposition ūx₃ₐₚₚₜ. In the fourth time slot, R₁* transmits ūx₄ₐₚₚₜ, the superposition of ūx₃ and ūx₂ accordingly. The superimposed signal transmitted in the t-th time slot can be generally expressed as

\[ x_{t,R} = \sqrt{\alpha_t} \hat{x}_{t-1} + \sqrt{\beta_t} \hat{x}_{t-2}, \quad (5.2.1) \]

where \( \alpha_t \) and \( \beta_t \) are the superposition factors to control the transmitted power levels of ūxₜ₋₁ and ūxₜ₋₂ in the t-th time slot, respectively. Hence, \( \mathbb{E}\{|x_{t,R}|^2\} = \mathbb{E}\{\alpha_t + \beta_t\} \).

Note that ūxₜ and ūxₜ represent signals originally transmitted from S in the t-th time slot but decoded by different relays in successive time slots. For example, as shown in Table 5.1, ūxₜ denotes the decoded signal by R₁* from the source transmission in the t-th time slot, while ūxₜ is the decoded signal by R₂* based on the inter-relay transmission in the (t + 1)-th time slot. The process continues until the (T + 1)-th time slot, and the source stops transmitting messages. One relay (R₁* or R₂*, depending on T is odd or even) transmits the superposition of ūxₜ and ūxₜ₋₁. In the (T + 2)-th time slot, the other relay forwards ūxₜ to the destination.

The successive transmission from relays to the destination in one block can be expressed as

\[ y = \text{diag}\{\sqrt{p}\} H x + n, \quad (5.2.2) \]
where \( y \) and \( n \) are the \((T+1) \times 1\) received signal and noise vectors at \( D \), respectively. The \((T+1) \times 1\) power vector is given by

\[
p = [P_{R_1}, P_{R_2}, P_{R_1}, P_{R_2}, \ldots]^T.
\]  

(5.2.3)

We assume that signals can be decoded correctly if the transmission is not in outage. Hence, we have

\[
x = [x_1, x_2, \cdots, x_T]^T.
\]  

(5.2.4)

The \((T+1) \times T\) equivalent channel matrix \( H \) is expressed as

\[
H = \begin{pmatrix}
h_{R_1D} & 0 & 0 & \cdots & 0 & 0 \\
\sqrt{\beta_3}h_{R_2D} & \sqrt{\alpha_3}h_{R_2D} & 0 & \cdots & 0 & 0 \\
0 & \sqrt{\beta_4}h_{R_1D} & \sqrt{\alpha_4}h_{R_1D} & \cdots & 0 & 0 \\
0 & 0 & \sqrt{\beta_5}h_{R_2D} & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & \sqrt{\beta_{T+1}}h_{R_2D} & \sqrt{\alpha_{T+1}}h_{R_2D} \\
0 & 0 & 0 & \cdots & 0 & h_{R_1D}
\end{pmatrix}.
\]  

(5.2.5)

The destination jointly decodes all the messages in one block.

### 5.3 Performance Analysis

In this section, we analyze the outage probability of our proposed SR protocol. Since it includes both SR and OR transmission modes, the total outage probability is the
sum of the product of each mode’s occurrence probability and the respective outage probability. It can be expressed as

\[ P_{out} = P_{SR} P_{out,SR} + P_{OR} P_{out,OR}. \]  

(5.3.1)

We will derive the occurrence probability and outage probability of the SR mode, denoted as \( P_{SR} \) and \( P_{out,SR} \), in Section 5.3.1 and Section 5.3.2, respectively. The occurrence and outage probabilities for the OR mode, \( P_{OR} \) and \( P_{out,OR} \), will be derived in 5.3.3.

5.3.1 The occurrence probability of the SR mode

In this part, we first investigate the requirements for the occurrence of SR and then derive the corresponding probability. The concurrent transmission of the desired signals from \( S \) and \( R_v \) to \( R_m \) is not in outage if the following conditions are satisfied

\[ I_m : \frac{T}{T+2} \log_2(1 + \gamma_{SR_m}) \geq r_0 \]  

(5.3.2)

\[ II_{vm} : \frac{T}{T+2} \log_2(1 + \alpha \gamma_{R_v R_m}) \geq r_0 \]  

(5.3.3)

\[ III_{vm} : \frac{T}{T+2} \log_2(1 + \gamma_{SR_m} + \alpha \gamma_{R_v R_m}) \geq 2r_0, \]  

(5.3.4)

where \( \alpha = \min\{\alpha_t\} \) and \( r_0 \) is the required transmission rate in bits per channel use (BPCU) unit. If any condition is not satisfied, the concurrent transmission from \( S \) and \( R_v \) to \( R_m \) is in outage. Condition \( I_m \) requires that the transmission from \( S \) to \( R_m \) is not in outage. Condition \( II_{vm} \) represents that the inter-relay transmission of the desired signal from \( R_v \) to \( R_m \) is not in outage. Condition \( III_{vm} \) depicts that the multiple-access transmission from \( S \) and \( R_v \) to \( R_m \) is not in outage. Similarly, the
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requirements for the transmission from $S$ and $R_m$ to $R_v$ not in outage are given by

\begin{align}
I_v : & \quad \frac{T}{T+2} \log_2(1 + \gamma_{SR_v}) \geq r_0 \quad (5.3.5) \\
II_{mv} : & \quad \frac{T}{T+2} \log_2(1 + \alpha \gamma_{R_mR_v}) \geq r_0 \quad (5.3.6) \\
III_{mv} : & \quad \frac{T}{T+2} \log_2(1 + \gamma_{SR_v} + \alpha \gamma_{R_mR_v}) \geq 2r_0. \quad (5.3.7)
\end{align}

If (5.3.2)-(5.3.7) are all satisfied, $R_m$ and $R_v$ can jointly decode the concurrent transmission from the source and each other. We call that the pair of $R_m$ and $R_v$ is successful. The decoding set $A_{SR}$ is assumed to include $N$ relays and any two of them can construct a successful pair. Hence, any two relays in $A_{SR}$ are probably selected to forward. The requirement for operating under the SR mode is that $A_{SR}$ exists, i.e., $N \geq 2$. Since the channels are reciprocal, Conditions $II_{vm}$ and $II_{mv}$ are identical. Additionally, since we focus on the outage probability and DMT performance at high SNR values, different settings of $\alpha_t$ will not affect the analysis and results. For simplicity, we assume that $\alpha_t = \beta_t = 1$, $P_i$ is identical and the variance of each channel is identical. Hence, we can define that $\bar{\gamma} = \bar{\gamma}_{ij}$.

We use $A_{SR,I}$ to denote the set composed of all the relays satisfying Condition $I_m$, thus $A_{SR,I} \supseteq A_{SR}$. The probability that $R_m$ satisfies Condition $I_m$ is computed as

\begin{equation}
P_I = Pr(\gamma_{SR_m} \geq 2 \frac{T}{T+2} r_0 - 1) = e^{-z_I/\bar{\gamma}}, \quad (5.3.8)
\end{equation}

where we define that

\begin{equation}
z_I = 2r_0' - 1 \quad \text{and} \quad r_0' = \frac{T + 2}{T} r_0. \quad (5.3.9)
\end{equation}
The probability that $\mathcal{A}_{SR,I}$ includes $N_I$ relays ($2 \leq N_I \leq M$) is given by

$$P_I(N_I) = \binom{M}{N_I} P_I^{N_I} (1 - P_I)^{(M-N_I)}.$$ \hspace{1cm} (5.3.10)

There are $N_p = N_I(N_I-1)/2$ inter-relay channels in $\mathcal{A}_{SR,I}$ and each channel connects a pair of relays. Given $\mathcal{A}_{SR,I}$, the probability that a pair of relays within $\mathcal{A}_{SR,I}$ is successful is given by

$$P_{II,III|I} = 2 e^{-(2z_{III}-3z_I)/\bar{\gamma}} - 2 e^{-(z_{III}-z_I)/\bar{\gamma}},$$ \hspace{1cm} (5.3.11)

where $z_{III} = 2^{2r'_0} - 1$. The probability of any pair of relays not successful, provided that they are within $\mathcal{A}_{SR,I}$, is obtained as

$$P_{\Pi,\Pi|I} = 1 + e^{-(2z_{III}-3z_I)/\bar{\gamma}} - 2 e^{-(z_{III}-z_I)/\bar{\gamma}}.$$ \hspace{1cm} (5.3.12)

The derivation of (5.3.11) and (5.3.12) is provided in Appendix B. Therefore, the probability that there are $k$ unsuccessful pairs of relays within $\mathcal{A}_{SR,I}$ is given by

$$P_{\Pi,\Pi|I}(k) = \binom{N_p}{k} P_{II,III|I}^{N_p-k} P_{\Pi,\Pi|I}^k.$$ \hspace{1cm} (5.3.13)

Since $\mathcal{A}_{SR} \subseteq \mathcal{A}_{SR,I}$, we assume the worst case that one relay in $\mathcal{A}_{SR,I}$ is removed to be involved in $\mathcal{A}_{SR}$ if one pair of relays is not successful. Additionally, there are always more than two relays in $\mathcal{A}_{SR}$ as long as at least one pair is successful. The $\mathcal{A}_{SR}$ is empty if no pair can satisfy all the conditions. Hence, the number of relays within $\mathcal{A}_{SR}$ is expressed as

$$N = \begin{cases} N_I - k, & 0 \leq k \leq N_I - 3 \\ 2, & N_I - 2 \leq k \leq N_p - 1 \\ 0, & k = N_p. \end{cases}$$ \hspace{1cm} (5.3.14)
The occurrence probability of the SR mode is given by

\[
P_{SR} = \begin{cases} 
\sum_{N_I=2}^{M} P_I(N_I) \sum_{k=0}^{N_I-3} P_{III}(k), & 3 \leq N \leq M \\
\sum_{N_I=2}^{M} P_I(N_I) \sum_{k=N_I-2}^{N_I-1} P_{III}(k), & N = 2. 
\end{cases}
\] (5.3.15)

### 5.3.2 The outage probability in the SR mode

In the SR mode, once the SR decoding set is determined in each block, two relays with the largest and second largest \( \gamma_{R_mD} \) are selected among \( N \) relays in \( A_{SR} \) and alternatively transmit to \( D \) according to (5.2.2). The channel shown in (5.2.5) is equivalent to an inter-symbol interference (ISI) channel. Hence, during the successive transmission from relays to \( D \), the outage occurs if

\[
\frac{T}{T+2} \log_2 \det(I + F_t F_t^H) < t r_0, \quad \forall t = \{1, 2, \cdots T\}.
\] (5.3.16)

The matrix \( F_t \) is a \( (t+1) \times t \) matrix and identical to the first \( t+1 \) rows and first \( t \) columns of the matrix product \( \text{diag}\{\sqrt{p}\}H \) in (5.2.2). Therefore, the outage probability of (5.2.2) is dominated by the highest one among \( T \) probabilities of (5.3.16). Recall Sylvester’s determinant theorem that

\[
\det(I + F_t F_t^H) = \det(I + F_t^H F_t).
\] (5.3.17)
We define that $G_t = I + F^H_t F_t$. Hence, $G_t$ is a $t \times t$ matrix and given by

$$
G_t = \begin{pmatrix}
1 + \gamma_{\text{sum}} & \gamma_{R_1^2 D} & 0 & \cdots & \cdots & 0 \\
\gamma_{R_2^2 D} & 1 + \gamma_{\text{sum}} & \gamma_{R_1^2 D} & \cdots & \cdots & 0 \\
0 & \gamma_{R_1^2 D} & 1 + \gamma_{\text{sum}} & \cdots & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1 + \gamma_{\text{sum}} & \gamma_{R_2^2 D} \\
0 & 0 & 0 & \cdots & \gamma_{R_2^2 D} & 1 + \gamma_{\text{sum}}
\end{pmatrix}, \quad (5.3.18)
$$

where $\gamma_{\text{sum}} = \gamma_{R_1^2 D} + \gamma_{R_2^2 D}$. Therefore, we have $\det(G_t) < (1 + \gamma_{\text{sum}})^t$. Given the size of $A_{SR}$ equal to $N$, the outage probability of the SR transmission is lower bounded by

$$
P_{\text{out,SR}|N} \approx P_r \left( \frac{T}{T + 2} \log_2 \det(I + F_t F_t^H) < t r_0 \right) > P_r \left( \frac{T}{T + 2} \log_2 (1 + \gamma_{\text{sum}})^t < t r_0 \right) = P_r(\gamma_{\text{sum}} < z_t). \quad (5.3.19)
$$

We know that $\gamma_{R_1^2 D}$ and $\gamma_{R_2^2 D}$ are the largest and the second largest random variables among $N$ independent and identically distributed variables. According to the order statistics, the joint probability of $\gamma_{R_1^2 D}$ and $\gamma_{R_2^2 D}$ is given by

$$
p(\gamma_{R_1^2 D}, \gamma_{R_2^2 D}) = N(N - 1) [F(\gamma_{R_2^2 D})]^{N-2} p(\gamma_{R_2^2 D}) p(\gamma_{R_1^2 D}), \quad (5.3.20)
$$

where $p(\cdot)$ and $F(\cdot)$ are the PDF and CDF of an exponential distribution with mean value of $\bar{\gamma}$, respectively.
Following the derivation in (5.3.19), we have

\[
Pr(\gamma_{\text{sum}} < z_I) = Pr\left(\gamma_{R_1D} + \gamma_{R_2D} < z_I, \gamma_{R_1D} \geq \gamma_{R_2D}\right)
\]

\[
= \int_0^{z_I/2} \int_0^{\gamma_{R_1D}} p(\gamma_{R_1D}, \gamma_{R_2D}) d\gamma_{R_2D} d\gamma_{R_1D} P_1
\]

\[
+ \int_{z_I/2}^{z_I} \int_0^{\gamma_{R_1D}} p(\gamma_{R_1D}, \gamma_{R_2D}) d\gamma_{R_2D} d\gamma_{R_1D} P_2.
\]  

(5.3.21)

Substituting (5.3.20) into (5.3.21), we can obtain

\[
P_1 = \int_0^{z_I/2} N p(\gamma_{R_1D}) \int_0^{\gamma_{R_1D}} (N - 1) \left[F(\gamma_{R_2D})\right]^{N-2} p(\gamma_{R_2D}) d\gamma_{R_2D} d\gamma_{R_1D}
\]

\[
= \int_0^{z_I/2} N p(\gamma_{R_1D}) \left[F(\gamma_{R_1D})\right]^{N-1} d\gamma_{R_1D}
\]

\[
= [F(z_I/2)]^N
\]

\[
= \left(1 - e^{-z_I/2\bar{\gamma}}\right)^N.
\]  

(5.3.22)

Similarly, it is derived that

\[
P_2 = \int_{z_I/2}^{z_I} N p(\gamma_{R_1D}) \int_0^{\gamma_{R_1D} - \gamma_{R_2D}} (N - 1) \left[F(\gamma_{R_2D})\right]^{N-2} p(\gamma_{R_2D}) d\gamma_{R_2D} d\gamma_{R_1D}
\]

\[
= \int_{z_I/2}^{z_I} N p(\gamma_{R_1D}) \left[F(z_I - \gamma_{R_1D})\right]^{N-1} d\gamma_{R_1D}.
\]  

(5.3.23)

We assume that \(u = z_I - \gamma_{R_1D}\) and then

\[
p_2 = \int_0^{z_I/2} N p(z_I - u) \left[F(u)\right]^{N-1} du
\]

\[
= \int_0^{z_I/2} N \frac{e^{-(z_I-u)/\bar{\gamma}}}{\bar{\gamma}} \left[1 - e^{-u/\bar{\gamma}}\right]^{N-1} du
\]

\[
\approx \int_0^{z_I/2} N \frac{e^{-u/\bar{\gamma}}}{\bar{\gamma}} \left[1 - e^{-u/\bar{\gamma}}\right]^{N-1} du
\]

\[
= \left(1 - e^{-z_I/2\bar{\gamma}}\right)^N.
\]  

(5.3.24)
Finally, substituting (5.3.22) and (5.3.24) into (5.3.21) and (5.3.19), we can express the outage probability of the relay-destination SR transmission, given that two best relays are selected from $N$ relays, as

$$P_{out,SR|N} \geq 2 \left( 1 - e^{-z/2} \right)^N. \quad (5.3.25)$$

It is observed that the conditional outage probability decays with an exponent of $N$ at high SNR region.

### 5.3.3 The occurrence and outage probabilities of the OR mode

The transmission mode can be adaptively switched to the OR mode if $A_{SR}$ is empty. It occurs in two situations. One case is that more than two relays meet the requirement of (5.3.2) but no pair of relays satisfies (5.3.2)-(5.3.7), i.e., $N_I \geq 2$ but $N = 0$. The other situation is that $A_{SR,I}$ includes one or no relay, i.e., $N_I \leq 1$. Therefore, the occurrence probability of the OR mode is given by

$$P_{OR} = \sum_{N_I=2}^{M} P_I(N_I) P_{\pi,\pi_1}(N_p) + \sum_{N_I=0}^{1} P_I(N_I). \quad (5.3.26)$$

In the OR mode, signals are transmitted from $S$ to relays and from a single relay to $D$ in two orthogonal time slots. Hence, the inter-relay channels are not necessary to be considered. The OR decoding set includes relays if $\gamma_{SR_m} \geq 2^{2r_0} - 1$. Since $2^{2r_0} - 1 > \frac{2r+2}{2r_0} - 1$, $A_{OR} \subseteq A_{SR,I}$. Therefore, if a relay is not involved in $A_{SR,I}$, it is not included in $A_{OR}$ either. Provided that $R_m \in A_{SR,I}$, the probability that $R_m \in A_{OR}$ is given by

$$P_{OR|I} = Pr \left( \gamma_{SR_m} \geq 2^{2r_0} - 1 | \gamma_{SR_m} \geq \frac{2r+2}{2r_0} - 1 \right).$$
\[ = e^{-(z_{\text{OR}} - z_{\text{I}}})/\gamma}, \tag{5.3.27} \]

where \( z_{\text{OR}} = 2^{2r_0} - 1 \). Therefore, for a certain \( \mathcal{A}_{SR,I} \), the probability that \( N_{\text{OR}} \) relays are involved in \( \mathcal{A}_{OR} \) is

\[ P_{N_{\text{OR}}|N_I} = \left( \frac{N_I}{N_{\text{OR}}} \right) P_{OR|SR,I}^{N_{\text{OR}}} (1 - P_{OR|SR,I})^{N_I - N_{\text{OR}}}. \tag{5.3.28} \]

In the OR transmission mode, a relay with the largest \( \gamma_{R_mD} \) is selected among \( N_{\text{OR}} \) relays within \( \mathcal{A}_{OR} \) to forward. The outage probability of the relay-destination transmission is given by

\[ P_{\text{out,OR}|N_{\text{OR}}} = \left[ Pr(\gamma_{R_mD} < z_{\text{OR}}) \right]^{N_{\text{OR}}} = \left( 1 - e^{-(z_{\text{OR}} - z_{\text{I}})/\gamma} \right)^{N_{\text{OR}}}. \tag{5.3.29} \]

Therefore, the outage probability of the OR mode is obtained as

\[ P_{\text{out,OR}|N_I} = \sum_{N_{\text{OR}}=0}^{N_I} P_{N_{\text{OR}}|N_I} P_{\text{out,OR}|N_{\text{OR}}}, \]

\[ = \sum_{N_{\text{OR}}=0}^{N_I} \left( \frac{N_I}{N_{\text{OR}}} \right) e^{-N_{\text{OR}}(z_{\text{OR}} - z_{\text{I}})/\gamma} \times \left( 1 - e^{-(z_{\text{OR}} - z_{\text{I}})/\gamma} \right)^{N_I - N_{\text{OR}}} \left( 1 - e^{-z_{\text{I}}/\gamma} \right)^{N_{\text{OR}}}, \tag{5.3.30} \]

which illustrates that the outage probability decays with an exponent of \( N_I \) at high SNR levels.

Finally, substituting (5.3.15), (5.3.25), (5.3.26) and (5.3.30) into (5.3.1), we obtain the lower bound of the outage probability for the SR protocol, including both SR and OR transmission modes, as

\[ P_{\text{out}} \geq \sum_{N_I=2}^{M} P_I(N_I) \left( \sum_{k=0}^{N_I-3} P_{\pi,N|I}(k) P_{\text{out}|N=N_I-k} + \sum_{k=N_I-2}^{N_{\text{p}}-1} P_{\pi,N|I}(k) P_{\text{out}|N=2} \right). \]
\[ P_{\text{out}} \geq \sum_{N_I=2}^{M} \binom{M}{N_I} \left( \frac{z_I}{\bar{\gamma}} \right)^{(M-N_I)} \left[ \sum_{k=0}^{N_I-3} \frac{1}{2^N-I-k-1} \left( \frac{z_I}{\bar{\gamma}} \right)^{N_I} + \sum_{k=N_I-2}^{N_p-1} \frac{1}{2} \left( \frac{z_I}{\bar{\gamma}} \right)^{k+2} \right] + \left( \frac{z_I}{\bar{\gamma}} \right) \sum_{N_{OR}=0}^{N_I} \binom{N_I}{N_{OR}} \left( \frac{z_{OR} - z_I}{\bar{\gamma}} \right)^{N_I} \right] \\
+ 2M \left( \frac{z_I}{\bar{\gamma}} \right)^{M-1} \left( \frac{z_{OR} - z_I}{\bar{\gamma}} \right) + \left( \frac{z_I}{\bar{\gamma}} \right)^M \\
= \left( \frac{z_I}{\bar{\gamma}} \right)^M. \] (5.3.32)

From (5.3.32), it is observed that the outage probability is exponentially equal to \((z_I/\bar{\gamma})^M\). Note that \(z_I = 2^{T+2}r_0 - 1\). According to the definitions of the diversity gain \(d\) and the multiplexing gain \(r\) that [6]

\[ d = - \lim_{SNR \to \infty} \frac{\log P_{\text{out}}(SNR)}{\log SNR} \quad \text{and} \quad r = \lim_{SNR \to \infty} \frac{r_0(SNR)}{\log SNR}, \] (5.3.33)

the transmission rate can be expressed as \(r_0 = r \log \bar{\gamma}\) in the high SNR regime. Substituting \(r_0\) into \(z_I\), we can obtain the DMT of the SR protocol as

\[ d_{SR}(r) = - \lim_{\bar{\gamma} \to \infty} \frac{\log P_{\text{out}}}{\log \bar{\gamma}} = M \left( 1 - \frac{T + 2}{T} r \right)^+, \] (5.3.34)

where \(x^+\) means \(\max\{x, 0\}\). It is shown that the SR protocol can achieve the full diversity gain of \(M\) and the maximal multiplexing gain is \(T/(T + 2)\). Recall that the achievable DMT of the single relay selection scheme is given by [16]

\[ d_{OR}(r) = M (1 - 2r)^+, \] (5.3.35)
which also characterizes the DMT of the OR protocol [58] and DSTC based relay protocol [14]. Additionally, for the same system model, the DMT upper bound of the multi-hop with relay selection (MHRS) protocol proposed in [118] is given by

\[ d_{MHRS}(r) = (M - 1) \left(1 - \frac{T + 1}{T} r\right)^+. \] (5.3.36)

Comparing among (5.3.34), (5.3.35) and (5.3.36), we can observe that the proposed SR protocol is capable of achieving higher diversity order than the MHRS protocol [118]. Furthermore, the SR protocol is superior to the single relay selection schemes in all multiplexing gain region.

5.4 Numerical Results and Discussions

In this section, we first present the superiority of our proposed SR protocol over the OR protocol. Next, we provide the simulated outage performance to validate the theoretical derivation. We also show many numerical results of the SR protocol in different situations and discuss the effects of number of relays, transmission rate, and time slot on the outage performance.

Firstly, we compare the simulated outage probabilities of our proposed SR protocol and the conventional OR protocol over i.i.d. Rayleigh fading channels in Figure 5.2. We fix the transmission rate and the time slot for the SR protocol, i.e., \( r_0 = 1 \) BPCU and \( T = 7 \). For a fair comparison, the total energy consumptions of both protocols are assumed to be identical in one block. In the SR protocol, source and relays transmit approximately for the whole duration of one block when \( T \) is large. In the OR protocol, source and the selected relay transmit only for the half length of one block. Therefore, the transmitted power level of each node under the OR protocol is twice that of the SR protocol. Figure 5.2 shows that both protocols achieve
the identical diversity order, which is equal to the number of relays. Thus, every message is forwarded once by each selected relay and full diversity can be obtained. Additionally, it is noticed that the SR protocol obtains higher coding gain than the OR protocol. Therefore, the SR protocol is an ideal choice in minimizing the outage probability of a multiple-relay network.

Next, we compare the simulated outage probability with its analytical lower bound for various transmission rates in Figure 5.3. We fix the number of relays and the time slot, i.e., $M = 4$ and $T = 10$. It is observed that the simulated curves are lower bounded by the theoretical results given in (5.3.31), which validate our derivation. Although the gap between the simulated outage probability and the analytical lower bound is enlarged when the required transmission rate and SNR increase as seen in (5.3.19), both results achieve the identical diversity gain. Additionally, Figure 5.3
Figure 5.3: Simulated and analytical outage probabilities of the SR protocol with $M = 4$ and $T = 10$.

illustrates the impact of transmission rate on the outage performance. For a higher rate requirement, the outage probability increases but its curve still keeps the same slope for the fixed number of relays and time slot.

In Figure 5.4, we present the influence of the time slot on the outage performance for a fixed number of relays, i.e., $M = 5$. It can be observed that the achievable diversity gain is identical to the number of relays for different transmission rates and time slots. It is known that in the SR protocol the larger the time slot, the higher the multiplexing gain $T/(T + 2)$ is. Comparing the simulated results for the identical value of $r_0$, we can observe that the outage performance becomes better as $T$ increases, but the improvement is less for the same increase of $T$. The outage probability will converge to an optimal performance as $T$ goes to infinity. As a trade-off, the decoding complexity of the destination is consequently increased with the increase of $T$. Furthermore, we can compare the improvement of the outage
5.4 Numerical Results and Discussions
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Figure 5.4: Outage probabilities of the SR protocol with various time slots $T$ and transmission rates $r_0$, when $M = 5$.

probability by the same amount increase of $T$ with different transmission rates. It is seen from Figure 5.4 that the effect of $T$ is more significant on the system with higher transmission rate.

Finally, the DMT performance of the single relay selection scheme [16], DSTC based relay protocol [14], MHRS protocol [118] and the proposed SR protocol is compared in Figure 5.5. We assume that $M = 6$ for all schemes and $T = 10$ for the MHRS protocol and the SR protocol. It is shown that the SR protocol dominates the performance of the single relay selection scheme and the DSTC based relay protocol in all the multiplexing gain regions. It is also observed that the SR protocol outperforms the MHRS protocol in terms of the maximal achievable diversity gain. The reason is that in our proposed SR protocol, relays jointly decode the signals from $S$ and the other selected relay rather than treating the inter-relay transmission as
5.5 Conclusion

In this chapter, we have developed an efficient SR transmission protocol for the multiple-relay cooperative system. Each terminal has only one antenna and satisfies the half-duplex constraint. In this protocol, two selected relays, mimicking a full-duplex relay, successively receive and forward to the destination. The jointly decoding is performed by the destination after a block transmission. We have de-

Figure 5.5: DMT performance of the SR protocol, single relay selection protocol, DSTC protocol and MHRS protocol, when $M = 6$ and $T = 10$. © [2012] IEEE interference. Hence, relays can still obtain the source’s information while they are occupied to forward information. Moreover, relays transmit the superposition of two decoded signals from the source and the other relay. Thus, every message is forwarded once by each selected relay and the full diversity can be obtained.

5.5 Conclusion

In this chapter, we have developed an efficient SR transmission protocol for the multiple-relay cooperative system. Each terminal has only one antenna and satisfies the half-duplex constraint. In this protocol, two selected relays, mimicking a full-duplex relay, successively receive and forward to the destination. The jointly decoding is performed by the destination after a block transmission. We have de-
rived the closed-form lower bound of outage probability and evaluated its achievable DMT. Numerical results showed that the proposed SR protocol is capable of achieving both full diversity gain and high multiplexing gain. Part of the work in this chapter has been published on IEEE Transactions on Wireless Communications, the fourth one in Author’s Publications.
Chapter 6

Conclusions and Future Work

6.1 Conclusions

In this thesis, we have studied some useful and important cooperative systems employing efficient and high-performance protocols. Through smartly designing the transmission schemes and decoding strategies, higher transmission accuracy and spectrum efficiency can be achieved without requiring more channel resources, compared to the previous works in the literature. For the practical application, it was assumed that every terminal has only one antenna and satisfies the half-duplex constraint.

First of all, we considered a three-node cooperative system with one fixed DF relay. The C-MRC receiver, which exploits not only the CSI of source-destination and relay-destination links but also source-relay channel information, was employed to achieve the full cooperative diversity. The BERs of both MRC and C-MRC schemes were analyzed and derived in the presence of Nakagami-\(m\) fading channels, and the asymptotic upper bounds were further provided in closed-form expressions. Numerical results were presented to validate the derivations. In addition, we compared
the performance and the diversity orders of MRC and C-MRC in different fading conditions. It was concluded that C-MRC always achieves better BER performance than MRC does, especially when the source-relay channel is in a relatively poor condition. As the source-relay channel condition improves, the gap between MRC and C-MRC decreases. We also obtained the requirement of the source-relay link that MRC can achieve as good performance as C-MRC does. Moreover, the fixed DF relaying protocol with the C-MRC scheme was shown to outperform the adaptive DF protocol with optimum threshold.

Next, we studied a two-user CMA system, where two users not only transmit their own signals but also help to forward each other’s signals to a common destination. A three-phase TDBC protocol and a two-phase superposition modulation based protocol were employed to gain better system spectrum efficiency than the conventional four-phase TDBC protocol. For the three-phase TDBC protocol, the ML decoding was adopted at the destination and the BER was derived by the CDF-based method. For the superposition modulation based protocol, a low-complexity near-optimal decoder was designed for the destination, the error decision regions were derived and the BER performance was investigated. Numerical results showed that under the identical power and transmission rate requirements, the superposition modulation scheme achieves the best BER performance, and the three-phase TDMA protocol outperforms the four-phase TDMA protocol.

Finally, we proposed an efficient non-orthogonal DF relaying protocol for multiple-relay cooperative networks, which is capable of achieving superior DMT performance than the literature and approaching the optimal DMT upper bound. In the SR protocol, the source keeps broadcasting new messages. Two selected relays, mimicking a full-duplex relay, successively decode messages from the source and the other relay and then forward the superposition of both decoded signals to the destination. The
multiplexing gain is thus significantly improved and the superposition makes the full diversity order achievable. The lower bound of outage probability was derived in a closed-form expression and the DMT was obtained as well. Numerical results were provided to validate the derivation and illustrate the influence of transmission rate, number of relays and time slots on the outage performance of the SR protocol. Our proposed efficient SR protocol was also shown to achieve higher coding gains and better outage performance than the conventional OR protocol.

6.2 Future Work

It is possible to expand the analysis to some more complicated cooperative systems in the future research, e.g., multi-user MARC with source cooperation, multi-user interference channel (IFC) and multi-user interference relay channel (IFRC). To our best knowledge, the multi-user MARC in the literature assumed that no direct communication between any two sources. The source cooperation has only been considered in the CMA systems. Therefore, the MARC with source cooperation could be researched in the future work, which would improve the diversity gain and enhance the performance further. In the multi-user IFC, there are multiple source-destination pairs, and each source is required to transmit to its preassigned partner. Source cooperation, receiver cooperation or both strategies could be adopted to achieve higher DMT performance. Different from the IFC, relay nodes are present in the IFRC, where they do not have their own messages to transmit and solely assist the transmission between source-destination pairs.

In order to achieve high spectral efficiency for these multi-user cooperative systems, transmission schemes which allow multiple nodes’ concurrent transmission are expected to be intelligently designed. However, MAI and ISI are inevitable to degrade
the transmission accuracy. Therefore, some precoding strategies, relaying schemes, decoding methods and interference management are required to be investigated to diminish the interference in practical situations.

To analyze the performance of a channel model, we can firstly determine the diversity and capacity upper bounds via the channel cut-set upper bounds. Next, we evaluate the achievable performance of different proposed transmission protocols or detection techniques. Through comparison, we will find the schemes which can achieve the optimal performance approaching or even reaching the performance upper bounds of the channel. In addition to focusing on the performance at the high SNR regime, we will further consider the resource allocation issues at the moderate SNR regime, and investigate the system performance with imperfect channel knowledge or limited CSI feedback.
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Appendix A

Derivation of decision regions for the first case of the superposition-based CMA scheme

Recall that during the BER derivation of the superposition-based CMA scheme in Section 4.4.2, two variables $X$ and $Y$ are respectively defined as

$$X = \Re\{h_{AD}^* y_A\} \quad \text{and} \quad Y = \Re\{h_{BD}^* y_B\}. \quad (A.1)$$

They are Gaussian distributed and can be expressed by

$$X \sim \mathcal{N}(\gamma_{ADx_A}, \gamma_{AD}/2) \quad \text{and} \quad Y \sim \mathcal{N}(\gamma_{BDx_B}, \gamma_{BD}/2). \quad (A.2)$$

According to (4.3.1) and (4.3.2), both $x_A$ and $x_B$ have four possible values. The expectations of $X$ and $Y$, denoted as $X_l$ and $Y_m$ ($l, m = 1, 2, 3, 4$), are respectively given by

$$X_l = \gamma_{AD}(\sqrt{1 - \beta_A s_A(k)} + \sqrt{\beta_A s_B(k - 1)}) \quad (A.3)$$
and

\[ Y_m = \gamma_{BD} \left( \sqrt{1 - \beta_B s_B(k)} + \sqrt{\beta_B s_A(k)} \right), \quad (A.4) \]

where \( s_A(k), s_B(k-1) \) and \( s_B(k) \) take values as given in Figure A.1. We define the midpoint of \( X_3 \) and \( X_4 \) as \( X_{th} \), yielding

\[ X_{th} = \frac{X_3 + X_4}{2} = \gamma_{AD} \sqrt{1 - \beta_A}. \quad (A.5) \]

Thus \(-X_{th}\) is the midpoint of \( X_1 \) and \( X_2 \). Similarly, we set \( Y_{th} \) as the midpoint of \( Y_3 \) and \( Y_4 \), so that

\[ Y_{th} = \frac{Y_3 + Y_4}{2} = \gamma_{BD} \sqrt{1 - \beta_B}. \quad (A.6) \]

We also use \( Y_{mid} \) to denote the midpoint of \( Y_2 \) and \( Y_4 \), which is given by

\[ Y_{mid} = \frac{Y_2 + Y_4}{2} = \gamma_{BD} \sqrt{\beta_B}. \quad (A.7) \]

We first find pairs of \((b_B(k-1), b_B(k))\) and \((\tilde{b}_B(k-1), \tilde{b}_B(k))\) to minimize \( f(1, b_B(k-1), b_B(k)) \) and \( f(-1, \tilde{b}_B(k-1), \tilde{b}_B(k)) \), respectively. Since \( b_B(k-1) \) and \( b_B(k) \) are independent, we can determine any one of them by assuming the other as a constant to minimize the corresponding cost function \( f(1, b_B(k-1), b_B(k)) \) in different ranges of \( X \) and \( Y \). Similarly, the optimal \((\tilde{b}_B(k-1), \tilde{b}_B(k))\) is obtained to minimize \( f(-1, \tilde{b}_B(k-1), \tilde{b}_B(k)) \). For example, when \( X \leq -X_{th} \) and \( Y \geq Y_{mid} \), we obtain

\[ \min f(1, b_B(k-1), b_B(k)) = f(1, -1, 1) \quad (A.8) \]
The distributions and decision boundaries of $X$ and $Y$, where $X_{\text{th}} = \gamma_{AD}\sqrt{1-\beta_A}$, $Y_{\text{th}} = \gamma_{BD}\sqrt{1-\beta_B}$ and $Y_{\text{mid}} = \gamma_{BD}\sqrt{\beta_B}$. © [2011] IEEE

and

$$\min f(-1, \tilde{b}_B(k-1), \tilde{b}_B(k)) = f(-1,-1,1). \quad (A.9)$$

The optimal groups of $(1, b_B(k-1), b_B(k))$ and $(-1, \tilde{b}_B(k-1), \tilde{b}_B(k))$ for all regions are listed in Table A.1.

Here we only derive the error decision regions when $s_A(k) = -1$. The decision regions for $s_A(k) = 1$ can be obtained in a similar way. Hence, an error occurs if the following condition is satisfied:

$$\min f(1, b_B(k-1), b_B(k)) \leq \min f(-1, \tilde{b}_B(k-1), \tilde{b}_B(k)). \quad (A.10)$$

By substituting the groups of $(1, b_B(k-1), b_B(k))$ and $(-1, \tilde{b}_B(k-1), \tilde{b}_B(k))$ listed in Table A.1 into (A.10), the error detection conditions can be derived in every
region. For instance, in the region of \(X \leq -X_{th}\) and \(Y \geq Y_{mid}\), errors occur if

\[
Y > \frac{-\sqrt{1 - \beta_A}}{\sqrt{\beta_B}} X - \frac{c_A}{\sqrt{\beta_B}} + \gamma_{BD} \sqrt{1 - \beta_B}.
\]

(A.11)

The error decision region is shown by grid, and the boundary between correct and error decision is denoted by the line \(CD\) in Figure 4.2. Finally, the error decision regions are shown by bias, grid and shadow, denoted as \(R_I\), \(R_{II}\) and \(R_{III}\), and the boundaries are given by

\[
\text{CD:} \quad Y = \frac{-\sqrt{1 - \beta_A}}{\sqrt{\beta_B}} X - \frac{c_A}{\sqrt{\beta_B}} + \gamma_{BD} \sqrt{1 - \beta_B},
\]

(A.12)

\[
\text{EF:} \quad Y = \frac{\sqrt{1 - \beta_A}}{\sqrt{1 - \beta_B - \sqrt{\beta_B}}} X + \frac{c_A}{\sqrt{1 - \beta_B - \sqrt{\beta_B}}},
\]

(A.13)

\[
\text{FG:} \quad Y = \frac{-\sqrt{1 - \beta_A}}{\sqrt{\beta_B}} X - \frac{c_A}{\sqrt{\beta_B}} - \gamma_{BD} \sqrt{1 - \beta_B},
\]

(A.14)

\[
\text{DL:} \quad Y = \frac{-\sqrt{1 - \beta_A}}{\sqrt{\beta_B}} X + \gamma_{BD} \sqrt{1 - \beta_B},
\]

(A.15)

\[
\text{LJ:} \quad Y = \frac{\sqrt{1 - \beta_A - \sqrt{\beta_B}}}{\sqrt{1 - \beta_B - \sqrt{\beta_B}}} X,
\]

(A.16)

\[
\text{JM:} \quad Y = \frac{-\sqrt{1 - \beta_A - \sqrt{\beta_B}}}{\sqrt{\beta_B}} X - \gamma_{BD} \sqrt{1 - \beta_B},
\]

(A.17)

\[
\text{QR:} \quad Y = \frac{-\sqrt{1 - \beta_A}}{\sqrt{\beta_B}} X + \frac{c_A}{\sqrt{\beta_B}} + \gamma_{BD} \sqrt{1 - \beta_B},
\]

(A.18)

\[
\text{RS:} \quad Y = \frac{\sqrt{1 - \beta_A}}{\sqrt{1 - \beta_B - \sqrt{\beta_B}}} X - \frac{c_A}{\sqrt{1 - \beta_B - \sqrt{\beta_B}}},
\]

(A.19)

and

\[
\text{MT:} \quad Y = -\frac{\sqrt{1 - \beta_A}}{\sqrt{\beta_B}} X + \frac{c_A}{\sqrt{\beta_B}} - \gamma_{BD} \sqrt{1 - \beta_B}.
\]

(A.20)
Table A.1: The decisions of \((1, \bar{b}_B(k - 1), b_B(k))\) and \((-1, \bar{b}_B(k - 1), \bar{b}_B(k))\) minimizing \(f(1, b_B(k - 1), b_B(k))\) and \(f(-1, \bar{b}_B(k - 1), \bar{b}_B(k))\) in every region. © [2011] IEEE

<table>
<thead>
<tr>
<th></th>
<th>(X \leq -X_{th})</th>
<th>(-X_{th} &lt; X \leq X_{th})</th>
<th>(X &gt; X_{th})</th>
</tr>
</thead>
<tbody>
<tr>
<td>((1, b_B(k - 1), b_B(k))) ((-1, \bar{b}_B(k - 1), \bar{b}_B(k)))</td>
<td>((1, -1, 1))</td>
<td>((-1, 1, 1))</td>
<td>((1, 1, 1))</td>
</tr>
<tr>
<td>(Y &gt; Y_{mid})</td>
<td>((-1, -1, 1))</td>
<td>((-1, 1, 1))</td>
<td>((-1, 1, 1))</td>
</tr>
<tr>
<td>(-Y_{mid} &lt; Y \leq Y_{mid})</td>
<td>((1, -1, -1))</td>
<td>((-1, 1, -1))</td>
<td>((1, 1, -1))</td>
</tr>
<tr>
<td>(Y \leq -Y_{mid})</td>
<td>((-1, -1, -1))</td>
<td>((-1, 1, -1))</td>
<td>((-1, 1, -1))</td>
</tr>
</tbody>
</table>
Appendix B

Derivation of $P_{II,III|I}$ and $P_{II,III|I}$

We denote the complement of $I_m$ as $\overline{I}_m$. The probability that a pair of relays is not successful, given that they are within $A_{SR,I}$, is computed as

\[
P_{II,III|I} = Pr(\overline{II}_{mv} \cup \overline{III}_{mv} \cup \overline{III}_{vm}|I_m, I_v)
\]

\[
= Pr(\overline{II}_{mv}|I_m, I_v) + Pr(II_{mv} \cap (\overline{III}_{mv} \cup \overline{III}_{vm})|I_m, I_v)
\]

\[
= Pr(\overline{II}_{mv}) + Pr(II_{mv} \overline{III}_{mv}|I_v) + Pr(II_{mv} \overline{III}_{vm}|I_m)
\]

\[
- Pr(II_{mv} \overline{III}_{mv} \overline{III}_{vm}|I_m, I_v)
\]

\[
= Pr(\overline{II}_{mv}) + 2Pr(II_{mv} \overline{III}_{mv}|I_v) - Pr(II_{mv} \overline{III}_{mv} \overline{III}_{vm}|I_m, I_v). \quad (B.1)
\]

The last expression in (B.1) is obtained based on that $II_{mv}$ is independent of $I_m$ and $I_v$, and $III_{mv}$ is independent of $I_m$. The probability of $Pr(\overline{II}_{mv})$ is given by

\[
Pr(\overline{II}_{mv}) = Pr(\gamma_{R_m R_v} \leq z_I) = 1 - e^{-z_I/\tilde{\gamma}}. \quad (B.2)
\]

The joint probability of $Pr(I_v, II_{mv}, \overline{III}_{mv})$ is computed as

\[
Pr(I_v, II_{mv}, \overline{III}_{mv})
\]

\[
= Pr(\gamma_{SR_v} \geq z_I, \gamma_{R_m R_v} \geq z_I, \gamma_{SR_v} + \gamma_{R_m R_v} < z_{III})
\]
\begin{align*}
&= \int_{z_I}^{z_{III} - z_I} \int_{z_I}^{z_{III} - \gamma R_m R_v} f(\gamma_{SR_v}) \, d\gamma_{SR_v} \, f(\gamma_{R_m R_v}) \, d\gamma_{R_m R_v} \\
&= e^{-z_I/\bar{\gamma}} \left( e^{-z_I/\bar{\gamma}} - e^{-(z_{III} - z_I)/\bar{\gamma}} \right) - \frac{z_{III} - 2z_I}{\bar{\gamma}} e^{-z_{III}/\bar{\gamma}}. \tag{B.3}
\end{align*}

Hence, the conditional probability of \( Pr(II_{mv} \, III_{mv} | I_v) \) is given by

\begin{align*}
&= \frac{Pr(I_v, II_{mv}, III_{mv})}{Pr(I_v)} \\
&= e^{-z_I/\bar{\gamma}} - \left( 1 + \frac{z_{III} - 2z_I}{\bar{\gamma}} \right) e^{-(z_{III} - z_I)/\bar{\gamma}}. \tag{B.4}
\end{align*}

Similarly, to obtain \( Pr(II_{mv} \, III_{mv} \, III_{vm} | I_m, I_v) \), the joint probability of \( Pr(I_m, I_v, II_{mv}, III_{mv}, III_{vm}) \) is firstly computed as

\begin{align*}
&= \int_{z_I}^{z_{III} - z_I} \int_{z_I}^{z_{III} - \gamma R_m R_v} f(\gamma_{R_m R_v}) \left( \int_{z_I}^{z_{III} - \gamma R_m R_v} f(\gamma_{SR_v}) \, d\gamma_{SR_v} \int_{z_I}^{z_{III} - \gamma R_m R_v} f(\gamma_{SR_m}) \, d\gamma_{SR_m} \right) \, d\gamma_{R_m R_v} \\
&= e^{-3z_I/\bar{\gamma}} - e^{-(2z_{III} - z_I)/\bar{\gamma}} - \frac{2z_{III} - 2z_I}{\bar{\gamma}} e^{-(z_{III} + z_I)/\bar{\gamma}}. \tag{B.5}
\end{align*}

The conditional probability of \( Pr(II_{mv} \, III_{mv} \, III_{vm} | I_m, I_v) \) is subsequently obtained as

\begin{align*}
&= \frac{Pr(I_m, I_v, II_{mv}, III_{mv}, III_{vm})}{Pr(I_m) Pr(I_v)} \\
&= e^{-z_I/\bar{\gamma}} - e^{-(2z_{III} - 3z_I)/\bar{\gamma}} - \frac{2z_{III} - 2z_I}{\bar{\gamma}} e^{-(z_{III} - z_I)/\bar{\gamma}}. \tag{B.6}
\end{align*}
Finally, substituting (B.2), (B.4) and (B.6) into (B.1), we obtain $P_{\Pi,III|I}$ as

$$P_{\Pi,III|I} = 1 + e^{-(2z_{III} - 3z_{I})/\bar{\gamma}} - 2e^{-(z_{III} - z_{I})/\bar{\gamma}}. \quad (B.7)$$

The probability that a pair of relays is successful, provided that they are within $A_{SR,I}$, denoted as $P_{\Pi,III|I}$, is accordingly obtained as

$$P_{\Pi,III|I} = 1 - P_{\Pi,III|I} = 2e^{-(z_{III} - z_{I})/\bar{\gamma}} - e^{-(2z_{III} - 3z_{I})/\bar{\gamma}}. \quad (B.8)$$