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ABSTRACT

Research into human computer interface (HCI) has been very active in recent years due to the advances in software applications. Such devices are aimed at providing a more natural interface for which humans to interact with machines. In this research, we propose a new approach to the development of a touch interface through the use of a surface-mounted sensor which allows one to convert hard surfaces into touch pads. We first develop, using mechanical vibration theories, a mathematical model that simulates the output signals derived from sensors mounted on a physical surface. Utilizing this model, we determine the hardware required for this research. We then develop a source localization algorithm based on an all-pole filter model for location template matching that extracts the dominant frequencies of the tap. The performance of the proposed algorithm is compared with existing approaches and verified both in a synthetic as well as a real environment for the localization of a finger tap on a touch interface. In addition, we explore the time-difference-of-arrival based methods for source localization and implement a real-time wireless source localization prototype.
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1. INTRODUCTION

Existing human-computer interface (HCI) technology such as the alphanumeric keyboard and the optical pointing device (mouse) have become mainstays of computing, both on a commercial and consumer basis. Nonetheless, digital media software applications have advanced significantly in recent years and now require complicated user input operations that are beyond the capabilities of the current day keyboard and mouse. These input devices impede, to some extent, restrict the scope and the user friendliness of the personal computer (PC).

To address these issues, HCI research in recent years focuses on technologies which enhances the user’s experience on the PC in a more natural manner. Some of these technologies include gyro-based sensors to track head rotation [6], vision-based cameras for the detection of both eye and hand motion [7], as well as localization of fingers on the surface of a waveguide medium via the frustrated total internal reflection principle of light-emitting diodes [8]. Another well-known HCI technology that has been utilized in portable devices such as the smart-phones and laptops is the touch screen. When a touch screen is tapped by a finger, it changes the electrostatic field and a layer of embedded capacitive sensors localizes the finger tap by detecting and locating such changes on the touch-sensitive surface. Due to its accuracy, this proven technology has gained much popularity. Nonetheless, its high implementation cost often confines the implementation to screens of small sizes, such as those of mobile phones.

Despite the commercial limitation of the touch screen technology, one technology has recently drawn interest from the research community. This HCI technology allows one to convert ordinary surfaces such as window panes and table-
tops into a touch interface (TI). This is achieved by using surface-mounted sensors and source localization algorithms for finger taps. In particular, the TI considered in [9], [10] describes impact localization methods based on well-known techniques such as time-differences-of-arrival (TDOAs) and location template matching (LTM). The effectiveness of both methods has been experimentally verified for isotropic [11] and anisotropic [12] materials. While the localization of finger taps on hard surfaces (e.g., wood and glass) is successful, sensors using vibration signals to detect such localization continue to face many challenges. These challenges include multipath, temperature variation, different types of wave propagation, as well as wave distortion due to dispersive effects of the channel between the finger tap and the sensor. These problems affect the accuracy of source localization to a large extent and hence most of the research results focus on improving the accuracy of the source localization algorithms.

By utilizing an array of sensors, the TDOA algorithm estimates the differences between the arrival times of the signals to these sensors. A hyperbolic function is first defined between two sensors, where the sensors correspond to the foci of the hyperbola [13]. Using several TDOA estimates, the intersection of these hyperbolae provide an estimate of the source location [13]. This intersection can be achieved by solving a set of non-linear equations related to the known sensor positions and the assumed source position [13]. Investigations into the TDOA method show that the feasibility of localization of finger taps on a surface [9], depends on the assumption that the speed of wave propagation is known. However, this assumption does not hold particularly well for solid surfaces due to the dispersive effects where different frequencies propagate at different speeds [9]. In addition, similar to acoustic propagation in air within an enclosed space, the presence of multipaths within a material increases the difficulty of TDOA estimation.

The use of LTM algorithm for source localization on solids has also been
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explored. As opposed to TDOA-based approaches, only a single sensor is required for LTM where the algorithm localizes finger taps by comparing the received signal with a set of pre-recorded signals from known locations. To quantify this comparison, LTM computes the similarity by employing the cross-correlation measure (CC-LTM) [14]. It is important to note that, unlike the TDOA-based approaches, LTM exploits the dissimilarity between the source-sensor paths for different source locations. This dissimilarity results, to a large extent, from the presence of multipath and dispersion. It is therefore expected that LTM-based algorithms can achieve higher localization performance compared to TDOA-based approaches for anisotropic materials. Due to the complexity of the problem, results presented thus far have been focused on improving the accuracy of the source localization algorithms in a relatively ad-hoc manner.

In this thesis, we discuss both the TDOA and LTM-based source localization algorithms. We also propose a new approach to the development of source localization algorithms for a TI that employs surface-mounted sensors. This source localization algorithm allows one to convert any flat surface into a touch pad. To do so, we first develop the hardware required for the data acquisition of wave propagation in solids in Chapter 2. In that chapter we also describe a mathematical model to examine the frequency characteristics of a typical tap which we in turn exploit for the development of LTM-based localization algorithm.

Various applications and approaches to template matching are then reviewed in Chapter 3. This includes the application of template matching in image and audio signal processing, as well as LTM. In that chapter we propose and develop an all-pole filter based LTM (AP-LTM) algorithm to localize finger taps on a surface. The algorithm models the peak frequencies corresponding to each tap location. The performance of the proposed algorithm is compared with existing approaches and verified both in a synthetic as well as a real environment for the localization of a finger tap on a TI. We subsequently review the TDOA algorithm
for source localization in Chapter 4, and review a real-time implementation of a TDOA-based algorithm that is robust to dispersion.

In Chapter 5, we explore the feasibility of implementing a low-cost, consumer-focused real-time wireless prototype of the TDOA-based algorithm, and discuss some of the limitations encountered using various wireless protocols. We next propose a method that overcomes the time-synchronization limitations encountered when using the wireless protocol. Finally, Chapter 6 summarizes this report and lists the publications that arise from this work.
2. HARDWARE DEVELOPMENT FOR DATA ACQUISITION

In order to develop new algorithms and to verify the accuracy of different source localization algorithms, it is necessary to collect vibration signals generated by taps made on different surfaces. We therefore need to develop a hardware data acquisition system capable to digitizing and storing vibration signals for algorithmic development and performance evaluation. In this chapter we look at the different components that are required.

Figure 2.1 shows the basic block diagram of the components required for data collection. The sensor is used to detect vibrations generated by a tap on the surface under test while the multichannel analog-to-digital converter (ADC) will digitize the signal before storing them into the personal computer (PC). Each of the components required for the data collection process is explained in the subsequent sections. In order to make informed choices of the hardware we choose, we first analyze the mechanical model of wave propagating in solids to gain insight to the time and frequency information generated by a typical tap. This will provide information pertaining to the bandwidth requirements of the sensor.

2.1 Vibration Sensor

When a subject taps his finger on a surface, a vibration wave propagates over the surface. This vibration, as discussed in [10]- [15] and [16], ranges up to 2500 Hz. This frequency range is supported by the mechanical model as will be seen in

![Fig. 2.1: Hardware block diagram.](image-url)
Section 2.2. To detect this vibration, an accelerometer, which is capable of sensing vibration, is required. However as most accelerometers are normally designed to monitor motion, such as the free-fall, tilt, and shock detection, they normally have a frequency range of up to 100 Hz. As such only the vibration monitoring range of accelerometers can be considered for our HCI application. One of such is the piezoelectric based accelerometers.

One advantage of using a piezoelectric accelerometer is that the piezoelectric element in the accelerometer converts acceleration into electrical signal which, in turn, allows one to directly interface the sensor with an ADC. In addition, depending on its construction, these accelerometers have different sensitivity which is inversely proportional to measurement range that the sensor can detect. Defining $g = 9.81 \text{ m/s}^2$. An accelerometer with a sensitivity of 500 mV/g is more sensitive to minute motion changes when compared to an accelerometer with a sensitivity of 50 mV/g. However the accelerometer with a sensitivity of 50 mV/g would be able to monitor a larger range of gravitational-forces since it will not clip during data acquisition. It is therefore important to note that the sensitivity of the accelerometer is an important parameter especially when considering the input voltage range of the ADC. Several accelerometers that are considered in this work includes the Analog Devices ADXL001, the Murata PKS1-4A1, and the Knowles BU-21771.

2.1.1 The Sensors

The Analog Devices ADXL001, as seen in Fig. 2.2, is a 5 mm × 5 mm × 2 mm micro-electromechanical system (MEMS) piezoelectric accelerometer packaged in a leadless ceramic carrier package [1]. As an integrated circuit, it requires powering. This accelerometer has a resonant frequency of 22 kHz and a flat response operation of 0-16 kHz, and has a sensitivity of 16 mV/g [1].

The Murata PSK1-4A1 is a piezoelectric accelerometer that detects vibra-
Fig. 2.2: The Analog Devices ADXL001 [after [1]].

Fig. 2.3: A Murata PKS1-4A1 accelerometer.

The Knowles BU-21771 is another piezoelectric-based accelerometer and as seen in Fig. 2.4, it is encased in a metal housing of dimension 7.9 mm × 5.6 mm × 4.1 mm. This accelerometer was designed as a contact microphone that can be placed at the throat or on any bony parts of the head [17]. Its main intended application is a microphone for radio communications in high noise environments such as fire-fighting or during combat mission [17]. This accelerometer has a resonant frequency of 18 kHz and has a flat response of 0-10 kHz. It has a sensitivity of 5.62 mV/g, and requires an external power source for its built-in amplifier [17].

As discussed in [18], the bandwidth of a typical flat surface ranges from 0 to 2.5 kHz, the above sensors suit our HCI application. Although these piezoelec-
Fig. 2.4: The Knowles BU21771 mounted on aluminium with its wires held down using Blu-Tack.

tric accelerometers considered meet the bandwidth requirement, it is noted that the Murata PKS1-4A1 has the narrowest bandwidth of 2.5 kHz while the other two accelerometers have a bandwidth of at least 10 kHz. In addition, the Murata PKS1-4A1 is the most sensitive.

2.1.2 Testing the Sensors

To test the response of the sensors, three independent experiments are conducted. In each experiment, each of the fore-mentioned sensors are mounted at (20, 20) cm on a piece of 80 cm $\times$ 80 cm $\times$ 0.52 cm acrylic and a tap is made at (40, 40) cm. The signals are analyzed and recorded using a LeCroy WaveSurfer 44Xs-A oscilloscope.

Figs. 2.5-2.7 show the time-amplitude responses of the Analog Devices ADXL001, the Murata PKS1-4A1 and the Knowles BU-21771 to a tap made by a subject. From Fig. 2.5, we note that while the Analog Devices ADXL001 has a relatively clean signal, its amplitude-time response is only in the range of $\pm0.5$ mV. Closer examination of the signal, as seen in Fig. 2.8, reveals that this active sensor suffers from minor quantization noise which, as described in its datasheet [1], is due to the charge amplifier in the output portion of the sensor. As this quantization noise occurs in the nanosecond range, it may contribute some unwanted high frequency components to the signal and as such this must be taken note of when using this accelerometer.
Fig. 2.5: Time-amplitude response of an Analog Devices ADXL001 to a tap made on a piece of acrylic 28.28 cm from it.

Fig. 2.6: Time-amplitude response of a Murata PKS1-4A1 to a tap made on a piece of acrylic 28.28 cm from it.

Fig. 2.6 shows the time-amplitude response of the Murata PKS1-4A1 to a tap. From the figure, we note that this accelerometer has a relatively clean signal and has a relatively large amplitude response of ±0.1 V. Fig. 2.7 shows the time-amplitude response of the Knowles BU-21771 to a tap made on a the acrylic 28.28 cm from it. From the figure, we note that this sensor has a maximum peak-to-peak amplitude of ±40 mV.

Figs. 2.9 - 2.11 show the magnitude response of the data acquisition system for the Analog Devices ADXL001, the Murata PKS1-4A1 and the Knowles BU-21771 respectively. For ease of comparison, these responses are normalized such that the maximum amplitude is 0 dB. From Figs. 2.9 - 2.11, we note that beyond 2 kHz, the amplitude response starts to decay significantly. However, as
Fig. 2.7: Time-amplitude response of a Knowles BU-21771 to a tap made on a piece of acrylic 28.28 cm from it.

Fig. 2.8: Close up view of the response of an Analog Devices ADXL001 to a tap made on a piece of acrylic 28.28 cm from it.
Fig. 2.9: Magnitude response of a Analog Devices ADXL001 to a tap made on a piece of acrylic 28.28 cm from it.

seen in Fig. 2.10, the frequency response of the sensor at approximately 3 kHz is significantly higher than the other sensors since the Murata PKS1-4A1 has a resonant frequency of approximately 3 kHz. In terms of mounting, since the Murata PKS1-4A1 is packaged in a plastic casing, it is the easiest to mount/remove from a surface. In addition, since it is a passive device, there is no need for external power circuitry and as such, it is the most suitable sensor for our HCI application.

Comparing the time-amplitude responses of these three sensors, it can be said that the Knowles BU-21771 accelerometer picks up the most ambient noise. This is most likely since the BU-21771 was designed as a contact microphone and is sensitive to ambience noise. Despite being a passive sensor, the Murata PKS1-4A1 has the highest amplitude response of $\pm 0.1$ V, compared to $\pm 0.5$ mV and $\pm 40$ mV for the Analog Devices ADXL001 and the Knowles BU-21771 respectively.

2.2 Mechanical Model

As the aim of this research is to localize taps made on solids for HCI, it is therefore necessary to understand the mechanical effects of a piece of solid when it is tapped by a finger. We therefore explore, in this section, a model that exploits the mechanics of vibrating waves so as to gain insight into the properties of wave propagation on solids. This in turn allows us to exploit any such characteristic
Fig. 2.10: Magnitude response of a Murata PKS1-4A1 to a tap made on a piece of acrylic 28.28 cm from it.

Fig. 2.11: Magnitude response of a Knowles BU-21771 to a tap made on a piece of acrylic 28.28 cm from it.
2. HARDWARE DEVELOPMENT FOR DATA ACQUISITION

Fig. 2.12: Block diagram of a touch interface.

Fig. 2.13: Block diagram of the mathematical model of a physical object.

of wave propagation for the development of a location template matching (LTM) algorithm as presented in Chapter 3.4. Fig. 2.12, describes a model which is comprised of models for the physical object and the sensor. The aim of these blocks is to transform a finger tap $V(t)$ made at the coordinates $(x_m^t, y_m^t)$ into electrical signals, where we define the $m = 1, \ldots, N$ as the position index while $N$ denotes the total number of possible tap locations. Here, the superscript ‘t’ denotes explicitly for the finger tap. Since the accelerometer is used to detect wave propagation in solids, a transforming block is required to convert acceleration to vertical displacement. The subsequent subsections in this chapter will describe this transformation.

2.2.1 Mathematical model of a rectangular plate

As seen in Fig. 2.12, the touch interface is mathematically modeled for the purpose of analysis, using three blocks. The first block, as illustrated in Fig. 2.13,
describes the mathematical model of a physical object, where an input tap $V(t)$ is transformed into a vertical displacement of the plate $w_m(x^s, y^s, t)$, where the superscript ‘s’ denotes explicitly for the sensor. To begin the analysis, we consider a rectangular plate; a structure that covers a wide range of commonly seen and used objects such as tables, walls, and windows [19]. As shown in [20], the response of the plate due to an impact can be represented by the classical plate theory. With reference to Fig. 3.1, we define the coordinate of the $m^{th}$ tap location as $(x^t_m, y^t_m)$. We employ the well-known Kirchoff’s hypotheses for linear, elastic small-deflection theory of thin plates. Defining $P_m(x^s, y^s, t)$ as the pressure observed at location $(x^s, y^s)$ on the plate at time instance $t$ due to a finger impact $V(t)$ made at location $(x^t_m, y^t_m)$, the vertical displacement $w_m(x^s, y^s, t)$ of the plate at $(x^s, y^s)$ location must satisfy the following motion equality [18]

$$P_m(x^s, y^s, t) = D\nabla^4 w_m(x^s, y^s, t) + \mu \frac{d w_m(x^s, y^s, t)}{dt} + \rho L_z \frac{d^2 w_m(x^s, y^s, t)}{dt^2}, \quad (2.1)$$

where $\mu$ is the absorption coefficient, $\rho$ is the density, $L_z$ is the thickness of the plate, $D = EL^3_z/12(1 - \nu^2)$, $E$ is the Young’s modulus, $\nu$ is the Poisson’s ratio while $\nabla^4 = \frac{\partial^4}{\partial x^4} + 2 \frac{\partial^4}{\partial x^2 \partial y^2} + \frac{\partial^4}{\partial y^4}$.

In order to solve for (2.1), we first note that a point impact at finger location $(x^t_m, y^t_m)$ can be expressed as

$$P_m(x^s, y^s, t) = V(t) \delta(x - x^t_m) \delta(y - y^t_m), \quad (2.2)$$

where $\delta(x)$, and $\delta(y)$ are the Dirac delta functions. The applied force can then be extended into a series given by [18]

$$P_m(x^s, y^s, t) = V(t) \sum_{l=1}^{\infty} \sum_{b=1}^{\infty} F_{lb} \sin(\alpha_l x) \sin(\beta_b y), \quad (2.3)$$
where

\[ F_{m,lb}(x^s, y^s) = \frac{4}{L_x L_y} \int_0^{L_x} \int_0^{L_y} \delta(x - x_{m}^s)\delta(y - y_{m}^s) \sin(\alpha_l x) \sin(\beta_b y) \, dx \, dy \] \tag{2.4} \]

\[ \alpha_l = \frac{\pi l}{L_x}, \]

\[ \beta_b = \frac{\pi b}{L_y}, \]

and \( l, b \in \mathbb{Z}^+ \) are the modes of wave propagation, \( L_x \) and \( L_y \), respectively, the length and width of the plate.

To simplify the problem, \( w_m(x^s, y^s, t) \) is decomposed into time- and position-dependent functions \( C_{lb}(t) \) and \( W_{lb}(x^s, y^s) \) given by [18]

\[ w(x^s, y^s, t) = \sum_{l=1}^{\infty} \sum_{b=1}^{\infty} C_{lb}(t)W_{lb}(x^s, y^s), \] \tag{2.5} \]

where

\[ C_{lb}(t) = A_{lb} \cos(\omega_{lb} t) + B_{lb} \sin(\omega_{lb} t), \] \tag{2.6} \]

such that \( A_{lb} \) and \( B_{lb} \) are the coefficients of the cosine and sine terms respectively.
and that
\[ \omega_{lb} = \left( \alpha_l^2 + \beta_b^2 \right) \sqrt{\frac{D}{\rho L_z}}. \] \hspace{1cm} (2.7)

The position dependent function can be represented in the form of
\[ W_{lb}(x^s, y^s) = \sin(\alpha_l x) \sin(\beta_b y) \sin(\alpha_l x^s_m) \sin(\beta_b y^s_m). \] \hspace{1cm} (2.8)

Furthermore, substituting (2.2) and (2.5) into (2.1), the solution of (2.1) is given by
\[ V(t) \delta(x - x^t_m) \delta(y - y^t_m) = D \nabla^4 w_m(x^s, y^s, t) + \mu \frac{d w_m(x^s, y^s, t)}{dt} + \rho L_z \frac{d^2 w_m(x^s, y^s, t)}{dt^2} \] \hspace{1cm} (2.9)

\[ V(t) F_{m,lb}(x^s, y^s) \sin(\alpha_l x) \sin(\beta_b y) = D \nabla^4 W_{lb}(x^s, y^s) C_{lb}(t) + \mu W_{lb}(x^s, y^s) C_{lb}'(t) + \rho L_z W_{m,lb}(x^s, y^s) C_{lb}''(t). \] \hspace{1cm} (2.10)

where \( C_{lb}(t) \) and \( C_{lb}''(t) \) are, respectively, the first and second differential order of \( C_{lb}(t) \).

By transforming (2.9) to the Laplace domain, we obtain
\[ V(s) F_{m,lb}(x^s, y^s) \sin(\alpha_l x) \sin(\beta_b y) = D \nabla^4 W_{lb}(x^s, y^s) C_{lb}(s) + \mu W_{lb}(x^s, y^s) \left[ s C_{lb}(s) - C_{lb}(0) \right] + \rho L_z W_{m,lb}(x^s, y^s) \left[ s^2 C_{lb}(s) - s C_{lb}(0) - C_{lb}(0) \right], \] \hspace{1cm} (2.11)

where \( s \) is the Laplace variable and that the Laplace transform of the time-
dependent function $C_{lb}(t)$ is given by

$$
C_{lb}(s) = \mathcal{L}\{C_{lb}(t)\}
= A_{lb} \frac{s}{s^2 + \omega_{lb}^2} + B_{lb} \frac{\omega_{lb}}{s^2 + \omega_{lb}^2}
= \frac{A_{lb} s + B_{lb} \omega_{lb}}{s^2 + \omega_{lb}^2},
$$

(2.12)
such that $\mathcal{L}$ is the Laplace function. Solving for (2.1) in the Laplace domain for zero initial condition gives rise to [18]

$$
W_m(x^s, y^s, s) = W_m(x^s, y^s, x^t_m, y^t_m, s) \mathcal{V}(s),
$$

(2.13)

where $\mathcal{V}(s)$ is Laplace transform of the function $V(t)$. A zero initial condition is assumed as the mechanical model assumes a supported plate condition where $W_{lb}(x^s, y^s, s) = 0$ along the plate’s edges, i.e., $x = 0$, $y = 0$, $\frac{\partial^2 W_m}{\partial (x^2)} = 0$, and $\frac{\partial^2 W_m}{\partial (y^2)} = 0$. The variable $W_m(x^s, y^s, x^t_m, y^t_m, s)$ is the transfer function of the physical object and is in the form of

$$
W_m(x^s, y^s, x^t_m, y^t_m, s) = \sum_{l=1}^{\infty} \sum_{b=1}^{\infty} \frac{4}{\rho L_x L_y L_z s^2 + \tilde{\mu} s + \omega_{lb}^2} W_{lb},
$$

(2.14)

where $\tilde{\mu} = \mu / (\rho L_z)$ is the reduced coefficient of absorption. By transforming (2.14) back to the time domain, we obtain an important expression for the vertical displacement at $(x^s, y^s)$ due to a tap made at $(x^t_m, y^t_m)$ given by

$$
w_m(x^s, y^s, t) = \frac{4}{\rho L_x L_y L_z} \sum_{l=1}^{\infty} \sum_{b=1}^{\infty} W_{lb} \left( \frac{e^{-0.5\tilde{\mu} t} \sin(\xi_{lb} t)}{\xi_{lb}} \right),
$$

(2.15)

where $\xi_{lb} = \sqrt{\omega_{lb}^2 - \left( \frac{\tilde{\mu}}{2} \right)^2}$.

As shown in (2.15), $w_m(x^s, y^s, t)$ can be represented as the summation of mode response corresponding to each mode frequency $\omega_{lb}$. For a given tap location and material, each mode response can be represented as the product of the shaping function $W_{lb}(x^s, y^s)$ and the time-dependent function $\frac{e^{-0.5\tilde{\mu} t} \sin(\xi_{lb} t)}{\xi_{lb}}$. It can be seen that the time-dependent function is inversely proportional to $\xi_{lb}$. This implies that as $\omega_{lb}$ increases with $l, b$, the contribution of that mode to $w_m(x^s, y^s, t)$ reduces
with respect to mode \( l = 1, b = 1 \). In addition, as illustrated by Fig. 2.15 for a tap made at location \((x_m^t, y_m^t) = (0.1, 0.1)\) m, the shaping function \( W_{lb}(x^m, y^m) \) is dependent on the location \((x, y)\). More importantly, as shown in (2.8), \( W_{lb}(x^m, y^m) \) is a function of \((x_m^t, y_m^t)\). This implies that the time-dependent function is weighted by a location-dependent shaping function \( W_{lb}(x^m, y^m) \) and as a result, the vertical displacement \( w_m(x^m, y^m, t) \) will vary with tap position due to its amplitude variation of mode frequencies with respect to time.

To illustrate the above, Fig. 2.16 shows the magnitude response of a plate when a tap is made at \((x_m^t, y_m^t) = (0.1, 0.1)\) m. The parameters used in this simulation example is tabulated in Table 2.2 for a piece of acrylic. As can be
seen, the peak frequencies are due to the modal response of the plate, which as seen in (2.15), the maximum amplitude of the modes are due to the components $W_{lb}(x^s, y^s)$ and $\xi_{lb}$. From this figure we note that the frequencies beyond 4 kHz contribute lesser energy than the energy of the first few modes.

### 2.2.2 Mathematical model of accelerometer

To understand the use of the transforming block as seen in Fig. 2.12, it is necessary to first understand the model of the sensor shown in the rightmost block. There are different types of sensors including optical sensors and strain gauges that can be used to detect vibrational waves on hard surfaces. However one of the most cost effective solutions is the use of surface-mounted accelerometers which can, in this case, be deployed to localize impacts. The accelerometer is a simple sensor which can detect wave propagation. This sensor can be characterized by the frequency response, with its output voltage dependent on the input acceleration. Given $u(t)$ as the output of accelerometer, $g(t)$ is the input acceleration, as shown in Fig. 2.17, the behavior of such a sensor can be described by a second-order linear differential equation of the form [21]

$$M \frac{d^2 u(t)}{dt^2} + \varsigma \frac{du(t)}{dt} + ku(t) = g(t),$$

(2.16)

where $M$ is the proof mass in the accelerometer, $\varsigma$ is the damping coefficient of the material used to construct the accelerometer, and $k$ is the stiffness of the spring element found in the accelerometer. The corresponding transfer function is then
given, in the Laplace domain, by

\[
G(s) = M \left[ s^2 U(s) + s U(0) + u(0) \right] + \zeta \left[ s U(s) + u(0) \right] + k U(s)
\]

\[
= \left[ M s^2 U(s) + \zeta s U(s) + k U(s) \right] + M \left[ s U(0) + u(0) \right] + \zeta u(0).
\]

Assuming a zero initial condition, the transfer function of the sensor is obtained as

\[
W_s(s) = \frac{U(s)}{G(s)} = \frac{K_s}{T^2 s^2 + 2 \zeta Ts + 1},
\]

where \(K_s = \frac{1}{k}\) is the gain coefficient, \(T = \sqrt{\frac{M}{k}}\) is the time constant and \(\zeta = \frac{\sqrt{\zeta}}{2\sqrt{Mk}}\) is the relative damping coefficient.

### 2.2.3 Model between impact and sensor output

Having described the physical object and sensor model, we integrate these models to obtain the transfer function between the impact and the output of the accelerometer. As seen in Fig. 2.18, a transforming block is required to interface the physical object model and the sensor model together. Since the output model of the physical object is that of a vertical displacement, this output must be converted into acceleration by means of \(s^2\). The transfer function between the impact

![Block diagram of the mathematical model of the transforming block.](image)
### Tab. 2.1: Modeling parameter values of the Murata PKS1-4A1 accelerometer

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Parameter value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
<td>$7.1 \times 10^{-7}$ s</td>
</tr>
<tr>
<td>$\zeta$</td>
<td>0.1</td>
</tr>
<tr>
<td>$K_s$</td>
<td>$3.5 \times 10^{-3}$ V/(ms$^{-2}$)</td>
</tr>
</tbody>
</table>

and the sensor output is therefore given by

$$
\frac{U(s)}{V(s)} = W_s(s) \times s^2 \times W(x^s, y^s, x^t_m, y^t_m, s) = \frac{K_s}{T^2s^2 + 2\zeta Ts + 1} \times s^2 \times \\
\sum_{l=1}^{\infty} \sum_{b=1}^{\infty} \frac{4}{\rho L_x L_y L_z} \frac{W_{lb}(x^s, y^s)}{s^2 + \bar{\mu} s + \omega_{lb}^2}
$$

where $(x^s, y^s)$ are the coordinates of the accelerometer.

It is therefore important to see that (2.19) is not just a function of the finger tap location but also a function of frequency through the Laplace variable $s$.

### 2.2.4 Illustrative example using the mathematical model

We now provide an illustrative example of how the model allows one to examine the properties of the received signals. By defining for the Murata PKS1-4A1 accelerometer, a time constant $T = 7.1 \times 10^{-7}$ s, a relative damping coefficient of $\zeta = 0.1$ and a gain coefficient of $K_s = 3.5 \times 10^{-3}$ V/(ms$^{-2}$). These values, as seen in Table 2.1, have been selected to match the frequency response of the sensor found in its datasheet, shown in Fig. 2.19. Fig. 2.19 shows the frequency response of a Murata PKS1-4A1 accelerometer, where the sensor, has a flat frequency response of 10 to $\sim$1500 Hz, 10 to $\sim$1000 Hz, and 10 to $\sim$5000 Hz for impacts of
Tab. 2.2: Modeling parameter values of the acrylic plate

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Parameter value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_x \times L_y \times L_z$</td>
<td>80 cm $\times$ 80 cm $\times$ 0.52 cm</td>
</tr>
<tr>
<td>$E$</td>
<td>$69 \times 10^9$ Pa</td>
</tr>
<tr>
<td>$\nu$</td>
<td>0.35</td>
</tr>
<tr>
<td>$\rho$</td>
<td>2710 kg/m$^3$</td>
</tr>
</tbody>
</table>

1 g, 5 g, and 10 g respectively. As seen in the figure, the sensor has a resonant frequency of approximately 2 kHz. As such the parameters seen in Table 2.1 have been chosen specifically to match this response. Next, the properties of an acrylic surface, with dimensions 80 cm $\times$ 80 cm $\times$ 0.52 cm is defined. As seen in Table 2.2, the piece of acrylic has the following properties: $E = 69 \times 10^9$ Pa, $\nu = 0.35$, and $\rho = 2710$ kg/m$^3$. The sensor parameters were chosen to match that of the resonant frequency while the parameters for the material are chosen so that they match that of [22] and [23]. In this synthetic simulation, a Murata accelerometer is placed at (0.3, 0.2) m while the coordinates of four impacts are (0.12, 0.12) m, (0.12, 0.68) m, (0.68, 0.68) m and (0.68, 0.12) m. For illustrative purposes, $l = b = 3$ has been used.

Figure 2.20 shows the signals received by the sensor from the first two impacts. For clarity of presentation, we only show the outputs of these two impacts. As can be seen, the signals exhibit some form of damping particularly after 5 ms. This is due to the frequency dependency nature of the signal given by (2.19). The magnitude spectra of these signals are illustrated in Fig. 2.21. As can be seen, these output signals include a high frequency component at 2 kHz that is due to
the resonant frequency of the accelerometer. While it is important to note that the frequencies vary across different locations, we note that, for each tap location, dominant frequencies occur. We therefore propose to model these dominant frequencies using the all-pole (AP) model as described in Section 3.4.

2.3 Direct Injection (DI) Box

The direct injection (DI) box is commonly used in the professional audio arena. Its main purpose is to convert an unbalanced signal, into a balanced signal for the purpose of long distance transmission. The need for balanced line transmission is justified by the fact that beyond a transmission length of 5 m, electrical noise
can be significant [24]. Balanced lines on the other hand can be drawn over long
distances and remains relatively immune to the additive noise. While most DI
circuits use audio transformers, the implemented DI circuitry uses passive discrete
components [25]. The passive component circuit was chosen over circuits that use
transformers as most transformers have a limited bandwidth between 35 Hz to
18 kHz. Moreover, the cost of the audio transformers with wider bandwidths were
found to be significantly more expensive. On the other hand, passive components
had a flat frequency response from 5 Hz to over 10 MHz.

Fig. 2.22 shows the schematic of the DI circuit implemented, where the
terminals VIN-1 and VIN-2 correspond to the positive and negative terminals
of the signal input respectively. To gain a better understanding of the circuit,
Fig. 2.23 shows the AC analysis of the DI circuit, where the capacitors are short-
circuited. In addition, for this AC analysis, we note that both terminals of the
resistor R5 are connected to the ground and hence, this resistor can be omitted.
From the analysis seen in Fig 2.24, we note that the positive terminal of the input
is connected to the cold pin of the output, while the negative terminal of the input
is connected to the hot pin of the output. The ground pin, on the other hand, is
used as the reference voltage level.

Fig. 2.25 shows the simplified schematic of the DC analysis of the DI circuit after the capacitors have been treated as open-circuit. From the figure, we can see that the Zener diode limits the voltage at the intersecting node of R3 and R5 to 12 V_{DC}. This is required since most audio devices such as the PreSonus FireStudio provides 48 V_{DC} from the input port of the ADC to the input port of the DI box in order to excite the diaphragm of the condenser or ribbon microphones. Under normal operation, this 48 V_{DC} phantom power is transmitted through the hot pin of a balanced connector. However as the cold pin is often mixed up with the hot pin, the cold pin is also equipped with the 22 kΩ current limiting resistor.

From this analysis we can see that AC coupling capacitors, C3 and C4 play the important role of passing phantom power to the input source without allowing the DC power from being transmitted back to the ADC, while resistors R1, R2 and R5 limit the current from the phantom power source and preventing it from damaging the DI box and the input transducer.

Each DI box consists of a chassis, connectors, and a circuit board, as seen in Fig. 2.26 and Fig. 2.27. The completed view of the DI box can be seen in
Fig. 2.23: AC analysis of the DI circuit.

Fig. 2.24: Simplified AC analysis of the DI circuit.

Fig. 2.25: DC analysis of the DI circuit.
Fig. 2.26: Fabricated DI circuitry.

Fig. 2.27: DI circuitry mounted in an aluminium chassis.

Fig. 2.28.

The magnitude response of the DI circuitry was subsequently verified. In this test, we used a function generator to generate sine waves of various frequencies at 0.5 V_{p-p} at the DI’s input terminals. The output signals are then analyzed using the LeCroy WaveSurfer 44Xs-A oscilloscope. The result of this magnitude response test is shown in Fig. 2.29. As seen in the figure, the magnitude response increases from 1 Hz to 10 Hz, after which from 100 Hz to 1 MHz the magnitude response remains almost constant at approximately -8 dB. It is also seen that beyond 4.5 Hz, the magnitude response varies within the -3 dB range below the resonant frequency. This test suggests that the implemented device is able to provide a flat response within the audio frequency range.
Fig. 2.28: View of fabricated DI box.

Fig. 2.29: Frequency response of the DI circuit.
2.4 Analog-Digital Converter (ADC)

The ADC is another crucial component of the hardware setup as it is required to digitize the analog signals. As will be described in Chapter 4, since we will be localizing finger taps using time-differences-of-arrival (TDOAs), an ADC that can support at least eight channels is required. Although the discussion of sub-array algorithms is outside the scope of Chapter 2, ADC having at least eight channels will allow the research team to, for example, assess the possibility of utilizing wireless protocol and sub-array processing as described in Chapter 5. One of the requirements of the ADC is that it needs to have either no inter-channel delay, or a deterministic delay since, if any non-deterministic delay occurs, the time-differences would not be accurately reflected, giving the wrong tap location. Another requirement is that the ADC needs to have a sampling frequency of at least 96 kHz. Such high sampling rate is required due to the high velocity of waves propagating through the solids. A few of the possible ADCs are the National Instruments (NI) USB-6259, the PreSonus FireStudio and the M-Audio ProFire2626.

The NI USB-6259, as shown in Fig. 2.30, is capable of thirty-two single-ended inputs. However, the unit uses a round-robin method to switch between the inputs signal [3]. To achieve the 96 kHz sampling frequency preferred by the TDOA algorithm, the 1.25 MS/s of the ADC will have to be equally divided between the channels, such that the required eight inputs can be supported. Each channel’s gain is digitally controlled using LabView when the ADC is connected to the PC via a USB cable.

The M-Audio ProFire2626 shown in Fig. 2.31, is a professional audio multi-channel recording system. It comes with eight XLR and 1/4” combination inputs, and can be daisy chained with up to two other ProFire2626s to achieve a total of twenty-four single-ended and differential inputs. This ADC is capable of sampling at 44.1 kHz, 48 kHz, 88.2 kHz, 96 kHz, 176.4 kHz and 192 kHz. However at
88.2 kHz and 96 kHz, the ADC can only support up to sixteen channels, and at 176.4 kHz and 192 kHz, it can only support up to twelve channels. As its name suggests, the ProFire2626 uses the Firewire input which, in this case, the 1394a or Firewire 400. The input ports for this ADC are located at the rear panel, while its gain control knobs are located on the front panel [4].

Fig. 2.32 shows a photo of the PreSonus FireStudio. Similar to the ProFire2626, the FireStudio is a professional audio multi-channel recording system, and has eight XLR or 1/4” inputs. Each FireStudio can be daisy chained with up to two other FireStudios to achieve a total of twenty-four single-ended and differential inputs. This ADC is capable of sampling at 44.1 kHz, 48 kHz, 88.2 kHz and 96 kHz. Similar to the Profire2626, at 88.2 kHz and 96 kHz, the FireStudio can only support up to sixteen channels. Like the ProFire2626, the FireStudio uses the 1394a or Firewire 400 input. The input ports of this ADC and
its amplitude control knobs are also located at the front panel. One of the key advantages of the FireStudio over the ProFire2626 is that the word clock port, which is used to synchronize the clocks of the daisy-chained ADCs, is directly built into the system, using a BNC connector whereas the ProFire2626 integrated this port in its DB9 expansion port [5].

2.4.1 Synchronization of the ADCs

As each of the ADCs costs more than S$1000, only the NI USB-6259 and the PreSonus FireStudio were acquired and tested. This section of the thesis documents some of the tests performed on the ADCs to ensure that the acquired equipment meet the specification requirements, more specifically the inter-channel delay. Non-deterministic inter-channel delay alters the instance the signal arrives at the ADC and as a result degrades the performance of the TDOA-based source localization algorithm, described in Chapter 4. Therefore to compute the inter-channel delay, we first connect all inputs of the ADC together to a single audio source. Next a white Gaussian noise (WGN) signal is fed into the inputs, and the signals are recorded using a PC. These signals are then cross-correlated and the time lag that achieves the highest cross correlation will correspond to the inherent time-delay between the two channels [26]. By defining $u_q(n)$ as the $q^{th}$ received signal, and $n$ as the sample index, the inherent delay between Channels $q$ and $r$
Tab. 2.3: Inter-channel delay test result: NI USB-6259.

<table>
<thead>
<tr>
<th>Channel r</th>
<th>Channel q</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
</tr>
</tbody>
</table>

is given by

$$\tau_{q,r} = \arg \max_n \sum_{n'=-\infty}^{\infty} u_q(n')u_r(n + n'),$$

(2.20)

where $n'$ is the lag sample. Although the time-domain approach is presented here, one may choose to use the Fourier domain to compute the cross-correlation \[26\].

Ideally the inter-channel delay should be zero if the channels are sampled synchronously. However, in practical implementation, small amounts of delay is acceptable. This delay however needs to be consistent so that the channel delay can be compensated before TDOAs are estimated. For these tests only eight channels are used since the maximum number of sensors used is eight. The results of the inter-channel delay test, computed using (2.20), for the NI USB-6259 and PreSonus FireStudio are tabulated in Tables 2.3 and 2.4 respectively.

Table 2.3 shows the cross-channel delay (in samples) of the WGN signals recorded by the input channels of the NI USB-6259 ADC. As seen in the table, the diagonal elements of this table are zero since there is no lag time when a channel’s recorded signal is correlated with itself. In addition, the upper triangular elements of this matrix is the negative of the lower triangular elements as expected. It is important to note that the inter-channel delay presented here is just one of the test results performed on the NI USB-6259. Subsequent tests revealed that the inter-channel delay varied inconsistently with the tests that have been performed.
Table 2.4: Inter-channel delay test result: PreSonus FireStudio.

<table>
<thead>
<tr>
<th>Channel r</th>
<th>Channel q</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0 0 0 0 0 0 0 0</td>
</tr>
<tr>
<td>2</td>
<td>0 0 0 0 0 0 0 0</td>
</tr>
<tr>
<td>3</td>
<td>0 0 0 0 0 0 0 0</td>
</tr>
<tr>
<td>4</td>
<td>0 0 0 0 0 0 0 0</td>
</tr>
<tr>
<td>5</td>
<td>0 0 0 0 0 0 0 0</td>
</tr>
<tr>
<td>6</td>
<td>0 0 0 0 0 0 0 0</td>
</tr>
<tr>
<td>7</td>
<td>0 0 0 0 0 0 0 0</td>
</tr>
<tr>
<td>8</td>
<td>0 0 0 0 0 0 0 0</td>
</tr>
</tbody>
</table>

Table 2.4 shows the inter-channel delay extracted using the WGN signals recorded by the input channels of the PreSonus FireStudio ADC. As seen in the table, there is no inter-channel delay and these results are consistent across several independent tests. From this, we can conclude that the PreSonus FireStudio, which uses individual ADCs for each channel, is able to synchronize the clocks of the individual ADCs. On the other hand, the NI USB-6259 ADC which uses the round-robin method to cycle between the different input channels, has some limitations when cycling through the inputs. As a result inconsistency in the inter-channel delay is encountered. Thus the PreSonus FireStudio is chosen as the ADC to be used for this research.

With the Murata PKS1-4A1, the DI-box, and the PreSonus FireStudio in place, the data acquisition system can be utilized to record and analyze wave propagation on solids. The effective block diagram of this setup is shown in Fig. 2.33, where the sensor detects vibration on the surface, and instead of directly digitizing the signal using the ADC as shown in Fig. 2.1, the signal is conditioned using the DI box before being digitized by the ADC. The setup of the hardware, as seen in Fig. 2.34, shows sixteen Murata PKS1-4A1 accelerometers mounted on a piece of wood. These accelerometers are connected to the DI boxes which are
2. HARDWARE DEVELOPMENT FOR DATA ACQUISITION

Fig. 2.33: Final hardware block diagram.

Fig. 2.34: Touch interface setup.

then connected to two PreSonus FireStudios.

2.5 Conclusion

In this chapter we described the data acquisition hardware that has been implemented for the development of source localization algorithms in solids. To do so, we analyzed a mathematical model for wave propagation in solids. This mathematical model gave us insights to the frequency characteristics of the received signals by the sensors. More specifically, there exists dominant frequencies which, as shown in Chapter 3, will be exploited for the development of the LTM-based localization algorithm. Next, we analyzed and implemented a DI circuitry that conditions the signal acquired from the sensor for signal transmission of longer than 5 m. Finally we look into an ADC which has a deterministic inter-channel delay which allows us to acquire signals generated by a tap.
3. TEMPLATE MATCHING

Template matching is a recognition technique used to determine an unknown phenomenon by comparing it with a set of known phenomenons, whilst assuming that the unknown phenomenon has sufficient content to be used in the comparison process. When employed in signal processing, particularly in the domain of image and speech processing, template matching has been found to be useful in scenarios where automated digital systems are employed to identify analog signals. Such applications include the use of automated fingerprint readers [27] [28] [29], voice commands on mobile phones and computers [30] [31], and even sound recognition for different musical instruments [32].

In order for template matching to be successful, it is necessary to obtain sufficient pre-recorded data. If insufficient data is present in the pre-recorded data set, the recognition system may indicate a no match, or incorrect identification of the source. Therefore, in order to achieve good performance in template matching, it is necessary to have sufficient corpus size. However, in so doing, the computational complexity is increased. To address this issue, the authors of [33] proposed to use sub-templates in a multi-stage approach, whereas the authors of [34] proposed a feature extraction method that tracks the changes of an image. In addition, a Cauchy-Schwarz inequality bounded full search algorithm [35] has been proposed to reduce the complexity of template matching for image processing.

3.1 Image Template Matching

Template matching for image processing is an established area of research and has been deployed for fraud identification [27] [28] [29], image identification [27] [36],
as well as in the manufacturing process [37]. Some of the key challenges in this area of research arise when the image to be identified is rotated in two- or three-dimensions. Template matching for image processing is achieved by using either feature extraction-based or template-based matching. For feature extraction-based template matching, certain key features of the image, such as its edges or lines [27], as well as the motion [34] of the image are extracted and used for comparison.

However in situations where the template lacks compelling features or when a large portion of the template comprise of the image to be matched, the use of the whole template, as opposed to feature extraction-based template matching, may be preferred. The setback, however, of using the template-based method is that a large number of points of the template are required to be sampled. As such down-sizing algorithms such as the multi-resolution or pyramid [38] algorithms have been proposed to reduce the complexity.

Template matching algorithms have also been employed for the compression of video files. This is achieved by taking two consecutive frames of images in a video and comparing blocks of (typically) $8 \times 8$ pixels across these frames. Therefore if these two blocks are similar, the latter block is discarded [34]. This lossy compression typically results in significant compression and reduction in computational complexity which was particularly useful in the 1990s when expensive high capacity hard disks and expensive graphic processing units were required to play back the uncompressed videos [34].

3.2 Audio Template Matching

Template matching has also been applied in the area of audio signal processing for automatic speech recognition. Although automatic speech recognition is a well-established area of research, in its most primitive stage, only digits were used to determine the feasibility of speech recognition by means of template
matching [39]. To illustrate the concept of template matching, we first define \( u(n) = [u(n), \ldots, u(n + L_u - 1)]^T \) as the input signal, where \( L_u \) is the length of \( u(n) \) and the set of pre-recorded data as \( h_m(n) = [h_m(n), \ldots, h_m(n + L_h - 1)]^T \), where \( m \) is the index of the pre-defined digits and \( L_h \) is the length of \( h_m(n) \). By assuming \( L_h = L_u \), the dissimilarities of the signals are determined by computing the correlation coefficients, with a time lag of 0

\[
c(m) = \frac{1}{L_u \sigma_u \sigma_h} \sum_{i=0}^{L_u-1} (u(i) - \mu_u)(h_m(i) - \mu_h),
\]

(3.1)

where \( \mu_u \) and \( \mu_h \) are the mean of \( u(n) \) and \( h_m(n) \) respectively, while \( \sigma_u \) and \( \sigma_h \) denote the standard deviation of \( u(n) \) and \( h_m(n) \) respectively.

In an experiment conducted and results presented in [39], a pre-defined data set of ten signals, the spoken digits of 0-9 from a single speaker, was collected. The subjects were then asked to repeat the digits to evaluate the accuracy of the recognition. The performance of the algorithm was evaluated using [39]

\[
\text{results} = \begin{cases} 
\text{correct,} & c(m) = 1.0, \\
\text{wrong}, & \text{otherwise},
\end{cases}
\]

(3.2)

and it was found that the recognition accuracy when tested by the same subject was, on the average, 98%.

Subsequently, research in speech recognition using template matching progressed from speaker-dependent single words to speaker-independent single words. The authors of [30] proposed a method which breaks up a received word into several segments. Template matching for speech recognition is achieved by building a phoneme template inventory comprising the forty-one phonemes of the American English [30]. In this phoneme template, a single frame reference template was used for each of the phonemes with the exception of the diphthongs and plosives, which were represented by two frames reference templates [30]. Each of the diphthongs were represented by two single-frame reference templates of vowels which most accurately represented the initial and final states of the diphthong [30]. The plosives, which were also represented by two-single frame reference templates, were repre-
sented by the silence reference frame followed by a reference frame representing the burst release [30].

Although not covered in detail in this thesis, it is worthwhile noting that significant contribution to the automatic speech recognition was made when the hidden Markov model was implemented [40], [41]. This enabled the recognition system to be able to recognize speaker-independent single words as well as a string of words that is speaker-independent. Even so, existing speech recognition systems still encountered several challenges, particularly in the area of continuous speech recognition. As such the authors of [31] proposed a technique that employs a template matching method integrated with the filler models of keyword spotting. This is achieved by assuming that the dialogue system is able to anticipate what the user intends to say based on the contextual information as well as the background knowledge of the dialogue system.

3.3 Location Template Matching

Location template matching (LTM) is a source localization algorithm that is able to localize in an environment where dispersion and multipath are present; a prominent phenomenon in wave propagation in solids. In this section, we review LTM by considering a touch interface (TI) system which can be represented as a single-input, single-output system as shown in Fig. 3.1. This TI system, consists of an interactive physical surface, a surface-mounted sensor, and a PC which processes signals received from the sensor. A human interacts with this interface by tapping on the interactive physical surface with a finger, which generates a signal $V(t)$. To estimate the location of the finger tap, we first define a coordinate frame as shown in Fig. 3.1 where the origin is located at the top-left corner of the plate. The coordinates of a finger tap is denoted by $(x_m, y_m)$, where $m$ is the position index for $m = 1, \ldots, N$. The tap excites vibrational waves which are picked up by the surface-mounted sensor at coordinates $(x^a, y^a)$. The sensor then converts the
vibrational waves into electrical signals which are subsequently processed by the source localization algorithm on the PC for the control of software applications.

Next, we assume that the vibration caused by a tap generates a signal received by the sensor as \( u(n) = [u(n), \ldots, u(n + L_u - 1)]^T \) where \( L_u \) is the length of \( u(n) \). The aim of LTM is therefore to estimate the source location using \( u(n) \). To achieve this, LTM requires prior knowledge of the source signature at a known location. This signature can be obtained during the calibration phase where we define

\[
h_m(n) = [h_m(n), \ldots, h_m(n + L_h - 1)]^T, \tag{3.3}
\]

as the pre-recorded signal corresponding to a known source location at position index \( m \). As described in Section 3.2, we assume that \( L_h = L_u \) and that there is one such pre-recorded signal for each of the \( N \) number of pre-defined locations. LTM-based algorithms compute a similarity measure between \( u(n) \) with that of \( h_m(n) \). The estimated location is then given by the location corresponding to the pre-recorded signal which is closest to the received signal.

Fig. 3.1: Diagram of TI with a matrix of predefined points.
To compute this similarity, the authors of [14] [42] proposed the use of the cross-correlation function, where the cross-correlation is computed between $u(n)$ and $h_m(n)$, for $m = 1, \ldots, N$. This approach exploits the fact that the received signal is unique with respect to each of the source location due to variations in reflections and scattering of the wave along the source-sensor path. Defining $c(m) = [c(1), \ldots, c(N)]^T$ as a $N \times 1$ vector containing correlation coefficients between $u(n)$ and $h_m(n)$, each element in $c(m)$ is given by (3.1) [43]. This cross-correlation based LTM (CC-LTM) algorithm estimates the location of a tap based on the estimated tap index $\hat{m}$ that corresponds to the maximum $c(m)$ over all position index $m = 1, \ldots, N$, i.e.,

$$\hat{m} = \max_m c(m). \quad (3.4)$$

The performance of CC-LTM [14] relies on the disparity between impulse responses from each tap location to each sensor. Due to this disparity, neighboring tap locations will generate similar yet different responses. To illustrate this, Fig. 3.2 shows the response of a tap made at (41,20) cm and (42,20) cm which, as seen in Fig. 3.1, are spaced 1 cm apart. It has been shown in [14] that location estimation using CC-LTM allows one to achieve a localization accuracy of $\pm 1.5$ cm. However it is important to note that signals $u(n)$ and $h_m(n)$ are generated on the same surface, under environmental conditions that are not vastly different. In addition, as this CC-LTM algorithm uses the correlation-coefficient, it is essential
for $u(n)$ and $h_m(n)$ to be time-aligned. To do so, the received signals are first processed using a peak-detection algorithm. Using the peak as a reference position, the received signal, as seen in Fig. 3.2, is truncated from 5.3 ms before the peak to 15 ms after the peak.

3.4 Proposed all-pole model based algorithm for LTM

We now propose a LTM approach which employs an all-pole (AP) filter model, to perform source localization (AP-LTM). This approach is chosen over other popular sound recognition techniques such as [44], as other techniques usually model the way the human ear respond to sounds, and therefore might not be applicable for a touch interface. In addition, as described by the spectrum of (2.19) and as shown in Fig. 2.21, the magnitude response of a typical tap is characterized by dominant frequency peaks which can be modeled by the all-pole model. In view of this, the AP filter model is exploited to extract the dominant frequencies of the received signal by minimizing the squared error difference of the received signal $u(n)$ and predicted signal $\hat{u}(n)$. This prediction error is given by

$$
e(n) = u(n) - \hat{u}(n) = u(n) - \sum_{i=1}^{I} a(i)u(n - i), \quad (3.5)$$

where $I$ is the prediction order and $a(i)$ is the $i^{th}$ filter coefficient. To illustrate the motivation behind this approach, $a(i)$ is evaluated for two received signals $u(n)$ with the taps made at (41,20) cm and (42,20) cm and the sensor mounted at (5,25) cm of an acrylic plate. In this experiment, we have used the Murata PKS1-4A1 sensor as described in Section 2. We then modeled the signal using an illustrative AP filter order example of $I = 3$. Fig. 3.3 shows the magnitude spectrum plot of the coefficients $a(i)$ for each of these positions when they are evaluated around the unit circle. The vertical lines are plotted by evaluating the pole positions on the unit circle. For comparison, the spectrum of the received
Fig. 3.3: Spectrum overlayed with AP-LTM of taps for \( I = 3 \), made at (a) \((41, 20)\) cm and (b) \((42, 20)\) cm.

signals evaluated using the fast-Fourier transform is illustrated in this figure.

As can be seen, the magnitude spectrum of \( a(i) \) peaks at the dominant frequencies of the received signal. It is also interesting to note that the dominant frequency at approximately 2 kHz for both tap locations correspond to the resonant frequency of the Murata PKS1-4A1 sensor as discussed in Section 2.

To illustrate the important property where the all-pole model can extract dominant frequencies, we first define \( \omega = 2\pi f/f_s \) with \( f_s \) being the sampling frequency and \( f \) being the frequency of the signal. The frequency-domain representation of (3.5) is given by

\[
E(e^{j\omega}) = U(e^{j\omega}) \left[ 1 - \sum_{i=1}^{I} a(i)e^{-j\omega_i} \right],
\]

where \( j = \sqrt{-1} \) and \( a(i), \ i = 1, \ldots, I \) can be estimated from its past samples
$u(n - i)$. The power spectrum denoted as $|U(e^{j\omega})|^2$ of the system input $u(n)$ is given as

$$\sigma_e^2 = \left| U(e^{j\omega}) \right|^2 \left| 1 - \sum_{i=1}^{I} a(i)e^{-j\omega_i} \right|^2,$$

(3.7)

with $\sigma_e^2$ being the variance of $e(n)$. This implies that the power spectrum of $u(n)$ is given as

$$\left| U(e^{j\omega}) \right|^2 = \frac{\sigma_e^2}{\left| 1 - a(1)e^{-j\omega} - a(2)e^{-j2\omega} - \ldots - a(I)e^{-jI\omega} \right|^2}. $$

(3.8)

By factorizing the denominator of the function, we can obtain

$$\left| U(e^{j\omega}) \right|^2 = \frac{\sigma_e^2}{\left| (e^{j\omega} - e^{j\omega_1})(e^{j\omega} - e^{j\omega_2}) \ldots (e^{j\omega} - e^{j\omega_I}) \right|^2}. $$

(3.9)

Hence, we see that $U(e^{j\omega})$ peaks at frequencies $\omega_1, \ldots, \omega_I$. Since $\omega_i = 2\pi f_i/f_s$, the dominant frequencies can be obtained. As can be seen from Fig. 3.3, the dominant frequencies are identified by the AP filter coefficients $a(i)$ for both locations (41, 20) cm and (42, 20) cm. More importantly, it can be noted that these dominant frequencies differ from each other and thus this diversity is employed to estimate the source position.

To exploit this diversity, the sum of the squared differences between the filter coefficients of the received signals and those from our pre-recorded signals $h_m(n)$ are computed. Defining $a^u(i)$ and $a^h_m(i)$ as the filter coefficients computed from the received signal $u(n)$ and the pre-recorded signal $h_m(n)$ respectively, this difference is obtained using

$$S_m = \sum_{i=1}^{I} \left( a^u(i) - a^h_m(i) \right)^2. $$

(3.10)

In a similar manner to the CC-LTM described in Section 3.3, the AP-LTM-based approach then estimates the location of the source given by

$$\hat{m} = \min_{m} S_m.$$

(3.11)
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Tab. 3.1: Computation complexity of CC-LTM and AP-LTM.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>No. of real multiplications</th>
<th>Illustration for $L_u = 1000$ $N = 25$ and $I = 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CC-LTM</td>
<td>$O(N(3L_u))$</td>
<td>75 000</td>
</tr>
<tr>
<td>AP-LTM</td>
<td>$O(I(\frac{I}{2} + L_u + N))$</td>
<td>3080</td>
</tr>
</tbody>
</table>

implying that the same tap location is expected to give the same or very close filter coefficients, such that the minimum distance will correspond to the tap location.

3.4.1 Complexity analysis

The derivation of the CC-LTM algorithm is divided into two main steps, namely the cross-correlation coefficient and the decision step. As has been shown in (3.1), the computation of the cross-correlation coefficient requires the computation of the mean and variances of both the input as well as the pre-recorded signals. In the decision step of this algorithm, the maximum value of the cross-correlated signal between the input and the whole database is required. This can be achieved by, for example, employing the quantum maximum finding algorithm [45] to solve (3.4). Excluding this maximum finding process, the total complexity for the cross-correlation based LTM algorithm, as shown in Table 3.1, is $O(3NL_u)$ [46], where $O$ is the big-O notation, of a quadratic order.

The derivation of the computational complexity for AP-LTM is comprised of the derivation of the AP filter coefficients and the decision step. The AP-LTM requires the computation of the autocorrelation vector and the solving of the Hermitian Toeplitz system using the Levinson Durbin algorithm. The complexity of Levinson Durbin algorithm is $O(I^2)$ [47], [48]. In this illustrative example, we have used a filter corresponding to the order of $I = 3$. In the decision step of
this algorithm, the AP filter coefficients are first compared using (3.10) which comprises of $2I$ real multiplications. Similar to that for the CC-LTM, (3.11) can be is solved using the quantum minimum finding algorithm [45]. Excluding this process, the total complexity for the AP-LTM algorithm, as shown in Table 3.1, is thus $\mathcal{O}(I(\frac{1}{2} + L_u + N))$ [46].

Fig. 3.4 shows the computational complexity of CC-LTM and the proposed AP-LTM. As seen in the figure, the complexity of CC-LTM and AP-LTM varies linearly with $L_u$. More importantly, the complexity of the AP-LTM method is lower than that of the CC-LTM. As an illustrative example, as seen in Fig. 3.4 and Table 3.1, when the input signal is $L_u = 1000$ samples long and for the case of $N = 25$ tap locations, the proposed AP-LTM requires approximately 72 000 less real multiplications than the CC-LTM.

3.4.2 Experimental setup and performance measure

To verify the algorithm’s performance, an experiment is performed. In this experiment as illustrated in Fig. 3.5, a Murata PKS1-4A1 accelerometer is mounted at (5,25) cm on a piece of acrylic of dimension 60 cm × 30 cm × 0.7 cm. We
have positioned the sensor away from the axis of symmetry so as to avoid similarities of the spectrum brought about by this symmetry. Twenty-five tap points, each spaced 1 cm apart, were selected for the calibration phase where signals of known positions are first stored in a database. The first tap point is positioned at (41, 20) cm on the acrylic sheet. As seen in Fig. 3.1, the sensor is denoted by a ‘◦’ and each tap point is denoted by a ‘•’. The ‘×’ is used to denote the input $V(t)$ that was made on each of the tap points. The tap points are sequentially tapped and digitized using a PreSonus FireStudio; the signals were sampled at 24 kHz with 16-bits resolution. These signals are first saved into a database denoted by $h_m$ defined in (3.3).

Fig. 3.5: Experiment setup Acrylic board with the accelerometer.
We propose to evaluate the performance of the algorithms by means of a weighted function defined as [46], [49], [50]

\[ J(Q) = \begin{cases} 
  1, & \hat{m} = m, \\
  0.5, & \hat{m} = m \pm 1 \text{ cm}, \\
  0.1, & \hat{m} = m \pm 1.5 \text{ cm}, \\
  0, & \text{otherwise},
\end{cases} \tag{3.12} \]

where \( J(Q) \) is the score of the \( Q^{th} \) test tap for \( Q = 1, \ldots, Q' \), with \( Q' \) being the total number of tap points used for testing the algorithms. By averaging the score

\[ J_T = \frac{1}{Q'} \sum_{Q=1}^{Q'} J(Q), \tag{3.13} \]

the accuracy of the algorithm is obtained.

In an earlier experimentation phase, the CC-LTM was found to yield an accuracy of about 68% [49], [50]. This is because the pre-recorded signals are in the first place very similar. Hence the CC-LTM is unable to distinguish minor amplitude changes in the frequency domain especially when the changes are not of the fundamental frequency. An example of the signals that CC-LTM is not able to distinguish are the taps made at (41, 20) cm and (42, 20) cm, which gave us the motivation to explore a frequency domain approach to the problem. Using the above weighting function, twenty taps were made by a human subject using a stylus at each of the twenty-five points in the pre-defined tap region, giving \( Q' = 500 \), as seen in Fig. 3.1.
Fig. 3.7: Spectrum overlayed with AP-LTM of taps, for $I = 12$ made at (a) (41, 20) cm and (b) (42, 20) cm.

We first evaluate how performance of the proposed AP-LTM algorithm varies with $I$. The result of the accuracy when different AP filter orders were used are plotted in Fig. 3.6, where it is seen that the ideal AP-filter order is $I = 3$ and that the accuracy reduces with increasing $I$. Such degradation is expected due to the effect of over-fitting which can be seen in Fig. 3.7, where an AP filter order of $I = 12$ is used. For this illustrative example of $I = 12$, we note that higher filter orders tend to model the curvature of the spectrum instead of modeling the peak frequencies. As such, unlike the case of $I = 3$ illustrated in Fig. 3.3, Fig. 3.7 shows that the AP filter model is unable to model the peak frequencies which, as a consequence, cannot differentiate between the two tap indices.

3.4.3 Experimental results of CC-LTM and AP-LTM

Using $I = 3$ and $Q' = 25$, the accuracy of using CC-LTM and AP-LTM are 68.00% and 96.48% respectively [49], [50]. From this, it is noted that even with reduced
complexity, the AP-LTM is able to localize approximately 25% more accurately than the cross-correlation approach. This improvement can be achieved since the AP-LTM models the peak frequencies of for the localization of the taps.

More importantly, the improvement in accuracy for the proposed AP-LTM approach is brought about by the different dominant frequencies that exist for different locations on the acrylic surface as illustrated by the magnitude spectrum plots as shown in Fig. 3.3. As a result of this inconsistency across different positions, we model the signal using an AP model and estimate the location of the source by comparing the similarities of the filter coefficients. This has the same effect, to a large extent, of comparing the pole locations around the unit circle.

To further illustrate the localization performance of the algorithms, we chose a tap location where AP-LTM performs worst compared to other test locations on the piece of acrylic. Similar to the above, twenty taps are made at each of the twenty-five locations and the taps made at location denoted by ‘•’ shown in Fig. 3.8 are used for localization. The estimated tap locations for the CC-LTM and AP-LTM are denoted by ‘∗’ and ‘▽’, respectively. As seen in Fig. 3.8, of the twenty taps, CC-LTM is able to localize ten taps accurately, and another five taps being located within 1 cm from the actual location whereas the remaining five taps were localized more than 1.5 cm from the source. AP-LTM, on the other hand, localized eighteen taps while two taps were located 1.5 cm from the source. For this illustrative example, using (3.12), CC-LTM achieved 62.5% accuracy while AP-LTM is able to achieve a 91.0% accuracy. As seen in Fig. 3.8, AP-LTM is able to localize all twenty taps within 1.5 cm of the actual tap location, whereas CC-LTM can only localize fifteen taps within 1.5 cm from the actual tap location.

Although it is foreseeable that a subject will tap the surface differently across different trials, results presented in Fig. 3.8 show that AP-LTM outperforms CC-LTM. Throughout the experiment, it was found that while the frequency
content of the signal changes across each tap, its peak frequencies do not vary significantly and as a result, AP-LTM which employs the peak frequency content to localize the taps is able to localize more accurately than CC-LTM.

Apart from the improved performance, one of the advantages of using AP-LTM to perform the localization is that the number of terms used for comparison is significantly reduced. In the case where the sampling frequency is 24 kHz, each of the recorded signals is $L_u = 1000$ samples long. The calculation of the cross-correlated coefficients require a 1000 samples long summation, which is not accounted for in this method of the computational complexity. However in the case of AP-LTM using the same sampling frequency, the tap signal is now represented by $I = 3$ coefficients.

### 3.5 Conclusion

In this chapter we first reviewed the use of template matching, namely in image, speech and music recognition. We next review the use of template matching for lo-
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calization in solids, where the authors of [14] introduced the use of cross-correlation as a means to compare the similarity between the test signal and the pre-recorded signals. We then propose to model the dominant peaks of the taps using an AP filter model, and show that the AP-LTM is able to localize more accurately than CC-LTM, whilst ensuring a significantly lower computational complexity [49], [50]. One of the key advantages of LTM based algorithms is that LTM is able to accurately localize taps in materials where the speed of wave propagation is not constant. However its key disadvantage is that the algorithm requires that the region to be localized be known and trained [46]-[51].
4. LOCALIZATION USING TIME-DIFFERENCES-OF-ARRIVAL (TDOA)

4.1 Review of the TDOA algorithm

In the recent years, array signal processing, along with the advancement of hardware development and implementation, has become an active area of research. These advancements include applications in seismology [52], maritime [53], medical [54] as well as consumer oriented applications such as touch interfaces [55]. One of the main reasons why array signal processing techniques are popular for source localization is its ability to delay signals arriving at each sensor of the array so as to compensate for the time delay of arrival between each sensor for direction-of-arrival estimation.

One of the most popular approaches for source localization, using array signal processing, is by means of multilateration or sometimes known as hyperbolic positioning. Multilateration uses the TDOAs of the received signals between any sensor pairs for source localization. When a signal is transmitted to two spatially separated sensors, due to the difference in distances, the time taken for it to travel to the sensors will be different. The TDOA between the two sensors will therefore define a hyperbolic function with the sensors corresponding to the foci of the hyperbola [13]. Using several TDOA estimates and known sensor locations, the intersection of these hyperbolae thus corresponds to the location of the source [13] [56] [57] [58].

Fig. 4.1 illustrates how these hyperbolae can be used to localize a source. In this figure, the source is denoted by a ‘•’ and each of the three sensors, S1-S3, are denoted by ‘◦’. The hyperbolic function defined by the TDOA between signals received by sensors S1 and S2 is represented by a solid line and that of S1-S3 and
S2-S3 are represented by dashed and dotted lines, respectively. As seen from the figure, in order to localize a source, at least two hyperbolae are required, which, as a result, three sensors are needed.

In practice, this intersection can be achieved by solving a set of non-linear equations relating to the source and known sensor positions [13]. As such, accurate TDOA estimates is required for accurate source localization.

4.2 TDOA Estimation

We first assume two channels of data received from a multichannel acoustic ADC,

\[ u_q(n) = [u_q(n), u_q(n+1), \ldots, u_q(n + L_u - 1)]^T, \quad (4.1) \]

\[ u_r(n) = [u_r(n), u_r(n+1), \ldots, u_r(n + L_u - 1)]^T, \quad (4.2) \]

where \( q \) and \( r \) are the channel indices. The cross-correlation, at lag \( n' \), between these two signals are defined as

\[ \gamma_{q,r}(n') \overset{\text{def}}{=} \sum_{n=-\infty}^{\infty} u_q(n)u_r(n' + n). \quad (4.3) \]

Defining

\[ \Phi_{q,r} = [\ldots, \gamma_{q,r}(-1), \gamma_{q,r}(0), \gamma_{q,r}(1), \gamma_{q,r}(2), \ldots]^T. \quad (4.4) \]
the TDOA between these two signals $u_q$ and $u_r$ is then given by

$$
\tau_{q,r} = \max_{n'} \{ \Phi_{q,r} \}.
$$

(4.5)

As an illustrative example, consider two signals

$$
u_1(n) = [3, 7, 7, 2, 1, 5, 10, 3, 6, 2, 0, 0],
$$

$$
u_2(n) = [0, 0, 3, 7, 7, 2, 1, 5, 10, 3, 6, 2],
$$

which are shown in Fig. 4.2 and Fig. 4.3, where we observe that $u_1(n)$ leads $u_2(n)$ by two samples.

To find the lag between these two signals, we first cross-correlate the signals using (4.3) giving us

$$
\Phi_{1,2} = \begin{bmatrix}
6 & 32 & 65 & 97 & 120 & 130 & 121 & 143 & 201 & 286 & 201 & 143 \\
121 & 130 & 120 & 97 & 65 & 32 & 6 & 0 & 0 & 0 & 0 & 0
\end{bmatrix},
$$

which is plotted as shown in Fig. 4.4.

As can be seen in Fig. 4.4, the peak of the cross-correlation occurs at lag $n' = -2$. This implies that the signal $u_1(n)$ leads the signal $u_2(n)$ by two samples,
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Fig. 4.3: Signal $u_2(n)$

Fig. 4.4: The cross correlation of $u_1(n)$ and $u_2(n)$
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i.e.,

$$\tau_{12} = -2.$$  

Computing the cross-correlation of two signals in the time domain is usually computationally expensive and as such, it can also be calculated in the frequency domain [59].

Given that there are $Q$ sensors, the TDOAs of the received signals between sensor pairs are often tabulated in a $Q \times Q$ matrix [51]

$$\tau = \begin{bmatrix} \tau_{1,1} & \cdots & \tau_{1,Q} \\ \vdots & \ddots & \vdots \\ \tau_{Q,1} & \cdots & \tau_{Q,Q} \end{bmatrix},$$  \hspace{1cm} (4.6)

where the diagonal values of the TDOA matrix are zeros since there is no lag time when a channel’s recorded signal is correlated with itself. In addition, the upper triangular elements of this matrix is the negative of the lower triangular elements.

4.3 Estimating Source Coordinates

The TDOA algorithm assumes that the speed of wave propagation is the same across all frequencies, which is not the case for wave propagation in solids. As such, signals received by the sensors need to be adapted prior to the TDOA algorithm. One such adaptation profiles the speed of wave propagation across frequencies [60]. Using this speed profile, the algorithm then determines the distance of the source with respect to a pre-defined reference sensor. Apart from being robust to dispersion, one of the key advantages of this adaptation is its relatively low computational complexity. In addition, with the speed profile of the plate, it is relatively simple to implement an algorithm that tracks an object that is dragged on the surface [60]. The key process of generating the profile of
the plate is however a delicate procedure, which requires an actuator that is capable of generating single tone frequencies in solids [60], as well as at least two Knowles BU-21771 accelerometers, which is significantly more expensive than the Murata PKS1-4A1 accelerometer. To prevent edge reflections from interfering with the profiling, profiling of the plate has to be achieved with the actuator and accelerometers mounted away from the edge of the plate [60].

In this section, we describe a TDOA estimation algorithm that can be used to estimate the source location in the presence of dispersion. As opposed to [60], this technique does not require the use of an actuator and employs time-frequency domain.

### 4.3.1 Formulation of Cost Function

In a practical situation, the sensors are mounted by the user and hence the sensor positions are assumed to be known. As such, we thus define the position of the \( q \)th sensor as \((x_q^s, y_q^s)\). By defining the estimated tap position as \( \hat{x}^t \) and \( \hat{y}^t \), the difference in coordinates between the estimated tap and the \( q \)th sensor is

\[
\hat{d}_q = \begin{bmatrix} \hat{x}^t \\ \hat{y}^t \end{bmatrix} - \begin{bmatrix} x_q^s \\ y_q^s \end{bmatrix}.
\] (4.7)

Defining \( \tau_{q,r} \) as the TDOA determined by cross-correlation, as described in Section 4.2, \( c_s \) is the speed of propagation, the sum of square errors between \( \tau_{q,r} \) and the TDOA obtained using the estimated positions \( \hat{x}^t \) and \( \hat{x}^t \) in (4.7) can be represented by

\[
\sum_{q,r} \left[ \frac{\sqrt{\hat{d}_q^T \hat{d}_q} - \sqrt{\hat{d}_r^T \hat{d}_r}}{c_s} - \tau_{q,r} \right]^2.
\] (4.8)

This cost function can be minimized iteratively to estimate the source location.

It is however important to note that this algorithm assumes that the speed of propagation \( c_s \) is constant throughout the whole area of wave propagation.
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4.3.2 Levenberg-Marquardt Algorithm

We have chosen the Levenberg-Marquardt [61], [62] algorithm to minimize the squared error given by

\[
\epsilon_{q,r}^2 = \left( \frac{\sqrt{d_q^T d_q} - \sqrt{d_r^T d_r}}{c_s} - \tau_{q,r} \right)^2.
\]  \hspace{1cm} (4.9)

The Levenberg-Marquardt algorithm is an iterative algorithm where the innovation is given by [61], [62]

\[
\delta = J^T \epsilon_{q,r} \left[ (J^T J + \lambda \text{diag}(J^T J))^{-1} \right],
\]  \hspace{1cm} (4.10)

where \( J \) is the Jacobian matrix of \( \epsilon_{q,r} \), \( \delta \) is the increment to the estimated coordinates and \( \lambda \) is a non-negative damping factor.

As can be seen, the Levenberg-Marquardt algorithm is a least square minimization algorithm where (4.10) is to be minimized. The search direction of this minimization process is determined in the direction of gradient \( J \). As such, the convergence is determined by the damping factor, \( \lambda \). For example, if there is a reduction of \( \epsilon_{q,r}^2 \) in the previous iteration, \( \lambda \) is scaled down to reduce the final error value. Likewise, \( \lambda \) is scaled up when \( \epsilon_{q,r}^2 \) increases in the previous iteration. In the case where \( J \) is small, the damping factor \( \lambda \) is multiplied by a factor, \( \text{diag}(J^T J) \), which increases the rate of convergence.

The Levenberg-Marquardt is an optimization algorithm which converges to the nearest minimum in the vicinity of its initialization point. In this work, we initialize the Levenberg-Marquardt algorithm at the centre of the plate. To obtain the speed of wave propagation, \( c_s \), a tap is made at a known location during the calibration process. Using the estimated value of \( \tau_{q,r} \), (4.9) can then be used to solve for \( c_s \).
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4.3.3 Generating the Jacobian Matrix

Assuming that the estimated coordinates of the source are \( [\hat{x}_t \ \hat{y}_t]^T \), the coordinates of sensor \( q \) are \( [x_q^s \ y_q^s]^T \), and the coordinates of sensor \( r \) are \( [x_r^s \ y_r^s]^T \), the coordinate difference between the estimated source and sensor \( q \) is given in (4.7) as

\[
\hat{d}_q = \begin{bmatrix} \hat{x}_t \\ \hat{y}_t \end{bmatrix} - \begin{bmatrix} x_q^s \\ y_q^s \end{bmatrix}.
\]

(4.11)

The coordinate difference between estimated source and sensor \( r \) can be defined as

\[
\hat{d}_r = \begin{bmatrix} \hat{x}_t \\ \hat{y}_t \end{bmatrix} - \begin{bmatrix} x_r^s \\ y_r^s \end{bmatrix}.
\]

(4.12)

From (4.11) and (4.12), the error between estimated TDOA and received TDOA is [51]

\[
\epsilon_{q,r} = \frac{\sqrt{\hat{d}_q^T \hat{d}_q} - \sqrt{\hat{d}_r^T \hat{d}_r}}{c} - \tau_{q,r}.
\]

(4.13)

whose partial differential is [51]

\[
\frac{\partial^2 \epsilon_{q,r}}{\partial \hat{d}_q \partial \hat{d}_r} = \frac{1}{2} (\hat{d}_q^T \hat{d}_q)^{-\frac{1}{2}} \times 2 \hat{d}_q - \frac{1}{2} (\hat{d}_r^T \hat{d}_r)^{-\frac{1}{2}} \times 2 \hat{d}_r
\]

\[
= \frac{\hat{d}_q (\hat{d}_q^T \hat{d}_q)^{-\frac{1}{2}} - \hat{d}_r (\hat{d}_r^T \hat{d}_r)^{-\frac{1}{2}}}{c_s}
\]

\[
= \begin{bmatrix} \frac{\partial \epsilon_{q,r}}{\partial x} \\ \frac{\partial \epsilon_{q,r}}{\partial y} \end{bmatrix}.
\]

(4.14)

The Jacobian matrix can then be defined as [51] [63]

\[
J = \begin{bmatrix} \frac{\partial \epsilon_{1,Q}}{\partial x} & \frac{\partial \epsilon_{1,Q}}{\partial y} \\
\vdots & \vdots \\
\frac{\partial \epsilon_{Q,1}}{\partial x} & \frac{\partial \epsilon_{Q,1}}{\partial y} \end{bmatrix}.
\]

(4.15)
4.4 Implementation of a Real-time TDOA Algorithm Robust to Dispersion

With the Levenberg-Marquardt algorithm in place to minimize the cost function, we are able to estimate the tap location. We now discuss the hardware used for this implementation. The real-time implementation of the TDOA prototype consists of eight Murata PKS1-4A1 accelerometers, an Analog Device SHARC 21469 digital signal processor (DSP), seen in Fig. 4.5, and a PC. Its block diagram can be seen in Fig. 4.6, where the accelerometers are used to pick up the vibration caused by an impact made by the user, the DSP, using the data collected by the accelerometer, then computes the estimated coordinates of the tap using the TDOA-based algorithm. Once this is computed, it then passes the estimated coordinates through its built-in RS232 port to the PC.

As seen in Section 4.3, the TDOA algorithm is only able to accurately localize a source when the speed of wave propagation in the region is constant. This is however not true for wave propagation on solids where dispersion is present. As such, a TDOA-based algorithm that is robust to dispersive effects has been proposed [64]. As this algorithm is pending patent, we provide a brief review
of the algorithm that has been implemented in the DSP board. In this real-
time implementation of the algorithm, the signals received by each channel of the
DSP board need to be processed before the Levenberg-Marquardt algorithm is
employed to localize the source.

Fig. 4.7 shows a simplified block diagram of the TDOA estimation algo-
rithm that is robust to dispersion [64]. As can be seen, the signals are first analyzed
in the time-frequency domain, from which the frequency bins in the neighborhood
of the Murata PKS1-4A1’s resonant frequency are extracted [64]. Since the ob-
jective here is to accurately detect the instance the signal arrives at each of the
sensors, the frequency bins close the resonant frequency of the accelerometer,
which are most sensitive to impacts, are used in this detection. Once the signals
from each of the frequency bins are extracted, they are processed using an onset
detection algorithm. For each of the received signal, the onset detection algorithm
utilizes the Hermitian angle between an arbitrarily defined reference vector and
a vector constructed using the short-time Fourier transform. Each of these es-
imated signal onset is then used to accurately detect the time-of-arrival of the
signal at the sensor. Finally, the Levenberg-Marquardt based TDOA algorithm,
described in Section 4.3, is used to localize the source.

As described in Section 4.3 we note that for the TDOA algorithm to localize
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Fig. 4.7: A simplified block diagram of the TDOA algorithm robust to dispersion implemented in the DSP.

a tap, the location of the sensors and the speed of wave-propagation is assumed to be known. As such it is necessary for a two-way communication between the PC and the DSP board. To ensure that there is no miscommunication, every data is transmitted along with a command. The transmitted data from the PC is mainly used to initialize the DSP board for detection, while the transmitted data from the DSP board to the PC is mainly to acknowledge the transmission as well as the transmission of the estimated tap location. Each data is packaged in a three-byte format, where the first byte is a command. A list of the commands are attached in the appendix of this thesis. To ease the initialization process of the touch interface, a graphical user interface (GUI) has been implemented and used to communicate between the PC and the DSP board. A screenshot of the GUI can be seen in Fig. 4.8. By using eight sensors to perform source localization, we are able to achieve up to an accuracy of 1.48 cm. More details pertaining to the accuracy using this algorithm can be found in Section 5.3.2 of this thesis.

4.5 Conclusion

In this chapter we first review the TDOA algorithm which is used for source localization. The algorithm assumes that the speed of wave propagating is known and that the wave propagates at a constant speed throughout the material. The key advantage of the TDOA-based algorithms over that of the LTM-based algorithms, described in Section 4.3, source localization on solids is that it requires only minimal calibration before it can be operated by a user [46], [49], [50], [51].
We next reviewed a TDOA algorithm which is robust to dispersion and we look at the hardware used to implement the dispersion-robust TDOA algorithm. Since a TDOA-based source localization algorithm requires more than three sensors, we note that a large number of wires are involved in the setup of this prototype. As such in the next chapter we reduce the amount of wires involved by means of a wireless approach.
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5.1 Wireless systems

The prototype described in Section 4.4 is connected using wires and as such the setup is tedious. In this section, we explore various wireless solutions that can be adopted to enhance the features of the wire prototype described in Section 4.4. In addition, we also describe the challenges encountered during the selection of a suitable wireless protocol.

Wireless solutions are particularly useful in a number of scenarios. For example, having too many exposed wires give an appearance of a cluttered and messy place. To address this aesthetic issue, wires are often tied together or hidden in trunkings. However these solutions may not be particularly appealing in situations where a short setup or tear down time is preferred. In such situations, using current-day technology, one might adopt wireless solutions in such situations.

While wireless solutions provide such advantages, apart from power consumption, it too poses some challenges in terms of digital wireless communication. These challenges include frequency hogging, security and clock synchronization. In this thesis, our focus is on addressing issues pertaining to clock synchronization encountered by low-cost digital wireless sensors.

Apart from code division multiple access (CDMA), wideband CDMA (WCDMA) and global positioning system (GPS), high accuracy clock synchronization is an issue experienced by all low-cost digital wireless devices [65], [66], [67]. As such, most of the low-cost digital wireless sensors are deployed in situations
where timing accuracy is not crucial. This could include applications that track slow changes in the environment such as the temperature or humidity of a room, the chemical content of soil, tide monitoring. For such applications, the data could be sampled once every few minutes or hours. Since it is known that most of the IEEE 802.15.x protocols have a typical synchronization error of about 0.2 ms [65], [66], [67], [68], these low-cost wireless units can also be deployed in situations where the demand of the synchronization is lower such as monitoring the vibration of a bridge [69].

As with most digital systems, each wireless node has its own clock. Since it is not practical to power up all the nodes at exactly the same instance, it is expected that the clock counters have a certain degree of time difference; this difference is known as offset [65], [67]. Synchronization error therefore refers to the degree, in terms of time, of which the clocks differ after being corrected by the offset, i.e., a system having an inconsistent or unpredictable offset. Time-synchronization here refers to a low synchronization error [65], [67].

While time-synchronization is a crucial requirement of most applications across wireless networks, the degree of its accuracy is largely dependent on the intended application. For example in the case where one measures the temperature of a room once every five minutes, a synchronization error of 1 s is easily acceptable. However in the case of monitoring the vibration of a bridge [69], where the data could be sampled at 6 Hz, 1 s synchronization error equates to a somewhat acceptable 6 sample error. However, depending on application, if the bridge was to be monitored at 600 Hz, a 1 s synchronization error would equate to 600 sample error which may not be acceptable [69].

5.1.1 Reduction of the Synchronization Error

Details pertaining to the tolerance of the synchronization error, on its own, can be considered a study [67]. However several basic guidelines can be accepted. The two
main causes of synchronization error is drift and power-up time. Drift typically occurs with the age of the device as well as temperature differences between the various nodes [65], [66], [67], [68]. As drift normally causes a synchronization error that varies linearly with time, it can be easily resolved by linear estimation [66]. In this section we look at the cause of synchronization error that is due to time differences during the power-up process.

Synchronization error is in general avoided in wired systems. In the case of a multichannel ADC, where each input channel has its own ADC, all the ADCs’ clock inputs are synchronized by the same system clock which, as a consequence, will trigger these ADCs to sample at the same instance. In so doing, synchronization error is avoided.

In inter-device wired communication protocols such as the universal asynchronous receiver/transmitter (UART), the communicating devices are considered as peers, implying that both devices are of equal status. As such, each device will operate using its own clock and synchronize the transmission. To achieve synchronized transmission, the transmission baud rate is several times slower than the slower system clock, and start and stop bits are used. As a result, this form of transmission protocol is often performed at low baud rates.

Alternative communication protocols such as the inter-integrated circuit (I2C) and the serial peripheral interface (SPI) use a master-slave concept, where the master synchronizes the communication by transmitting the clock throughout the transmission process so as to decide when the slave transmits and receives data.

To achieve highly accurate time-synchronization across the clocks of digital wireless systems, it is necessary to understand the basic structures of these IEEE transmission protocols. These low-cost transmission protocols such as the IEEE 802.11 (WiFi), the IEEE 802.15.4 and IEEE 802.15.1 (Bluetooth), all have at their
lowest layer a physical layer, and a medium access control (MAC) layer. On top of these two layers are the middle layers which are dependent on the protocols following which at the topmost layer, the application layer resides [67], [68], [70].

The physical layer determines radio characteristics, such as the signalling method, signal strength and signal sensitivity [70]. The MAC layer, on the other hand, packages the data prior to transmission, handles the beacon and serves as the management interface between the physical layer and the upper layers [70]. The application layer is where the users can access to program [65]-[70].

In terms of process priority, the upper layers, such as the application layer, have a lower priority than the lower layers such as the MAC and physical layers [65]-[70]. This implies that in terms of time determinism, the lower layers are more deterministic than the upper layers. As such to ensure low synchronization error, time-synchronization algorithms are often implemented in the MAC layer [65]-[70].

Time-synchronization algorithms typically take a timestamp of the instance just before the data is transmitted by the transmitter, and the instance the data is received by the receiver. Following which, the offset is computed and either of the clocks are corrected. Most of such algorithms however are tested to work well only in setups with two nodes [65], [66]. If the same program is downloaded to multiple nodes of a system, one of the problems that arises when the clocks of all the transmitting nodes are calibrated to the same reference is that they will all transmit at the same time, causing a jam in the network. As such most of these algorithms attach a timestamp to the transmitted data and then offset the time difference at the receiver end [65]-[70].

5.1.2 Tolerance in Time-Synchronization

For a real-time system that incorporates wireless sensors that processes the data before transmitting the computed information such as the time-of-arrival of the
signal at each sensor node, the tolerance of the synchronization error can be
determined by first analyzing parameters including the sampling frequency and
block length. In this thesis, we only consider the sampling rate. Therefore it is
assumed that the data is sampled periodically as opposed to block sampling where
a frame of data is sampled at regular time intervals. The sampling frequency
is defined as the rate that corresponds to the time between two samples and
depending on application, this parameter may determine the tolerance of the
synchronization error.

As an illustrative example, we first assume that the data is sampled at
\( f_s = 100 \text{ kHz} \) giving a sampling period of \( T_s = 10 \mu s \). We further assume that
there are two wireless nodes, and the clock counter on Node A is 20 \( \mu s \) faster
than Node B. The ADCs of the two nodes are connected together to a function
generator generating an impulse which Node A picks up at its 60 \( \mu s \) mark while
Node B would detect the impulse at 40 \( \mu s \). If the signals are correlated, a 20 \( \mu s \)
offset should be observed, when in fact it should have been zero since these two
ADCs are connected to the same function generator. Depending on applications,
this intrinsic delay caused by the counter offset of 20 \( \mu s \) may be acceptable.

As with most real-time DSP, data is processed in a block-wised manner to
ensure that real-time performance can be achieved. In cases where the synchro-
nization error is larger than a block length, it would imply that programs without
synchronization capability would not be able to detect the data. For example in
the case of two wireless nodes where the clock of Node A is 15 ms faster than Node
B and a block the block is of length of \( T_B = 10 \text{ ms} \). Assuming that a signal change
is detected at the 19 ms mark on Node A, this signal change will be observed at
the 9 ms on the second block index, whereas the same change will be seen at 4 ms
on the first block of Node B. Thus programs without synchronization capability,
which only processes data of the same block, may not be able to make sense of this
information and treat it as a glitch in the system. Of course one may argue that
current processors have the capability to cope with the processing demands to compensate such errors, however such algorithms may be deemed as unnecessary loads for the processor.

Using the Analog Devices SHARC 21469 DSP board for the touch interface, we process a block of 2048 samples, sampled at 96 kHz. This corresponds to a sampling period $T_s = 10.42 \mu s$ and a block length $T_B = 21.33$ ms. Since it is found that one sample of TDOA error can give rise to an error of about 2 cm [55], this error is aggravated when multiple sensors each have their own synchronization errors. Thus given that the IEEE 802.15.x protocols have a synchronization error (unpredictable offset) of 0.2 ms [67], [68], this corresponds to approximately twenty samples error per node with respect to a reference node. This implies that in the worst case scenario, there could be an error of approximately forty samples giving a large localization error of the finger tap.

In an ideal situation, a synchronization error that corresponds to less than half the sampling rate is preferred. This is because if the synchronization error is more than half the sampling rate, the sampled data could belong to the next sample. However in a practical situation, where the device might be processing other tasks it is preferred that the synchronization error is less than a tenth of the sampling rate. Therefore for our case, although a synchronization error of 5 $\mu$s is acceptable, a 1 $\mu$s or less synchronization error is preferred [69].

5.1.3 Other Parameters to Consider When Choosing a Transmission Protocol

Apart from time-synchronization, one key parameter to consider before adopting a transmission protocol is the transmission bandwidth $B$. Assuming data is to be transmitted real-time,

$$B = f_s \times B_r \times \text{Channels}$$

$$= 96 \text{ kHz} \times 16 \text{ bits} \times \text{Channels}$$

$$= 1.536 \text{ Mbps/Channel},$$
where $B_r$ is the sampling resolution of the data. Therefore if eight channels were to be used, the required bandwidth of the selected wireless protocol will need to be at least $B = 12.288$ Mbps.

Assuming some amount of loss in the data during transmission, only the IEEE 802.11g and IEEE 802.11n protocols with transmission bandwidths of 54 Mbps and 300 Mbps respectively, can cope with its data rate. Since the IEEE 802.11 protocols cannot provide real-time quality of service (QoS), it is not possible to transmit raw data. As a consequence, it is therefore necessary to compute the time-of-arrival for each sensor and transmit these time-of-arrivals rather than the raw data itself. In this context, the bandwidth would be reduced to

$$B = \frac{1}{T_B} \times [B_d + B_A + B_t] \times \text{Channels}$$

$$= \frac{1}{21.3 \text{ ms}} \times [32 \text{ bits} + 32 \text{ bits} + 16 \text{ bits}] \times \text{Channels}$$

$$= 3.75 \text{ kbps/Channel},$$

where $T_B$ is the sampling block length, $B_t$ is the number of bits used to represent timestamp during which the data is processed, $B_A$ is the number of bits required to represent the amplitude of the signal peak and $B_d$ is the number of bits used to represent the timestamp where the onset is detected. Hence if eight channels were used the required bandwidth will be $B = 30$ kbps.

With such a data rate requirement, even the low bandwidth IEEE 802.15.4 based protocols would be able to transmit and also deal with possible packet losses.

One other parameter to consider is the transmission distance. As most wireless protocols have a range of at least 10 m, this is not a crucial factor since the sensors are normally mounted on a HCI that is less than 10 m. However this parameter needs to be considered if the prototype is implemented using off-the-shelf Bluetooth devices that have a line-of-sight transmission range of only
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10 m [68].

5.1.4 The IEEE 802.15.4 protocol

The IEEE 802.15.4 is a wireless protocol standard that is designed to fulfill the low-power, low-bandwidth, low-cost and real-time transmission requirements [71]. In the IEEE 802.15.4 protocol, every node is identified using a 64-bit medium access control (MAC) address, and requires a node to coordinate the network. This node is known as the coordinator and must be present in any IEEE 802.15.4 network [71]. The protocol also has end-devices which, as its name suggests, are the extremities of the wireless network [71]. In this protocol, only one coordinator can be present, and can be connected to as many as two hundred and fifty-six end-devices to form a star network. However, in cases where the end-devices are beyond the transmission distance of the coordinator, a router can be used to relay the message whilst transmitting its own data, forming a tree network [71].

As discussed in [71], it is important to note that a coordinator can have children but not parent. In addition, a router can have as children, other routers and end-devices, but only one parent that is either another router or a coordinator. Finally, an end-device cannot have any children and can only have a parent that is either a router or a coordinator.

Some of the communication rules of this protocol includes, a node being able to communicate with its immediate parent or child nodes. This implies that nodes from different branches cannot communicate with each other and hence, no end-device can communicate directly with another end-device which simplifies the programming. In our wireless prototype, we use a star network with one coordinator and multiple end-devices. As a proof-of-concept, we only use two end-devices.

As the IEEE 802.15.4 forms a very basic structure for wireless communication, many IEEE 802.15.4 compliant variants of the protocol have since stemmed
from it. This includes Simpliciti by Texas Instruments, JenNet by Jennic, as well as the ZigBee and ZigBee Pro by the ZigBee Alliance. These protocols differ from each other in terms of their security coding, data packaging, channel hopping as well as transmission features.

5.1.5 Proposed Method

Since most of the advanced time-synchronization techniques using wireless transmission have an average synchronization error of 0.2 ms [67], [68], a possible solution would be to synchronize the nodes using wired protocol before being deployed wirelessly. While this simple solution is likely to achieve very low synchronization errors, it gives rise to other practical problems such as when one of the nodes is powered down, the nodes subsequently need to be re-synchronized. Moreover, this method can be said to defeat the whole purpose of a wireless solution.

In view of the above, we implemented a method that employs a wireless solution whilst working around the boundaries of the 0.2 ms synchronization limits. As a proof-of-concept, we illustrate this method as shown in Fig. 5.1, where four sensors are connected to a Analog Devices SHARC 21469 DSP board that, in turn, is connected to a wireless node which transmits and receives messages to and from the wireless node connected to the PC. In this method, each Analog Devices SHARC 21469 DSP board computes the estimated tap location based on the received signals from the sub-array of four sensors. The two estimated coordinates (from the two DSP boards) are then transmitted to the PC wirelessly after which the final estimated tap location is computed.

To ensure optimal processing, and to prevent any hierarchy issues, both the wireless Nodes A and B are setup as the end-device, and will only communicate with wireless Node C, which assumes the role of the coordinator. As such, only the coordinator is aware of the presence of the end-devices. Likewise, neither of the two Analog Devices SHARC 21469 DSP boards are aware of the presence of
the other board.

An advantage of the above method is that minimal changes need to be made to both the software in the Analog Devices SHARC 21469 DSP board as well as the GUI operating in the PC. In addition, in cases where more Analog Devices SHARC 21469 DSP boards are required to be deployed, they can be added into the system seamlessly. In the next section of this chapter, we describe the implementation of the above as well as issues encountered in the implementation of this wireless system.
5.2 Wireless Prototype

The Jennic JN5148 wireless evaluation kit, which uses the IEEE 802.15.4 wireless protocol, is chosen for the implementation of the wireless prototype as it meets the bandwidth as well as the time-synchronization requirements. Moreover, it is currently one of the fastest and most flexible IEEE 802.15.4 evaluation kits available in the market. We first present in Section 5.2.1 the flowchart of the algorithm programmed into the coordinator and in Section 5.2.2, we present the flowchart of the end-devices of the wireless systems. We will then discuss some of the issues encountered during the implementation and how each of them were overcome.

5.2.1 Flowchart of the Coordinator Node

Fig. 5.2 shows a photo of the Jennic JN1548 coordinator board which is connected to the PC. From the picture we can see that the coordinator board is operated using two AAA batteries, has a liquid crystal display (LCD) screen, four push buttons and four light emitting diodes (LEDs). The LCD screen, push buttons and LEDs are configurable.

Fig. A.1 shows the flowchart of the main function, where upon booting up of the baseband components, both the baseband and wireless systems are initialized. Once the initialization process is completed, the event queues are processed.

Fig. A.2 shows the process of baseband system initialization where the LEDs which are connected to the digital inputs-outputs (DIOs) of the coordinator are initialized. The process of initialization begins by performing a functional check by turning them on and off successively. Next the global variables and the wireless functions are initialized. Some of the wireless functions include of these functions include, a “I have no child” status, a “I am not ready to accept children” status. In addition, two circular buffers (one for the input and output)
are initialized for the wireless transmission. The serial port is next initialized after which the tick timer of the coordinator is initialized. This timer runs at 16 MHz, and is configured to interrupt the system every 10 ms. The process of the interrupt service routine (ISR) of the tick timer will be described later.

Fig. A.3 illustrates the process of the wireless system initialization, where the coordinator will scan within the frequency range 2400 - 2483.5 MHz in steps of 250 kHz to find the least used bandwidth [71]. The coordinator will then establish the least used bandwidth as its transmission channel, and to update its status to “I am ready to accept children” status. The flowchart of the interrupt service routine (ISR) of the timer can be seen in Fig. A.8.

The “Process Event Queues” function illustrated in the last block of Fig. A.1 is called upon by an infinite loop in the main function of the program. As seen in Fig. A.4, this function handles all incoming wireless events such as incoming data.

When the coordinator receives an association requests, as seen in Fig. A.5,
it first determines if the node making the request has the same application number, the same security codes (if any), and is using the short address format. Next, the coordinator determines if it can accept any more nodes. If it is able to accept additional nodes to join, it assigns a short address to the node and stores the address in its buffer. The coordinator then indicates on its second and third LED a successful association with the first and second end-device node respectively.

Fig. A.6 illustrates what happens when the coordinator receives an incoming data. As can be seen, the coordinator first ensures that the data originated from its child. If the data is from its child, it will copy the data to the buffer allocated to the child. The pre-process function, as will be explained in the next paragraph, will then process the data. Finally, the coordinator will send an acknowledgement message to the child, informing the child of the data size it received.

The pre-processing function of the coordinator, which is shown in the second penultimate block of Fig. A.6, is illustrated in detail in Fig. A.7. As can be seen, the function which systematically compiles and processes the data received from the children prior to transmitting them to the PC via its RS232 port. To do so, the pre-processing function first ensures that the first byte of the received data is that of an expected command and that the received data is of the correct packet size.

In the event that the received command is a sensor location command, 0x80 - 0x83, where the least significant four bits are the sensor index, the commands are modified according to the node the command was received from. As an illustrative example, if the command 0x81 was received from Node A, the output command would be unchanged. However if the received command 0x81 was received from Node B, the output command would be changed to 0x85. In this way, only the coordinator needs to manage the presence of multiple end-devices. This implies that only the coordinator is aware of the presence of multiple wireless nodes, and
that the software running in the end-device can be the same.

However, as shown in Fig A.7, in the event that the received command is an expected commands other than the sensor location command, the pre-processing function will check the state of the received data. For example, if there are two end-device nodes, if neither nodes have transmitted to the coordinator, the received data state will be zero. However once the coordinator receives data from Node A, it would change its received data state to one, reset the data timeout counter and waits for data to arrive from Node B. This state is reset to zero either a data timeout is encountered or every time a data is transmitted from the RS232 port. Given that the received data state is one, the coordinator will have to ensure that the newly received command is from a different node and is the same command as the command received from the previous node. This ensures that the coordinator only transmits to the PC when it receives the same command from two different nodes. In so doing, we prevent an unusual situation where a node sends the same command to the coordinator twice.

Once the coordinator receives the same command from two different nodes, it then verifies if the data is received within the expected time. For example, if a user taps twice on the touch interface with a 5 s interval, we will expect to receive two sets of data from each node, with an approximate 5 s interval. However if we only receive one set of data from Node A and another set of data from Node B which arrived approximately 5 s later, we can assume that the data are due to two instances of tapping. As such the timeout feature of this function will ensure that the two sets of data that are received beyond the timeout threshold correspond to two separate taps.

Given that the node, command and timing conditions are satisfied and that the received command is that of the “detected coordinates”, we then compute a new set of coordinates. Although it is possible to compute the new set of coordinates by averaging the detected coordinates. However for a more scientif-
ically based approach to this estimation, we propose, in Section 5.3, a weighted averaging method to estimate the new set of coordinates for tap location.

The timer initialization process shown in the penultimate block of Fig. A.2 is described in detail in Fig. A.8. As can be seen, the timer ISR is triggered every 10 ms by the tick timer of the coordinator and for every 1.28 s, the ISR toggles the first LED of the coordinator. The ISR then runs the wireless UART transmission function, which is described in Fig. A.9, and checks if any wirelessly received data is ready to be timed out. If received data is ready to be timed out, the data will be transmitted through the RS232 port to the PC. This ensures that in a situation where one of the end-devices malfunctions, the whole system will still be able to function.

The flowchart of the wireless UART transmission function, as seen in Fig. A.9, aims to transmit the data received in the first-in-first-out (FIFO) buffer as efficiently as possible. This is necessary since the wireless UART transmission function is triggered only once every 10 ms, during which the FIFO buffer may have only received part of the data. Since the IEEE 802.15.4 protocol transmits with a header and footer, that is typically twenty-five bytes long [72] and hence, compared to the three-byte data, the header and footer constitute a more significant portion of the total packet size. Since the Analog Devices SHARC 21469 DSP cannot do anything with incomplete packets of data, it makes sense to transmit wirelessly only when the expected data size is met in order not to congest the network.

The wireless UART transmission function, which is triggered only once every 10 ms, by the tick timer ISR, begins by reading from the FIFO circular buffer. In the event if there are any unread data in the buffer, the wireless UART transmission function checks if there it has already any stored commands in its transmission buffer. If there is a command in its transmission buffer, the new data will be treated as data bytes and will be stored in the transmission buffer.
If, however, there is new data and there is no command byte stored, the function will check that the first byte of the data is a command byte and assign the node(s) to which the data is to be sent.

As with the wirelessly received data, if the command received is a “sensor location” command, the indices of the commands will be modified accordingly so that the commands will match the sensors available on the Analog Devices SHARC 21469 DSP board connected to the end-device. Once the wireless UART transmission function has ensured that the packet of data has a command byte and the expected data size, it will transmit the data to the respective nodes.

5.2.2 Flowchart of the End-Device Node

Fig. 5.3 shows a photo of the Jennic JN5148 end-device board connected to the Analog Devices SHARC 21469 DSP board. From the picture we can see that, similar to the coordinator board, the end-device board is operated using two AAA batteries. However unlike the coordinator board, it does not have an LCD screen, and has only two push buttons and two LEDs, which, like the coordinator board, are configurable.

Figs. A.10 - A.14 show the flowcharts of the software operating in each of the end-devices. Inline with the IEEE 802.15.4 protocol, the end-devices do not communicate with each other, but rather, they operate independently. Fig. A.10 shows the flowchart of the main function, where upon booting up, similar to the coordinator, the baseband components are initialized. After the baseband systems have been initialized, the end-device will scan for the presence of a coordinator. Even if it doesn’t find a coordinator the end-device will proceed to process the event queues, the flowchart of the event queues.

Similar to the coordinator, in the initialization flowchart of the baseband systems, as seen in Fig. A.11, the LEDs which are connected to the DIOs of the end-device are initialized. This is done by performing a functional check of turning
them on and off. After which, the global variables used in the program and wireless functions and statuses are initialized. Some of these statuses include the “I have no parent” status and the “I will not accept any children” status. The input and output buffers for the wireless transmission and the serial port of the end-device are then initialized. Lastly, the tick timer of the end-device is initialized. As with the coordinator, this timer runs at 16 MHz, and is configured to interrupt the system every 10 ms. The flowchart of the interrupt service routine (ISR) of the timer can be seen in Fig. A.15.

The “Process Event Queues” function of end-device, as seen in Fig. A.12, handles all incoming wireless events such as incoming data, and association requests. Their flowcharts can be seen in Figs. A.14 and Fig. A.13 respectively.

Fig. A.13 shows the process when the end-device receives an association
request. As can be seen, the end-device first checks if it is associated to a parent, which in this case is a coordinator. If it is not associated, it will scan the 2400 - 2483.5 MHz bandwidth until it finds a coordinator, and request to associate with the coordinator. Once it is associated to a coordinator, it will store the short address of the coordinator, and the short address assigned by the coordinator to it in a structure. Lastly, the end-device will update its association status and will also light up its second LED.

When the end-device receives an incoming data, as seen in Fig. A.14, the end-device first checks if the data came from its parent. If the data is from its parent, it will check if the data is an acknowledgement from the coordinator regarding the data it has previously sent. In this acknowledgement, the coordinator indicates to the end-device the package size it receives from the coordinator. If the size of the package differs from what had been sent, the end-device will check if the maximum retries have been reached. If it has not, the data will be resent. The purpose of the data resend feature in this function differs from the data resend feature incorporated in tick timer ISR.

In the case where the received data from the coordinator is not an acknowledgement packet from the coordinator, the end-device will assume that the received data is properly packaged by the coordinator and will transmit the data to the Analog Device SHARC 21469 DSP board via its RS232 port.

The flowchart of the end-device’s tick timer ISR, is illustrated in Fig. A.15. Similar to the tick timer ISR of the coordinator, this ISR is triggered every 10ms by the tick timer of the end-device. Using a counter, the first LED of the end-device is toggled every 1.28 s after which, the ISR runs the wireless UART transmission function, whose flowchart can be seen in Fig. A.16.

The flowchart of the wireless UART transmission function for the end-device, as seen in Fig. A.16, begins by checking if the previously sent data has
been acknowledged by the coordinator. If the data has not been acknowledged, the end-device will check the timeout counter to see if enough time has passed before the last retry. On the other hand, if the data has been acknowledged, the end-device will reset the timeout counter and check if the maximum resend tries has been reached. Otherwise it will extract and resend the old data. This strategy is particularly useful as it allows the coordinator enough time to process its own data whilst handling new input data from the nodes.

Unlike the coordinator, a data resend component is required for the end-device. This is required since, as discovered in earlier experiments, the data sent by an end-device is often lost, which is not so for the coordinator. As such, the data resend feature became a required component of the end-device. The maximum retry is another crucial component that ensures that the end-device does not choke the coordinator’s wireless input buffer. In our wireless prototype, we have set the maximum retry as 5.

Assuming the previous data has been cleared, the wireless UART transmission function will, similar to the coordinator, check if there is any unread data in the serial FIFO buffer. It then ensures that the received UART data is packaged in the correct three-byte data format, where the first byte is an expected command, followed by the expected data sizes. As with the coordinator, this data packaging method, by ensuring that no incomplete data is sent, is very crucial in keeping the transmission channel is kept as clear as possible.

5.3 Proposed weighted average algorithm

The aim of this thesis is to convert surface of typically large areas into a touch interface. We therefore convert a $8 \times 3$ m glass surface into a touch surface using eight sensors by deploying four of the sensors, S1-S4, to the top of the glass, and the other four, S5-S8, at the bottom of the glass. As seen in Fig. 5.4, the sensors are denoted by ‘o’. In order to reduce the length of wires running along
the glass, we use the wireless nodes to group the sensors into sub-arrays. To avoid the ambiguity of the angle of arrival, which an uniform linear array suffers from, the grouping of S1, S2, S5 and S6 in the first sub-array and S3, S4, S7 and S8 in the second sub-array is adopted.

If a tap is made in the left half of the glass, the first sub-array would be able to localize the tap more accurately the second sub-array. This is because localization within the boundary of the sensor array is often more accurate than outside its boundary [73]. A wave propagating from a tap made on solids to different parts of the solid is analogous to paths taken by the tap. As such, the paths taken by the wave propagating towards each of the sensors in the second sub-array is more similar than that of the paths of the wave propagating towards the sensors. As such, in this section, we propose a cross-correlation based algorithm that uses the signals received by each of the sensors within each sub-array to determine the reliability of the estimated coordinates.

### 5.3.1 Proposed algorithm to Determine the Source to Sensors Proximity

In this section we simulate a piece of 8 m × 3 m glass, with eight sensors mounted on it, where the coordinates of each of the sensors are listed in Table 5.1. A tap is made at (1.5, 2.0) m, and the signals received by each of the sensors can be seen in Figs. 5.5 and 5.6. Therefore, the tap is located nearer to the first sub-array.
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Fig. 5.5: Signal received by S1, S2, S5 and S6 due to a tap at (1.5, 2.0) m.

Fig. 5.6: Signal received by S3, S4, S7 and S8 due to a tap at (1.5, 2.0) m.
Denoting \( g = 1, 2 \) as the sub-array index, the correlation coefficient of the signals received at the different sensors are given as

\[
C_{q,r}(g) = \frac{1}{L_u \sigma_q \sigma_r} \sum_{i=1}^{L_u} (u_q(i) - \mu_q)(u_r(i) - \mu_r),
\]  

(5.1)

where \( q \) and \( r \) are the sensor indices within a particular sub-array, \( L_u \) is the length of the signal \( u_q(n) \) and \( u_r(n) \), \( \mu_q \) and \( \mu_r \) are the mean of \( u_q(n) \) and \( u_r(n) \) respectively, while \( \sigma_q \) and \( \sigma_r \) denote the standard deviation of \( u_q(n) \) and \( u_r(n) \) respectively. Operating (5.1) on our received signals shown in Fig. 5.5, the correlation matrix is given by

\[
C(1) = \begin{bmatrix}
1 & 0.0475 & 0.2118 & 0.0704 \\
0.0475 & 1 & 0.0510 & -0.0970 \\
0.2118 & 0.0510 & 1 & -0.0580 \\
0.0704 & -0.0970 & -0.0580 & 1
\end{bmatrix}
\]  

(5.2)

for the first sub-array while for the second sub-array, we have

\[
C(2) = \begin{bmatrix}
1 & 0.3460 & 0.2651 & 0.1756 \\
0.3460 & 1 & 0.2375 & 0.2772 \\
0.2651 & 0.2375 & 1 & 0.4106 \\
0.1756 & 0.2772 & 0.4106 & 1
\end{bmatrix}
\]  

(5.3)

From the results, we see that the diagonals of both matrices are one, indicating that the signals are perfectly matched. This is so as the signal is correlated with itself. We can also see that the signals received by the sensors in both sub-arrays have a low correlation coefficient, unlike the results obtained in Section 3.3, implying that they are in general rather different from each other. This is expected since the sensors are located a distance from each other unlike the case where the points in LTM are 1 cm from each other. More importantly, we observe that the correlation of the received signals for the second sub-array, as seen in (5.2), varies significantly less than the first sub-array, seen in (5.3). This result is expected since the closer the source is to the sub-array, the lower the correlation, and the
further the sub-array is to the source, the higher the correlation [18], [73].

In view of the above, the computation of the weights for each sub-array is given by

$$W(g) = 1 - \frac{\min_{q,r} C_{q,r}(g)}{\sum_{g} \min_{q,r} C_{q,r}(g)},$$  \hspace{1cm} (5.4)

where the minimum correlation coefficient for each sub-array is normalized against the sum of all the minimum correlation coefficient of all the sub-arrays. As such the sum of the weights,

$$\sum_{g} W(g) = 1.$$

Given that the estimated coordinates for each sub-array is given by \([\hat{x}_g^t \hat{y}_g^t]^T\), and the coordinates of the weighted average algorithm is given by

$$\begin{bmatrix} \hat{x}^t \\ \hat{y}^t \end{bmatrix} = \sum_{g} W(g) \begin{bmatrix} \hat{x}_g^t \\ \hat{y}_g^t \end{bmatrix},$$  \hspace{1cm} (5.5)

When the TDOA algorithm robust to dispersion was used to estimate the coordinates of the source using the data generated in the synthetic environment, both sensor groups accurately estimated the coordinates as the source. As such, regardless of the weights, the new estimated position is the same as the estimates from the two arrays, and the same as actual location.
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5.3.2 Experimental Results Using the Proposed Algorithm

In this subsection we verify the accuracy of the proposed algorithm. Fig. 5.7 shows eight Murata PKS1-4A1 accelerometers, S1-S8, denoted by ‘○’, mounted on a piece of glass of dimension 108 cm × 60 cm. The sensors, S1-S8 are mounted at the coordinates (0, 0) cm, (46, 0) cm, (91, 0) cm, (91, 27) cm, (91, 52) cm, (46, 52) cm, (0, 52) cm, and (0, 27) cm respectively. Therefore, sensors S1-S4 form the first sub-array while sensors S5-S8 form the second sub-array.

Fig. 5.8 shows a photo of the setup of the wireless enabled touch interface where the objective is to convert an ordinary flat panel screen to a touch screen. This is achieved by mounting vibration sensors on a piece of glass which, in turn, is mounted on a flat panel screen using velcro. In this experiment, similar to what has been described in the previous paragraph, eight sensors are mounted on a piece of glass of dimensions $L_x = 108$ cm and $L_y = 60$ cm. Sensors S1-S4 are connected to the first Analog Devices SHARC 21469 DSP board, seen at the left of screen while sensors, while S5-S8 are connected to the second DSP board, seen at the right of the flat panel screen. Each DSP board is connected to a Jennic
Fig. 5.8: Picture of the setup of the wireless prototype.
JN5148 wireless node, configured as an end-device, which will transmit data to another Jennic JN5148 wireless node. This wireless node, as seen below the flat panel screen, is configured as the coordinator, and is connected to the computer. For real-time feedback of the localization, the glass plate which has been converted into a touch interface, the mouse cursor has been configured to respond as a left click at the estimated tap location using the GUI described in Section 4.4.

To verify the accuracy of the taps, we select fifty random points on the surface and estimate the source using TDOA localization algorithm described in Section 4.3. The proposed weighted average technique is compared against the following algorithms:

1. a wired solution without sub-arrays, i.e., localization performed using all eight sensors,
2. localization performed using sensors S1-S4, i.e., on the first sub-array only,
3. localization performed using sensors S5-S8, i.e., on the second sub-array only.

We present in Fig. 5.7 an example of the results obtained using the proposed weighted average method where the ‘×’ seen in the figure denote the position that the tap was made. The position estimated by the first sub-array is denoted by ‘⋆’, while the ‘•’ denote the position estimated by the second sub-array. The weighted average estimate of the two sensor groups is denoted with ‘♦’, and the estimate obtained from using the eight sensors is denoted with ‘△’. From this figure, we note that by using eight sensors, we are able achieve a fairly high degree of localization accuracy. In addition, unlike the second sub-array, the first sub-array is unable to as accurately localize the source. This is expected since the source is within the boundary second sub-array. It is also observed that in this case, the proposed weighted average method localized the source most accurately.
Fig. 5.9: Results of estimation error using different configurations.

Fig. 5.9 shows a plot of the error when each of the four configuration were used to localize the taps. The horizontal axis denotes each of the method used to perform the localization, while the vertical axis represents the estimation error of the localization with respect to the actual location. This implies that the lower a point is, the better the estimation of the source, and a more compact clustering of the points of each method indicates that the method has a higher consistency, and a lower clustering of the points indicates a better overall estimation of the source. This implies that in an ideal situation will yield a plot with a lower and more compact clustering of the points.

Fig. 5.9, shows results obtained over the fifty tap locations for the different configurations. For each of the configuration, the estimation error for each tap is measured and tabulated. From this figure, we see that by using eight sensors to localize a tap we achieve low mean error of 1.48 cm with a standard deviation of 0.16 cm across the fifty taps. This implies that it has a very consistent performance and low error. The second and third columns of Fig. 5.9, show the result of using the first and second sub-array, respectively. The mean error for the first sub-array is found to be 4.04 cm while the mean error for the second sub-array is 4.13 cm. The standard deviation of these configurations are 0.42 cm and 0.43 cm for the
first and second sub-array respectively. These results imply that the first sub-array performed better than the second sub-array. This is so as in the fifty random taps made on the glass, more taps were made in the top and right regions of the glass than the lower and left regions.

In comparison, the mean error and standard deviation of the errors were found to be 2.09 cm and 0.24 cm respectively for the proposed weighted average algorithm. This implies that the proposed algorithm is able to localize more accurately and most consistently than the individual groups of four sensors, whose results can be seen in the second and third columns of Fig. 5.9. However when compared to the localization performed by the eight sensors, seen in the first column of Fig. 5.9, the proposed algorithm is modestly less accurate and less consistent. It is also seen that the proposed algorithm compared to the rest of the methods have three more outliers. This is caused by a scenario where the weights were placed on the wrong sub-array, and a scenario where both sub-arrays had wrongly estimated the source. While the proposed algorithm provides modest reduction in localization performance, its sub-array configuration provides more flexibility in terms of sensor placement as well as the ability to reduce the amount of wiring by placing a wireless unit near to each of the sub-array.

5.4 Conclusion

In order to ease the process of setting up the touch interface, we explore a low-cost wireless solution in this chapter. In doing so, we reduce the amount of wires involved. The aim of adopting a low-cost based wireless solution is to improve the aesthetics of the touch interface, specifically in reducing the amount of wires used, and to enhance the consumers’ setup experience. To determine the method for the implementation of our wireless solution, we examined some of the issues encountered in low-cost wireless solutions. One of such issues include the synchronization error between two wireless nodes, in which the time difference between the sys-
tem clocks of two or more wireless nodes cannot be accounted for. We explained how this unaccounted time difference would affect the TDOA source localization algorithm. We then examined other parameters that need to be considered when determining the transmission protocol for our wireless prototype. Some of these parameters include transmission bandwidth and transmission distance. Based on these factors, we proposed a wireless implementation that overcomes the synchronization limits. The process flow for the coordinator and end-device nodes of the wireless solution have been presented in this chapter. In addition, we described some of the issues and their solutions encountered when implementing the solution. We also proposed, in this chapter, a weighted average algorithm that uses the coordinates estimated by two sub-arrays that are connected wirelessly to the PC which acts as a coordinator node. The proposed method has shown to be able to localize the source more accurate than the individual sub-arrays. Fig. 5.10 shows the wireless prototype being tested. As seen in the figure, there are the circular rings on the screen around around the finger. These rings are in fact a visualization tool which helps enhance the user experience of identifying the estimated location. The figure shows the wireless prototype successfully localizing the tap.
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Fig. 5.10: Testing the wireless prototype.
6. SUMMARY AND FUTURE WORKS

6.1 Summary

In this thesis, we presented the hardware required for the acquisition of the data to facilitate research in source localization on solids. In addition, we reviewed two methods for source localization in solids, namely the location template matching (LTM) and the time-difference-of-arrival (TDOA) algorithms. Although the LTM requires only a single sensor and that it provides relatively high accuracy, it requires that the region to be localized to be known and trained. While the TDOA is a relatively less accurate source localizing algorithm it assumes the wave propagation throughout the material is constant. This implies that the algorithm works well on isotropic materials. Finally, we present a low-cost, low-power and low-bandwidth wireless source localization prototype.

In Chapter 3, we reviewed the CC-LTM algorithm, which cross-correlates the input tap with a set of pre-recorded signals. By corresponding the location of the index of the pre-recorded signals with the highest correlation coefficient, the CC-LTM algorithm is able to localize the input tap. We then proposed the AP-LTM algorithm which models the peak frequencies of the input and pre-recorded taps. We showed that by comparing the modeled peak frequencies of the input tap with modeled peak frequencies of the pre-recorded signals, the AP-LTM localizes more accurately than the CC-LTM. In so doing, the complexity cost of the localization is also reduced. The final result of the proposed AP-LTM was verified with real experimental data. The author, in a separate collaborative work, has proven that the time-frequency approach further enhances the distinct features of the tap, and thus allows more accurate localization [46]. Some of the advantages of using the LTM based algorithms include high localization accuracy in materials
where the speed of wave propagation is unknown or non-constant.

In Chapter 4, we also reviewed a source localization method using TDOA where we note that the TDOA algorithm requires a number of parameters such as the speed of wave propagation in the material, the location of sensors and accurate estimates of the instance the signal arrives at the individual sensors. However as dispersion causes traditional TDOA algorithms to be unable to localize taps on solids, thus the TDOA prototype was implemented using a patent pending TDOA algorithm which is robust to dispersion. One of the key advantages of the TDOA algorithm for source localization is that unlike the LTM based algorithms, it requires minimal calibration for source localization.

As shown in Chapter 5, it is crucial that the clocks of the individual ADCs connected to the sensors are synchronized. However, since current day low-cost digital wireless technologies are not able to achieve a low enough time-synchronization error, we did not attach a wireless transceiver to each sensor. Instead, we implement a low-cost wireless network, where each wireless sub-array is made up of four sensors connected to a Jennic JN5148 end-device node via an Analog Devices SHARC 21469 DSP board. In so doing we avoid the high time-synchronization accuracy requirement.

For each of the sub-array, the Analog Devices SHARC 21469 DSP board computes the estimated location of a tap, using the TDOA algorithm robust to dispersion [64]. The estimated coordinate is then transmitted to the Jennic JN5148 end-device node connected to the DSP board. Once the Jennic JN5148 end-device receives the expected data size, it then transmits the estimate to the coordinator. From the estimated coordinates computed using two end-device nodes, the Jennic JN5148 coordinator node computes the estimated tap location using the proposed weighted average algorithm.

The proposed weighted average algorithm determines the reliability of the
estimated location by means of cross-correlation computed in each sub-array. The proposed algorithm then assigns weights to each of the received estimated location from which compute a weighted average of the estimated location is computed.

In conclusion we show that both the LTM and TDOA based algorithms are able to accurately perform source localization, and both algorithms have their advantages and disadvantages. Lastly, we implement a TDOA-based wireless touch interface solution, and compared its capabilities against its wired counterpart.

### 6.2 Future Works

Future works into source localization in solids includes source localization for multi-touch as well as localization of various movements such as dragging. One possible algorithm that can be used to localize multi-touch on solids is the time-reversal signal processing (TRSP) algorithm. TRSP is an algorithm that is able to localize sources in non-homogeneous materials, where the number of sources TRSP is able to localize is less than the number of sensors [74]. One possible way of utilizing this algorithm could be to first create a virtual wave-propagation environment, which can be accomplished by modeling the material on which we want to perform source localization. Next, using the signals received by the surface-mounted sensors, we perform TRSP in the virtual environment to estimate the source. The key challenge in using this method for source localization is in the creation of an accurate virtual environment.

One of the disadvantages of the LTM-based algorithm is that it requires that every position that is wanted for localization be trained. As such, the training for a large area with many positions wanted for localization becomes a tedious process. To overcome this, a possible future work could be to reduce the number of training points required for LTM. One possible way of achieving this could be to plot the correlation coefficients with respect to their coordinates. Next by interpolating a plane using the correlation coefficients, we could possibly obtain a
peak which could possibly correspond to the coordinates of the source, which may not be the coordinates of any of the training points. In so doing, we could possibly increase the interval between the training points and could possibly localize the points in between the intervals.

In the research into current-day digital wireless transmission systems, it was found that low-cost transmission protocols are not deployed in areas where time-synchronization is required. This is so as they are not designed with low time-synchronization error. However, there are countless uses of wireless nodes with time-synchronization. Thus this area of research could be looked at in the future. One of the possible ways of accomplishing this could be to include, in the association phase of the end-device, a time synchronization procedure where the end-device synchronizes its system clock to the coordinator.
6.3 Publications Arising from this Thesis


APPENDIX
A. FLOWCHARTS OF THE FUNCTIONS USED IN THE WIRELESS PROTOTYPE
Fig. A.1: Flowchart of the main function of the coordinator of the wireless prototype.
Fig. A.2: Flowchart of the baseband system initialization of the coordinator.
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Fig. A.3: Wireless system initialization flowchart of the coordinator.
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Fig. A.4: Flowchart of event queues of the coordinator.
Fig. A.5: Flowchart of the association request function of the coordinator.
Fig. A.6: Flowchart how incoming wireless data is processed by the coordinator.
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Fig. A.7: Flowchart of the pre-processing function of the coordinator.
Tick Timer ISR

Start

Increment Counter
(u16ToggleCount++)

u16ToggleCount & 0x80

1 → Turn on LED0

Turn off LED0

0 →

WUART Tx Data
Fig. 5.11

Is existing data ready for time out?
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Fig. A.8: Flowchart of the timer ISR of the coordinator.
Fig. A.9: Wireless UART transmission flowchart for the coordinator.
Fig. A.10: Flowchart of the main function of the end-device.
Fig. A.11: Flowchart of the baseband system initialization of the end-device.
Process Event Queues (Wireless)

Start

Is there data? Yes → Process Incoming Data Fig. 5.17

No

Is there association request? Yes → Handle association requests Fig. 5.16

No
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Fig. A.12: Flowchart of event queues of the end-device.
A. FLOWCHARTS OF THE FUNCTIONS USED IN THE WIRELESS PROTOTYPE

Handle Association Requests
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Am I associated?
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Did I find a coordinator?

No

Scan for Coordinator
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Store coordinator's short address

Store my short address

Indicate association status on LED

Update association status
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Fig. A.13: Flowchart of the association request function of the end-device.
Process Incoming Data (Wireless)

Start

Is the data from coordinator?
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Is the MSB 4 bits of the 1st data byte 0xA?
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Do the LSB 4 bits of the 1st data byte equal to the expected data length?

Yes

Data has been received by coordinator, stop resending data

No

Serial Out data

No

Exit

Fig. A.14: Flowchart of the Process incoming data function of the end-device.
Fig. A.15: Flowchart of the timer ISR of the end-device.
WUART TX Data

Fig. A.16: Flowchart of the wireless UART transmission of the end-device.
B. UART PROTOCOL FOR PC AND SHARC (DSP)

There are two types of bytes transmitted in this PC to DSP communication.

- Command byte: Instructs SHARC with a specific command
  - E.g. Start detection, Stop detection, sensor coordinates
  - MSB of command byte is 1
- Data bytes: Carries data
  - E.g. x and y coordinates
  - 0x01 (coordinate value 1)

**Commands from PC to SHARC**

<table>
<thead>
<tr>
<th>Command</th>
<th>Data1</th>
<th>Data2</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>0x80</td>
<td>[x]</td>
<td>[y]</td>
<td>Coordinates of sensor 0, [x][y]</td>
</tr>
<tr>
<td>0x81</td>
<td>[x]</td>
<td>[y]</td>
<td>Coordinates of sensor 1, [x][y]</td>
</tr>
<tr>
<td>0x82</td>
<td>[x]</td>
<td>[y]</td>
<td>Coordinates of sensor 2, [x][y]</td>
</tr>
<tr>
<td>0x83</td>
<td>[x]</td>
<td>[y]</td>
<td>Coordinates of sensor 3, [x][y]</td>
</tr>
<tr>
<td>0x84</td>
<td>[x]</td>
<td>[y]</td>
<td>Coordinates of sensor 4, [x][y]</td>
</tr>
<tr>
<td>0x85</td>
<td>[x]</td>
<td>[y]</td>
<td>Coordinates of sensor 5, [x][y]</td>
</tr>
<tr>
<td>0x86</td>
<td>[x]</td>
<td>[y]</td>
<td>Coordinates of sensor 6, [x][y]</td>
</tr>
<tr>
<td>0x87</td>
<td>[x]</td>
<td>[y]</td>
<td>Coordinates of sensor 7, [x][y]</td>
</tr>
<tr>
<td>0xB0</td>
<td></td>
<td></td>
<td>Start detection</td>
</tr>
<tr>
<td>0xC0</td>
<td></td>
<td></td>
<td>Stop detection</td>
</tr>
<tr>
<td>0xF0</td>
<td></td>
<td></td>
<td>Keep alive: checks whether other DSP is listening</td>
</tr>
<tr>
<td>0x90</td>
<td></td>
<td></td>
<td>Silence calibrate for every channel</td>
</tr>
<tr>
<td>0xD0</td>
<td>[MSB]</td>
<td>[LSB]</td>
<td>Adjust speed 16-bit [MSB] [LSB]</td>
</tr>
</tbody>
</table>

**Commands from SHARC to PC**

<table>
<thead>
<tr>
<th>Command</th>
<th>Data1</th>
<th>Data2</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>0x80</td>
<td>[x]</td>
<td>[y]</td>
<td>Acknowledgement of coordinates of sensor 0, [x][y]</td>
</tr>
<tr>
<td>0x81</td>
<td>[x]</td>
<td>[y]</td>
<td>Acknowledgement of coordinates of sensor 1, [x][y]</td>
</tr>
<tr>
<td>0x82</td>
<td>[x]</td>
<td>[y]</td>
<td>Acknowledgement of coordinates of sensor 2, [x][y]</td>
</tr>
<tr>
<td>0x83</td>
<td>[x]</td>
<td>[y]</td>
<td>Acknowledgement of coordinates of sensor 3, [x][y]</td>
</tr>
<tr>
<td>0x84</td>
<td>[x]</td>
<td>[y]</td>
<td>Acknowledgement of coordinates of sensor 4, [x][y]</td>
</tr>
<tr>
<td>0x85</td>
<td>[x]</td>
<td>[y]</td>
<td>Acknowledgement of coordinates of sensor 5, [x][y]</td>
</tr>
<tr>
<td>0x86</td>
<td>[x]</td>
<td>[y]</td>
<td>Acknowledgement of coordinates of sensor 6, [x][y]</td>
</tr>
<tr>
<td>0x87</td>
<td>[x]</td>
<td>[y]</td>
<td>Acknowledgement of coordinates of sensor 7, [x][y]</td>
</tr>
<tr>
<td>0xB1</td>
<td></td>
<td></td>
<td>Start detection</td>
</tr>
<tr>
<td>0xC1</td>
<td></td>
<td></td>
<td>Stop detection</td>
</tr>
<tr>
<td>0xF0</td>
<td></td>
<td></td>
<td>Keep alive: checks whether other DSP is listening</td>
</tr>
<tr>
<td>0x91</td>
<td></td>
<td></td>
<td>Silence calibrate for every channel</td>
</tr>
<tr>
<td>0xD1</td>
<td>[MSB]</td>
<td>[LSB]</td>
<td>Adjust speed 16-bit [MSB] [LSB]</td>
</tr>
<tr>
<td>0xE0</td>
<td>[x]</td>
<td>[y]</td>
<td>Coordinates detected [x] [y] (unsigned integer values in cm)</td>
</tr>
</tbody>
</table>