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Summary

This thesis focuses on developing robust online training and pruning algorithms for a class of neural network tracking control systems. In particular, a complete convergence analysis is presented for all the algorithms with different learning schemes, respectively.

There have been extensive research and significant progress in the area of robust discrete time neural controllers designed for nonlinear systems with different classes of nonlinear functions. For example, a first-order approximation is applied in the convergence proof to deal with the nonlinear activation function. Variable structure and dead zone schemes also have been introduced to design robust adaptive algorithms of neural network control systems to improve the control performance.

However, when a neural system is used to handle unlimited samples, including training and testing data, an important issue is how well it generalizes to patterns of the testing data, which is known as generalization ability. For large discrete time domain sequential signals, such as the signals in the online control applications, it is usually impossible to cover every sample data even with proper training. One would like the system to generalize from training samples to the underlying function and give reasonable answer to novel inputs with the existing training data. A rule of thumb for
obtaining good generalization is to use the smallest system that fits the testing data. When a network has too many free parameters (i.e. weights and/or units), it may end up by just memorizing the training patterns. Both theoretical and practical results show that networks with minimal free parameters exhibit better generalization performance, which can be illustrated by recalling the analogy between neural network learning and curve fitting. Moreover, knowledge embedded in smaller trained networks is presumably easier to interpret and thus the extraction of simple rules can be facilitated. Lastly, from an implementation point of view, smaller networks require fewer resources in any physical computational environment.

Before applying the pruning methods in the closed-loop control system, we applied a robust Simultaneous Perturbation Stochastic Approximation (SPSA) algorithm in a closed-loop control system, with a proper control structure and completed stability proof. The main reason for choosing the SPSA algorithm is the excellent drift-free parameter estimate through simultaneous perturbation of the weights and the inherent relationship with the Hessian-based pruning algorithm, which will be used for the online pruning in the closed-loop control system.

As for the neural network structure optimization, two different incremental approaches are often pursued. The first starts with a small initial network and gradually adds new hidden units or layers until learning takes place. Well-known examples for this kind of growing algorithms are cascade correlation and others. The second approach, referred to as pruning, starts with a large network and excises unnecessary weights and/or units. In this thesis, we focus on an online training and pruning
algorithm for a class of control systems. In particular, completed stability analysis of the online pruning algorithms is provided, which is critically important for a control application and it is believed that few previous work was done in this area.

In summary, this thesis developed robust training algorithms for the online control applications in the closed-loop control system. Then the Hessian based pruning algorithm is integrated in the system to provide an improved generalization ability with completed stability proof. To improve the pruning efficiency, a robust neuron-pruning based algorithm is developed for the online tracking control system. Simulation results in the following chapters show better performance of the proposed algorithms over other existing training only schemes.
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Chapter 1

Introduction

1.1 Background and Motivation

One of the major problems in the design of control systems is to find a way to regulate the system when there is uncertainty about the nature of the underlying process. Adaptive control procedures (i.e., those that can learn and adapt over time) have been developed in a variety of areas for such problems. Examples of applications in areas such as robot arm manipulation, aircraft control, macroeconomic policy making, and biological systems regulation are given in books and journals [1–6]. Neural networks have attracted much attention for their potential to address a number of difficult problems in modelling and control [7–12]. One of the areas receiving a significant portion of attention is the use of neural networks for controlling and regulating nonlinear dynamical systems [13–17], where the approach is based on
using neural networks to approximate the unknown control law. The basis for this approach is the now well-known fact that any measurable function can be approximated within any accuracy by certain single (or multiple) hidden-layer feed-forward neural networks. [7, 18, 19]

However, when a neural system is trained with training data, an important issue is how well it generalizes to patterns other than the training set. For large discrete time domain problems, it is impossible to provide examples of every input. If the system simply memorizes the training patterns, it performs well during training but may fail miserably when presented with different testing data [7, 20–23]. Therefore, one would like the system to generalize from training samples to the underlying function and give reasonable answers to novel inputs. A rule of thumb for obtaining good generalization is to use the smallest system that fits the data. In particular, a theoretical study [24, 25] has shown that when the number of hidden units equals the number of training examples (minus one), the back-propagation error surface is guaranteed to have no local minima. On the other hand, both theory [26] and experiments [27, 28] show that networks with fewer free parameters exhibit a better generalization performance, and this is explained by recalling the analogy between neural network learning and curve fitting. Moreover, knowledge embedded in small trained networks is presumably easier to interpret and thus the extraction of simple rules can hopefully be facilitated. Lastly, from an implementation point of view, smaller networks requires fewer resources in any physical computational environment.
To solve the problem of optimizing the size of neural networks, two different incremental approaches are often pursued. The first starts with a small initial network and gradually adds new hidden units or layers until learning takes place [29, 30], which is named as growing technique. The second, referred to as pruning, starts with a relatively large network and excises unnecessary weights and/or units. This approach combines the advantages of training large networks and those of running small ones (i.e., improved generalization). Among different pruning algorithms there are methods which reduce the excess weights/nodes during the training process, such as penalty term methods [7, 31], and methods in which the training and pruning process are carried out in completely separate phases [32–36].

1.2 Objectives and Our Approach

Although many neural network training algorithms are reported to be efficient and the results also satisfy the good generalization performance, few are conducted with online control applications. The main reasons are:

(1) Pruning based on batch mode, which is not suitable for sequential online training;

(2) Choosing appropriate parameters, such as penalty term methods, which is hard to be optimized;

(3) Retraining requirement: the stability or convergence is not guaranteed, and it
requires a post-training, which is not applicable for online control applications.

The goal of this thesis is first to apply a novel robust algorithm for the online training of neural networks, then the robust algorithm is integrated with an online pruning procedure for the control system and finally a complete stability proof for the whole system is provided. More specifically, the objectives are as follows:

1. To briefly review the growing area of neural networks for control applications.

2. To consider the problem of developing adaptive controllers for a class of dynamic systems with unknown (usually nonlinear) governing equations and develop a novel training algorithm for neural networks to provide an improved performance over other existing algorithms.

3. To incorporate the pruning concept into the training algorithms, which can improve the generalization ability of the neural networks, and in turn, a better performance of the neural controller.

4. To study the convergence properties of these neural net pruning based controller and provide a completed stability proof for the whole system.

Simply speaking, in this thesis, a novel online training and pruning algorithm for arbitrary feed-forward networks is proposed and applied in a closed-loop control system, which aims to select an optimal network size by gradually reducing the network size. The method is based on the simple idea of iteratively removing unimportant or salient weights and neurons while maintaining the least increment of error surface.
During the training process, some useful information is extracted for the pruning when a certain criterion is satisfied. We shall prove that the tracking and parameter estimation errors of the neural network are bounded using the conic sector theory under some mild assumptions.

1.3 Major Contributions of the Thesis

The thesis provides novel algorithms in the field of tracking control applications using neural networks, emphasizing network pruning to improve the generalization ability of neural networks, and stability analysis for the whole control system. The contributions of this thesis are summarized as follows:

- A training algorithm is adopted and applied [37] with a neural network in a closed-loop control system. The training algorithm, named Simultaneous Perturbation Stochastic Approximation (SPSA) algorithm is used to update the weights of the neural network, and due to its inherent drift-free property, the SPSA based neural controller is proved to provide a better performance over a standard Back-propagation (BP) training algorithm. In particular, a complete convergence proof is given for the closed-loop control system, in the framework of classical adaptive control, which is different from other approaches [37, 38].

- The Hessian-based pruning algorithm is integrated with the second-order SPSA algorithm for the training and pruning of the neural networks. It is known that the generalization performance is very important for a neural system.
The inherent connection between the Hessian-based pruning and the second-order SPSA is studied for the purpose of convergence analysis. Moreover, the simulation results based on our novel algorithm are demonstrated to be better in terms of better generalization ability and less weight drift.

- To reduce the computational payload and increase the efficiency of the pruning, a robust neuron-pruning based algorithm is proposed for a class of dynamical control systems. The Radial basis function (RBF) neural network is applied here, which is reported to be computationally more efficient, yet is better initialized compared to multilayer perceptron networks. Instead of the first-order approximation of the activation function, mean value theory is used in the convergence proof to explore the limitation and possible improvement for the robustness performance of the pruning based nonlinear training algorithm.

1.4 Report Organization

The content of this report can be divided into the following chapters.

In Chapter 2, a detailed review of neural networks and related training and pruning algorithms is given at Section 2.1 to 2.3, with a preliminary introduction for mathematical notation throughout this thesis in Section 2.4.

In Chapter 3, the SPSA algorithm is investigated. First, a specific control structure is proposed and the proposed training algorithm is extended for this structure in Section 3.2. A complete stability proof is then provided for the layered network from
Section 3.3 to 3.5. In Section 3.6, the simulation results are given for comparison purposes.

Weight-pruning based and neuron-pruning based algorithms are proposed in Chapter 4 and 5, both of which are based on the Hessian-pruning and developed for tracking control applications. In these two chapters, two different stability analysis are presented for different control structures. Conic sector theory is first introduced for the convergence analysis of the weight-pruning based training algorithms, which is based on the second-order SPSA. A dead zone scheme is proposed to guarantee the stability of the neuron-pruning based algorithm described in chapter 5.

Chapter 6 provides the conclusion of the thesis and recommendations for the future work in this research area.
Chapter 2

An Overview of Related Works

2.1 Architecture of Neural Networks

Artificial neural networks (or simply neural networks) are mathematical models that attempt to achieve certain predetermined goal via the adjustment of weighted interconnections between simple computational elements (referred to here as neurons or nodes). The neural network model was inspired by its biological counterpart, the human brain. Just as humans attempt to process all information received by their sensors (e.g., eyes, ears, etc.) to determine the appropriate actions (e.g., talk, move, etc.) [7], neural networks attempt to use input information to derive useful outputs, represent a technology that is rooted in many disciplines: neurosciences, mathematics, statistics, physics, computer science, and engineering [39–45]. The goal of network training is not to learn an exact representation of the training data.
The multilayer perceptron, a widely used neural network, has three distinctive characteristics:

(1) The model of each neuron in the network includes a nonlinear activation function. The nonlinearity is smooth (i.e., differentiable everywhere), as opposed to the hard-limiting nonlinearity used in Rosenblatt’s perceptron [7]. A commonly used form of nonlinearity that satisfies this requirement is the sigmoidal nonlinearity defined by the logistic function:

\[
Y_j = \frac{1}{1 + \exp(-v_j)}
\] (2.1)

Figure 2.1: Architectural graph of a multilayer perceptron
where the $v_j$ is the induced local field (i.e., the weighted sum of all synaptic inputs plus bias) of neuron $j$, and $Y_j$ is the output of the neuron. The presence of the nonlinearities is important because otherwise the input-output relation of the network could be reduced to that of a single-layer perceptron. Moreover, the use of the logistic function is biologically motivated, since it attempts to account for the refractory phase of real neurons [7].

(2) The network contains one or more layers of hidden neurons that are not part of the input or output of the network. These hidden neurons enable the network to learn complex tasks by extracting progressively more meaningful features from the input patterns (vectors).

(3) The network exhibits a high degree of connectivity, determined by the synapses of the network. A change in the connectivity of the network requires a change in the population of synaptic connections of their weights.

The Radial basis function (RBF) neural network is an important network structure, which was first introduced in the solution of the real multivariate interpolation problem. The early work on RBF networks is surveyed in [46, 47]. The construction of a RBF network, in its most basic form, involves three layers with entirely different roles. The input layer is made up of source neurons that connect the network to its environment. The second layer, the only hidden layer in the network, applies a non-linear transformation from the input space to the hidden space; in most applications the hidden space is of high dimensionality. The output layer is linear, supplying the response of the network to the activation pattern applied to the input layer.
2.1.1 Neural Networks Approach to Control

A trained neural network may be viewed as a practical vehicle for performing a non-linear input-output mapping of a general nature. To be more specific, let $N$ denote the number of input nodes of a multilayer perceptron, and let $M$ denote the number of neurons in the output layer of the network. The input-output relationship of the network defines a mapping from an $N$-dimensional Euclidean input space to an $M$-dimensional Euclidean output space, which is infinitely continuously differentiable when the activation is likewise. And the following Universal Approximation Theorem [48] can be directly applicable to neural networks.

Let $\varphi(.)$ be a nonconstant, bounded and monotone-increasing continuous function. Let $I_{n_i}$ denote the $n_i$-dimensional unit hypercube $[0,1]^{n_i}$. The space of continuous functions on $I_{n_i}$ is denoted by $C(I_{n_i})$. Then, given any function $f \in C(I_{n_i})$ and $\epsilon > 0$, there exist an integer $n_h$ and sets of real constants $\alpha_i, \beta_i, \text{ and } \omega_{ij}, \text{ where } i=1,\ldots,n_i$ such that define

$$\begin{align*}
F(x_1, \ldots, x_{n_i}) &= \sum_{i=1}^{n_h} \alpha_i \varphi\left(\sum_{i=1}^{n_i} \omega_{ij} x_j + b_i\right) \\
(2.2)
\end{align*}$$

as an approximate realization of the function $f(.)$; that is,

$$|F(x_1, \ldots, x_{n_i}) - f(x_1, \ldots, x_{n_i})| < \epsilon$$

for all $x_1, x_2, \ldots, x_{n_i}$ that lie in the input space.

First, the logistic function used as the nonlinearity in a neural model for the con-
struction of a multilayer perceptron is indeed a nonconstant, bounded, and monotone-increasing function; it therefore satisfies the conditions imposed on the function \( \varphi(\cdot) \).

Next, Eq (2.2) represents the output of a multilayer perceptron described as follows:

1. The network has \( n_i \) input nodes and a single hidden layer consisting of \( m_1 \) neurons; the inputs are denoted by \( x_1, x_2, \ldots, x_{n_i} \).

2. Hidden neuron \( i \) has synaptic weights \( \omega_{i_1}, \omega_{i_2}, \ldots, \omega_{i_h} \), and bias \( b_i \).

3. The network output is a linear combination of the outputs of the hidden neurons, with \( \alpha_1, \ldots, \alpha_{n_h} \) defining the synaptic weights of the output layer.

Thus the neural network can be viewed as an approximator for the unknown control law. The universal approximation theorem is only an existence theorem in the sense that it provides the mathematical justification for the approximation of an arbitrary continuous function as opposed to exact representation. Eq (2.2), which is the backbone of the theorem, merely generalizes approximations by finite Fourier series. In effect, the theorem states that a single hidden layer is sufficient for a multilayer perceptron to compute a uniform \( \epsilon \) approximation to a given training set represented by the set of inputs and a desired output. However, the theorem does not say that a single hidden layer is optimum in the sense of learning time, ease of implementation, or more importantly, generalization.
2.1.2 Generalization Ability of Neural Networks

As mentioned above, the goal of network training is not only to learn an exact representation of the training pattern, but to build a statistical model of the process. For a deep comprehension, the concept of the bias-variance trade-off is introduced, in which the generalization error is decomposed into the sum of the bias squared plus the variance. [8]

2.1.2.1 Bias and Variance

It is convenient to consider the particular case of a model trained using a sum-of-square error function, although the conclusion will be much more general. For notational simplicity, it is considered that the network has a single output \( y \). The sum-of-square error can be written in the form [7]

\[
E = \frac{1}{2} \int \{y(x) - \langle t|x \rangle\}^2 dx + \frac{1}{2} \int \{\langle t^2|x \rangle - \langle t|x \rangle\} p(x) dx \quad (2.3)
\]

in which \( p(x) \) is the unconditional density of the input data, and \( \langle t|x \rangle \) denotes the conditional average, or regression, of the target data given by

\[
\langle t|x \rangle \equiv \int tp(t|x) dt \quad (2.4)
\]
where \( p(t|x) \) is the conditional density of the target variable \( t \) conditioned on the input vector \( x \). Similarly

\[
\langle t^2 | x \rangle \equiv \int t^2 p(t|x) dt \tag{2.5}
\]

Note that the second term of Eq.(2.3) is independent of the network function \( y(x) \) and hence is independent of the network weights. The optimal network function \( y(x) \), in the sense of minimizing the sum-of-square error, is the one which makes the first term in Eq.(2.3) vanish, and is given by \( y(x) = \langle t | x \rangle \). The second term represents the intrinsic noise in the data and sets a lower limit on the error which can be achieved.

Now consider a whole ensemble of the possible data sets, each containing \( N \) patterns, and each taken from the same fixed joint distribution \( p(x, t) \). It is mentioned above that the optimal network mapping is given by the conditional average \( \langle t | x \rangle \). A measurable of how close the actual mapping function \( y(x) \) is to the desired one is given by the integrand of the first term in Eq.(2.3)

\[
\{y(x) - \langle t | x \rangle\}^2. \tag{2.6}
\]

The value of this quantity will depend on the particular data set \( D \) on which it is trained. And this dependence can be eliminated by considering an average over complete ensemble of data sets, which can be written as

\[
\xi_D[\{y(x) - \langle t | x \rangle\}^2] \tag{2.7}
\]
where $\xi_D[.\.]$ denotes the expectation, or ensemble average.

If the network function were always a perfect predictor of the regression function $\langle t|x \rangle$ then this error would be zero. It is known that a non-zero error can arise for essentially two distinct reasons.

(1) The network function is on average different from the regression function, which is called bias.

(2) The network function is very sensitive to the particular data sets $D$, that is, at a given $x$, it is larger than the required value for some data sets and smaller for other data sets, which is called variance.

The decomposition of bias and variance can be done by writing Eq. (2.7) in a somewhat different, but mathematically equivalent form. First expand the term in Eq. (2.7) to give

$$\{y(x) - \langle t|x \rangle\}^2 = \{y(x) - \xi_D[y(x)] + \xi_D[y(x)] - \langle t|x \rangle\}^2$$

$$= \{y(x) - \xi_D[y(x)]\}^2 + \xi_D[y(x)] - \langle t|x \rangle\}^2 + 2\{y(x) - \xi_D[y(x)]\}\{\xi_D[y(x)] - \langle t|x \rangle\} \quad (2.8)$$

In order to compute the expansion of Eq. (2.7), the expectation of both sides of Eq. (2.8) over the ensemble of data sets $D$. It is showed that the third term on the right-hand side of Eq. (2.8) vanishes, and left with

$$\xi_D[\{y(x) - \langle t|x \rangle\}^2] = \{\xi_D[y(x)] - \langle t|x \rangle\}^2 + \xi_D[\{y(x) - \xi_D[y(x)]\}^2] \quad (2.9)$$
It is worth studying the expression in Eq.(2.9) closely. The first term of the right-hand side is the square form of the bias and the second refers to the variance. The bias measures the extent to which the average (over all data sets) of the network function differs from the desired function \( \langle t|x \rangle \). Conversely the variance measures the extent to which the network function \( y(x) \) is sensitive to the particular choice of the data set. Corresponding average values for bias and variance by integrating over all \( x \) can be easily obtained, so that

\[
(B)^2 = \frac{1}{2} \int \{\xi_D[y(x)] - \langle t|x \rangle\}^2 p(x) d(x) \quad (2.10)
\]

\[
V = \frac{1}{2} \int \xi_D[(y(x) - \xi_D[y(x)])^2] p(x) d(x) \quad (2.11)
\]

where \( B \) refers to “bias” and \( V \) means “variance”

The meaning of the bias and variance terms can be illustrated by considering two extreme limits for the choice of functional form for \( y(x) \). Suppose that the target data for network training is generated from a smooth function \( h(x) \) to which zero mean random noise \( \epsilon \) is added, so that

\[
t^n = h(x^n) + \epsilon^n. \quad (2.12)
\]

Note that the optimal mapping function in this case is given by \( \langle t|x \rangle = h(x) \). One choice of model for \( y(x) \) may be some fixed function \( g(x) \) that is completely independent of the data set \( D \), as indicated in Figure 2.2
Figure 2.2: A schematic illustration of the meaning of high bias. Solid circles denotes a set of data points which are generated from an underlying function (represented by dashed line) with the addition of noise. Using a fixed function to model the data, the bias will generally be high while the variance will be zero.

The opposite extreme is to take a function which fits the training data perfectly, such as the simple exact interpolation in Figure 2.3. In this case the bias term vanishes at the data points themselves since

\[
\xi_D[y(x)] = \xi_D[h(x) + \varepsilon] = h(x) = \langle t|x \rangle
\]  

(2.13)

and the bias will be small in the neighborhood of the data points. The variance, however, will be significant since

\[
\xi_D[y(x) - \xi_D[y(x)]]^2 = \xi_D[y(x) - h(x)]^2 = \xi_D\{\varepsilon^2\}
\]  

(2.14)

which is just the variance of the noise on the data, which could be substantial.
Figure 2.3: In this case the bias is low but the variance is high

It is obvious that there is a natural trade-off between bias and variance. A function which is closely fitted to the data set will tend to have a large variance and hence give a large expected error. The variance can be decreased by smoothing the function, but if this is taken too far then the bias becomes large and the expected error is large again. And the situation of Figure(2.3) is also called overfitting or overtraining. But for some given size of data set, there is some optimal balance between them which gives the smallest average generalization error. This highlights the need to optimize the complexity of the model in order to achieve the best generalization.

2.1.2.2 Generalization

Since the learning process (i.e., training of a neural network) can be viewed as a nonlinear regression problem. [7, 8, 20] The network itself may be considered simply as a nonlinear input-output mapping. Such a viewpoint permits to simplify the
concept of generalization and can view it rather simply as the effect of a good non-linear interpolation of the input data. The network performs interpolation primarily because multilayer perceptrons with continuous activation functions lead to output functions that are also continuous.

A neural network that is designed to generalize well will produce a correct input-output mapping even when the input is slightly different from the patterns used to train the network, as illustrated in the Figure(2.4)

![Figure 2.4: Good generalization(correct fitted data)](image)

However, when a neural network learns too many input-output examples, the network may end up with memorizing the training data. That is called overfitting. An example of how poor generalization due to overtraining in a neural network may occur is illustrated in Figure(2.5) for the same data depicted in Figure(2.4), which implies the input-output mapping computed by the network is not smooth.
(Here smoothness means that the simplest function that approximates the mapping for a given error criterion, which also generally demands the fewest computational resources.) Smoothness is also a natural feature of many applications. It is therefore important to seek a smooth nonlinear mapping for input-output, so that the network is able to learn novel patterns correctly with respect to the training patterns. Then the factors that can influence generalization can be summarized as:

(1) The size of the training data set, and how it can represent the environment of interest.

(2) The architecture of the neural network.

Thus two different viewpoints can be taken for the issue of generalization [7]:

(1) The architecture of the network is fixed then the issue to be resolved is that
of determining the size of the training set needed for a good generalization to occur.

(2) The size of the training set is fixed or unknown, and the issue of interest is that of determining the best network architecture to achieve good generalization.

For the problems faced us here, we cannot repeatedly access the training set and cannot tell whether it is training data or generalized data, because the learning is online. One way out is the optimization of the network architecture. As discussed in last chapter, the approach of pruning combines the advantages of training large networks (i.e., avoidance of local minima) and those of running small ones (i.e., improved generalization), which is suitable for our online control applications.

2.2 Pruning Algorithms

2.2.1 Hessian-based Network Pruning

The basic idea of this approach is to use the information on the second-order derivatives of the error surface in order to make a trade-off between network complexity and training error minimization. A similar idea was originated from Optimal Brain Damage (OBD) procedure [36] or Optimal Brain Surgeon (OBS) procedure [35]. The starting point in the construction of such a model is the approximation of the cost
function $\xi_{av}$ using a Taylor series about the operating point, described as follows:

$$\xi_{av}(\hat{W}(k) + \Delta \hat{W}(k)) = \xi_{av}(\hat{W}(k)) + G_k^T(\hat{W}(k)) \Delta \hat{W}(k) + \frac{1}{2} \Delta \hat{W}^T(k) H \Delta \hat{W}(k)$$

$$+ O(\| \Delta \hat{W}(k) \|^3) \tag{2.15}$$

where $\Delta \hat{W}(k)$ is a perturbation applied to the operating point $\hat{W}(k)$, with the $G_k(\hat{W}(k))$ is the gradient vector and $H$ is the Hessian matrix. The requirement is to identify a set of parameters whose deletion from multilayer perceptron that cause the minimal increase in the value of the cost function $\xi_{av}$.

To solve this problem in practical terms, the following approximations are made:

1. **Quadratic Approximation**: The error surface around a local minimum or global minimum is nearly “quadratic”. Then the higher-order terms in Eq. (2.15) may be neglected.

2. **Extremal Approximation**: The parameters have a set of values corresponding to a local minimum or global minimum of the error surface. In such a case, the gradient vector $G_k(\hat{W}(k))$ may be set equal to zero and the term $G_k^T(\hat{W}(k)) \Delta \hat{W}_k$ on the right-hand of Eq. (2.15) may therefore be ignored.

Under these two assumptions, Eq. (2.15) can be presented approximately as

$$\Delta \xi_{av} = \xi_{av}(\hat{W}(k) + \Delta \hat{W}(k)) - \xi_{av}(\hat{W}(k)) \simeq \frac{1}{2} \Delta \hat{W}(k)^T H \Delta \hat{W}(k) \tag{2.16}$$

The goal of OBS is to set one of the synaptic weights to zero to minimize the
incremental increase in $\xi_{av}$ given in Eq.(2.16). Let $\hat{W}(k,i)$ denote this particular synaptic weight. The elimination of this weight is equivalent to the condition

$$I_i^T \Delta \hat{W}(k) + \hat{W}(k,i) = 0$$  \hspace{1cm} (2.17)$$

where $I_i$ is the *unit vector* whose elements are all zero, except for the $i$th element, which is equal to unity. The goal is to minimize the quadratic term $\frac{1}{2} \Delta \hat{W}(k)^T H \Delta \hat{W}(k)$ with respect to the perturbation $\Delta \hat{W}(k)$, subject to the constraint that $I_i^T \Delta \hat{W}(k) + \hat{W}(k,i)$ is zero, and then minimize the result with respect to the index $i$.

To solve this constraint optimization problem, the following penalty function is used.

$$S = \frac{1}{2} \Delta \hat{W}(k)^T H \Delta \hat{W}(k) - \lambda (I_i^T \Delta \hat{W}(k) + \hat{W}(k,i))$$  \hspace{1cm} (2.18)$$

where $\lambda$ is the Lagrange multiplier. Applying the derivative of the risk function $S$ with respect to $\Delta \hat{W}(k)$, subject to the constraint of Eq.(2.17), the optimum solution of the weight vector $\hat{W}(k)$ can be found as:

$$\Delta \hat{W}(k) = -\frac{\hat{W}(k,i)}{[H^{-1}_{i,i}]} H^{-1} I_i$$  \hspace{1cm} (2.19)$$

where $H^{-1}$ is the inverse of the Hessian matrix $H$, and $[H^{-1}_{i,i}]$ is the $ii$-th element of the inverse matrix. The corresponding optimum value of the risk function $S$ for element $W_i$ is

$$S_i = \frac{(\hat{W}(k,i))^2}{2[H^{-1}_{i,i}]}$$  \hspace{1cm} (2.20)$$
The value $S_i$ optimized with respect to $\Delta \hat{W}(k)$, subject to the constraint that the $i$th synaptic weights $\hat{W}(k,i)$ be eliminated, is called the saliency of $\hat{W}(k,i)$.

In this method, the weight corresponding to the smallest saliency is the one selected for deletion. Moreover, the corresponding optimal changes in the remainder of the weights are given in Eq.(2.19), which show that they should be updated along the direction of the $i$th column of the inverse of the Hessian.

Unlike Hessian-based pruning, some penalty-term like methods minimize the total risk expressed as:

$$R(\hat{W}) = \xi_{av}(\hat{W}) + \lambda \xi_c(\hat{W})$$  \hspace{1cm} (2.21)

The first term, $\xi_{av}(\hat{W})$, is the standard performance measure and the second term, $\xi_c(\hat{W})$, is the complexity penalty, which depends on the network(model) alone. In fact, the form of the total risk defined in Eq.(2.21) is simply a statement of regularization theory, which is proposed by Tikhonov [49, 50]. In general setting, one choice of complexity-penalty term $\xi_c(\hat{W})$ is the $k$th order smoothing integral

$$\xi_c(\hat{W}, k) = \frac{1}{2} \int \| \frac{\partial^k}{\partial x^k} F(x, \hat{W}) \|^2 \mu(x) dx$$  \hspace{1cm} (2.22)

where the $F(x, \hat{W})$ is the input-output mapping performed by the model, and $\mu(x)$ is some weighting function that determines the region of the input space over which the function $F(x, \hat{W})$ is required to be smooth. The motivation is to make the $k$th derivative of $F(x, w)$ with respect to the input vector $x$ small. The larger we choose $k$, the smoother(i.e., less complex) the function $F(x, w)$ will become.
2.2.2 Weight Decay

The concept of weight decay was proposed by Hinton in 1989 [31]. In this procedure, the complexity penalty term is defined as the squared norm of the weight vector \( \hat{W} \) (i.e., all the free parameters) in the network, as shown by

\[
\xi_c = \| \hat{W} \|^2 = \sum_{i \in \xi_{total}} \hat{W}_i^2
\]  

(2.23)

where the set \( \xi_{total} \) refers to all the synaptic weights in the network. This procedure operates by forcing some the synaptic weights in the network to take values close to zero, while permitting other weights to retain their relatively large values. Accordingly, the weights of the network are grouped into two categories: those that have a large influence on the network, and those that have little or no influence on it. The weights in the latter category are referred to as excess weights. The use of complexity regularization encourages the excess weights to assume values close to zero, and thereby improve generalization. [51] In this case, all the weights in the multilayer perceptron are treated equally. That is, the prior distribution in weight space is assumed to be centered at the origin. In 1992, Nowlan and Hinton [52] describe a more complex penalty term that models the probability distribution of the weights as a mixture of Gaussians. Strictly speaking, weight decay is not the correct form of complexity regularization for multilayer perceptron since it does not fit into the rationale described in Eq.(2.22).
2.2.3 Weight Elimination

In 1991, Weigend and Rumelhart [7, 53] proposed another complexity penalty term which is defined as

\[ \xi_c(\hat{W}) = \sum_{i \in \xi_{total}} \frac{(\hat{W}_i/\hat{W}_0)^2}{1 + (\hat{W}_i/\hat{W}_0)^2} \] (2.24)

where \( \hat{W}_0 \) is a preassigned parameter, \( \hat{w}_i \) refers to the weight of some synapse \( i \) in the network. The set \( \xi_{total} \) refers to all the synaptic connections in the network. An individual penalty term varies with \( \hat{W}_i/\hat{W}_0 \) in a symmetric fashion, as shown in Figure 2.6. When \( |\hat{W}_i| < \hat{W}_0 \), the complexity penalty for that weight approaches zero. The implication of this condition is that insofar as learning from examples is concerned, the \( i \)th synaptic weight is unreliable and should be eliminated from the network and vice versa. Thus it can be seen that the complexity penalty term of Eq. (2.24) does serve the desired purpose of identifying the synaptic weights of the network that are of significant influence. Note also that the weight-elimination procedure includes the weight-decay procedure as a special case. With the proper choice of parameter \( w_0 \), it permits some weights in the network to assume values that are larger than with weight decay.

There are also many other these penalty-like methods and the penalty-term methods control the amount of pruning by balancing the scaling factors of the error terms. However, it often needs to be made before training begins, which will be exhausted, especially for the control problem here. So it does not meet the requirement of the control application here.
2.2.4 Minimal Resource Allocation Network

This algorithm is actually for a Radial Basis Function (RBF) neural network, which combines the growth criterion of the resource allocating network (RAN) of Platt (1991) [54] with a pruning strategy [27], which was developed by [30, 55].

The pruning criterion of this algorithm is more heuristic than theoretical. For each observation, the contribution of each hidden unit to the output is observed during pruning stage and those hidden units with insignificant contribution will be removed. More specific, for each observation \((x_j, d_j)\), the overall output is computed as:

\[
y = \sum_{i=0}^{N} \hat{W}_i \varphi(x_i)
\]

(2.25)

where \(N\) is the number of neurons in hidden layer and here \(\varphi(x)\) is the radial basis
function which is defined as:

\[ \varphi(x_i) = \exp\left( -\frac{\|x_i - \mu_k\|^2}{\sigma_k^2} \right) \]  (2.26)

where \( \mu_k \) is the center vector for the \( k \)th hidden unit and \( \sigma_k \) is the width of the Gaussian function. The hidden units with the least contribution are removed.

### 2.2.5 Interactive Pruning

Sietsma and Dow [52] describe an interactive method in which the designer inspects a trained network and decides which nodes to remove. Several heuristics are used to identify units which do not contribute to the solution.

1. If a unit has a constant output over all the training patterns, then it can be removed.

2. If a number of units have highly correlated responses over all patterns, then they can be combined into a single unit.

### 2.2.6 Tukey-Kramer Multiple Comparison Pruning

Certain evolutionary bootstrap approaches [52,56] has been taken for neural network pruning. Bootstrapping is used as a general framework for estimating objectives out of a sample by redrawing subsets from a training sample. Evolution is used to search the large number of potential network architectures. The combination of
these two methods creates a network estimation and selection procedure which finds parsimonious network structures which generalize well. It also can be regarded as a cross-validation method, which is usually used for off-line learning.

Tukey Kramer multiple comparison pruning [56] uses the bootstrap algorithm to estimate the distribution of the model parameter salience and statistical multiple comparison procedures are then used to make pruning decisions.

2.3 Learning Algorithms

There are many methods to train a neural network, such as the Back-propagation algorithm(BP), the conjugate-gradient method and so on. These methods are suitable for some different training modes respectively. We can divide these methods into two groups:

(1) Sequential Mode. In this mode of operation, weight updating is performed after the presentation of each training example. This mode is also referred to as an online mode.

(2) Batch Mode. In this mode, weight updating is performed after the presentation of all the training examples that constitute an epoch.

From an “on-line” operation point of view, the sequential mode of training is preferred over the batch mode because it requires less local storage for each synaptic connection. A comprehensive introduction to neural networks and various learning
algorithms are given by Bishop [8] and Haykin [7].

### 2.3.1 Back-propagation Algorithm

Given an initial starting value for \( W \), where \( W \) is known as weights (parameters), one can iterate with the Back-propagation method (BP) \([7,8]\) as

\[
W(k + 1) = W(k) - \eta \frac{\partial L(W)}{\partial W}(2.27)
\]

where \( \eta \) is a predetermined or adaptive learning rate. \( L(W) \) is the error function, the typical one is the sum of squared error (SSE) given by

\[
L(W) = \sum_{i=1}^{N} (Y_i - \hat{Y}_i)^2 (2.28)
\]

where \( \hat{Y}_i \) is the actual output by the neural network for the ith sample and \( Y_i \) is the desired value.

In the application of the BP algorithm, two distinct passes of computation are distinguished.

1) The first pass is referred to as the forward pass. In the forward pass the weights remain unaltered throughout the network and the function signals of the network are computed on a neuron-by-neuron basis.

2) The backward pass, on the other hand, starts at the output layer by passing the error signals through the network, layer by layer, and recursively computing
the local gradient for each neuron. This recursive process permits the weights of the network to undergo changes.

### 2.3.2 Simultaneous Perturbation Stochastic Approximation Algorithm

Stochastic approximation (SA) refers to a general set of recursive algorithms for finding minima of functions in the presence of noisy observations [57, 58]. In particular, suppose we wish to minimize some differentiable loss function $L(W)$, $L : \mathbb{R}^p \rightarrow \mathbb{R}$ subjects to the weight vector $W$. Thus we are searching for a minimum point $W^*$ satisfying the gradient equation: $g(W) = \frac{\partial L}{\partial W} = 0$.

Simultaneous perturbation stochastic approximation (SPSA) was proposed by James C. Spall [37, 59, 60] and widely applied in many different applications [38, 61–65].

The SPSA procedure in the general recursive SA form:

$$W(k + 1) = W(k) - \alpha(k) \hat{G}(W(k))$$

(2.29)

where $\alpha(k)$ is the learning rate parameter and $\hat{G}(W(k))$ is the estimate of the gradient $G(W(k))$. The simultaneous perturbation approximation has all elements of $W(k)$ randomly perturbed together to obtain two measurements $L(\cdot)$, but each component is formed from a ratio involving the individual components in the perturbation vector and difference in the two corresponding measurements. For two-sided
simultaneous perturbation, we have

\[ \hat{G}(W(k)) = \frac{L(W(k) + c_k \Delta_k) - L(W(k) - c_k \Delta_k)}{2c_k \Delta_k} \]  \hspace{1cm} (2.30)

where the distribution of the user-specified p-dimensional random perturbation vector, \( \Delta_k = [\Delta_{k1}, \Delta_{k2}, \ldots, \Delta_{kp}]^T \), satisfies conditions discussed later.

Spall [59, 60] presents sufficient conditions for convergence of the SPSA iterate using a differential equation approach well known in general SA theory. To establish convergence, conditions are imposed on both gain sequences (\( \alpha(k) \) and \( c_k \)), the user specified distribution of \( \Delta_k \), and the statistical relationship of \( \Delta_k \) to the measurement \( L(\cdot) \). The essence of the main conditions is that \( \alpha(k) \) and \( c_k \) both go to 0 at rates neither too fast nor too slow, that \( L(W(k)) \) is sufficiently smooth and that the \( \Delta_{ki} \) are independent and symmetrically distributed about 0 with finite inverse moments \( E(|\Delta_{ki}|^{-1}) \) for all \( k, i \). One particular distribution for \( \Delta_{ki} \) that satisfies these latter conditions is the symmetric Bernoulli \( \pm 1 \) distribution; two common distributions that do not satisfy the conditions are the uniform and normal distributions. Based on the first order SPSA, Spall proposed the Adaptive Simultaneous Perturbation (ASP) approach [37], which is a second-order version of SPSA. And we will discuss it in the Chapter 4 in details.
2.4 Concluding Remarks

This thesis aims to develop an online training and pruning algorithm for control applications, from which we know that only sequential training is applicable. Moreover, stability is critically important for a control system, which is not investigated in the previous pruning algorithms. So in the following chapters, the SPSA based neural controller is first proposed, which performs better over existing methods. Followed by that, a novel weight-pruning based algorithm is then proposed for the control system, together with a complete stability proof. Finally, the neuron-pruning based algorithm is investigated.
Chapter 3

Robust Neural Network Tracking Controller Using Simultaneous Perturbation Stochastic Approximation

3.1 Introduction

Extensive research and significant progress have been made in the area of robust discrete time neural controller design for a class of nonlinear systems with specific nonlinear functions [66–71]. Variable structure and dead zone schemes have been introduced to design robust adaptive algorithms of neural network control systems.
to improve the tracking performance [68–70]. The well-known Persistent Exciting (PE) condition has been removed in the presence of disturbance [71]. More recently, the idea of Simultaneous Perturbation Stochastic Algorithm (SPSA) has been used recently as model free control method for dynamical systems [59–61].

In this part of the thesis, we shall propose a SPSA-based neural control structure and derive a general stability proof when it is applied to a nonlinear input-output dynamical plant. The plant under consideration is nonlinear and the neural network in the system is used to estimate the nonlinear function in the closed-loop. The conic sector theory [72,73] is introduced to design the robust control system, which aims to provide guaranteed boundedness for both the input-output signals and the weights of the neural network. One of the main advantage of the conic sector approach is that it provides a model free study. Our neural network is trained by the SPSA algorithm in the closed-loop to provide an improved training performance over standard methods, such as back-propagation algorithm, which in turn, will yield good tracking performance for the dynamic control system. The main motivation for using the SPSA instead of the popular back-propagation algorithm is its excellent convergence property. The SPSA algorithm which was proposed by Spall provides a good parameter estimate through simultaneous perturbation of the weights.

Unlike the robust conic sector analysis for a pre-trained neural network [74], we provide an on-line scheme for the robustness analysis of the neural control system. A special normalized cost function is provided to the SPSA algorithm to reject disturbance and solve the so-called vanished cone problem [73]. A two-stage normalized
training strategy is proposed for the SPSA training with guaranteed I/O stability using the conic sector condition. In addition to the general stability proof, one of the most interesting contributions of this chapter is the revelation of the relationship between the conventional adaptive control system and generalization theory, which is mainly developed for neural-network based pattern recognition system and, to the best of our knowledge, is not widely acknowledged by the control community. That is, a relatively large learning rate will contribute to a faster convergence speed of the SPSA training algorithm and in turn yields a good adaptive learning capability. This is closely linked to the concept of generalization of neural network theory. The early neural control system approaches, including the classical back-propagation based training algorithm, tend to emphasize the approximation property of a large neural network. It is only recently that good generalization property has attracted more interests, for it suggests that a network with a reasonable number of neurons may be the best way to approximate a nonlinear system rather than an over-fitted large network. As shown later in the theoretical analysis about the learning rate and the simulation results, an optimal number of neurons can be derived based on the maximum learning rates calculated by the conic sector condition. Thus, it allows one to achieve good generalization performance in terms of reduced control signal error and fast tracking speed. This idea can also be further developed into an adaptive pruning based SPSA algorithm to automatically search for an optimal neural network structure [75]. The performance improvement of the proposed algorithm can be measured in terms of preventing weights shifting, fast convergence and robustness against system disturbance.
3.2 System Modelling

Neural networks can be employed within estimators for all the three classes (parametric, nonparametric, semiparametric) of models [76, 77]. To understand and analyze real-world physical phenomena, various mathematical models have been developed. Depending on some a priori knowledge about the process, data and model, we differentiate between three fairly general modes of modelling. The idea is to distinguish between three levels of prior knowledge and an overview of the white, grey and black box modelling techniques can be found in [76] and [77].

The exact form of the input-output relationship that describes a real-world system is most commonly unknown, and therefore modelling is based upon a chosen set of known functions. In addition, if the model is to approximate the system with an arbitrary accuracy, the set of chosen continuous functions must be dense. In this light, neural networks can be viewed as another mode of functional representations.

3.2.1 The ARX Modelling Representation

Linear systems can be represented in various structural forms such as state-space or auto-regressive moving average models. The state space model of an $n^{th}$ order linear system with $m$ inputs and $l$ outputs can be written as:

$$\dot{x} = Ax + Bu \quad (3.1)$$

$$Y = Hx \quad (3.2)$$
where $x$ is an $(n \times l)$ vector which represents the "states" of the system, $y$ is an $(l \times 1)$ output vector, $u$ is an $(m \times 1)$ input vector, and $A$ is an $(n \times n)$, $B$ is an $(n \times m)$, and $H$ is an $(l \times n)$ matrix.

A LTI discrete-time system can also be modelled by using autoregressive average or autoregressive average exogenous (ARX) difference equations, [78]. This model representation is useful when all the system states are not accessible or only the input/output data is available. Let $n$ denotes the order of the ARX model, the model structure can be written as

$$y(k) = \sum_{i=1}^{n} (a_i y(k - i) + b_i u(k - i))$$

(3.3)

where $y_k$ is the output of the model at $k^{th}$ iteration, $a_i$ and $b_i$ are the weighting factors.

### 3.2.2 The NARMAX Model Representation

A well known representation of a wide class of nonlinear models is constituted by the general nonlinear difference equation model, known as the Nonlinear AutoRegressive Moving Average with eXogenous variables (NARMAX) model [79, 80]. It provides a unified representation for a wide class of nonlinear systems. Leontaratidis and Billings showed that several well known models such as the Hammerstern, Wiener and bilinear models are special cases of the NARMAX model [81]. This
model can be represented as follows:

\[
y(k) = F(y(k-1), ..., y(k-n_y), u(k-d), ... u(k-d-n_u), e(k-1), ..., e(k-n_e)) + e(k)
\]  

(3.4)

where \( y(k), u(k) \) and \( e(k) \) are the system output, control input, and noise items, respectively. \( n_y, n_u \) and \( n_e \) are the corresponding maximum lags, with \( d \) denotes the delay and \( F \) is some nonlinear function, the form of which is usually unknown. Polynomial expansions are linear-in-parameters models, so that algorithms of least squares family can be employed for parameter estimation. The Eq.(3.4) can be expressed as follows:

\[
y(k) = \Psi_p^T(k-1)a_p + \Psi_n^T(k-1)a_n + e(k)
\]  

(3.5)

where \( \Psi_p^T \) includes all the polynomial terms involving only \( u(\cdot) \) and \( y(\cdot) \) up to degree \( l \) and time \( k-1 \) (process terms), and \( \Psi_n^T \) includes all the remaining terms (noise terms). Vectors \( a_p \) and \( a_n \) are the corresponding coefficients, since noise terms are not measurable, sequence \( e(\cdot) \) is estimated iteratively.

In particular, given a desired trajectory vector of a robot arm \( x_{nd}(k) \in \mathbb{R}^m \), the tracking error for a robot can be defined as \( e_n(k) = x_n(k) - x_{nd}(k) \in \mathbb{R}^m \). A filtered tracking error is also used typically in the robot controller as the following:

\[
r(k) = e_n(k) + \lambda_1 e_{n-1}(k) + ... + \lambda_{n-1} e_1(k)
\]  

(3.6)
where $e_{n-1}(k), ... e_1(k)$ are the delayed values of the tracking error $e_n(k)$, and $\lambda_{n-1}, ... \lambda 1$ are constant matrices selected so that the polynomial

$$\lambda n - 1 + ... + \lambda_1 z^{n-2} + z^{n-1}$$

is stable ($z$ represents the time delayed factor), based on which, we will propose our control structure in the following sections.

### 3.3 Control System and SPSA Training Algorithm

Followed by NARMAX model introduced above, a class of dynamical nonlinear plant, which has wide applications in robotics and variable air volume control system [68,70,82], a general form of which can be represented as an multiple-input, multiple-output (MIMO) form as follows:

$$y(k+1) = f(y(k), ..., y(k-l), u(k-d), ..., u(k-n))$$

where $y(k) \in R^m$ is measured plant output vector, $u(k) \in R^m$ is the measured plant input vector, $n$ denotes known plant order, $d$ is the known plant delay. Further, an assumption is made on the nonlinear function $f(.) \in R^m$ which is a continuous differentiable function.

To be more specific, a simplified model is studied in this thesis rather than the above
general model, which can be presented as following:

$$y(k+1) = f(y(k), \ldots, y(k-l), u(k-1), \ldots, u(k-n)) + u(k) + \varepsilon(k) \quad (3.9)$$

where $y(k) \in \mathbb{R}^m$ is the output, and $f(\cdot)$ is a dynamic nonlinear function follows the above assumptions, $\varepsilon(k) \in \mathbb{R}^m$ denotes the system noise vector which is assumed to be bounded $||\varepsilon(k)|| \leq \varepsilon_{\text{max}}$, and $u(k) \in \mathbb{R}^m$ is the control signal vector with a unit discrete time delay, which can also be extended to a d-step delay system by using a linear predictor [82]. The tracking error of the control system can be defined as

$$s(k) = y(k) - d(k) \quad (3.10)$$

where $d(k) \in \mathbb{R}^m$ is the command signal. Define the control signal as

$$u(k) = -\hat{f}(k) + d(k+1) + k_v s(k) \quad (3.11)$$

where $k_v$ is the gain parameter of the fixed controller and $\hat{f}(k-1)$ is the estimate of the nonlinear function $f(k-1)$ by the neural network. Then the error vector can be presented as

$$e(k) = f(k-1) - \hat{f}(k-1) + \varepsilon(k) \quad (3.12)$$

to train the neural network as shown in Figure 3.1 Note that the training error $e(k)$ may not be directly measurable, so we should use the tracking error to generate it.
Figure 3.1: Structure of the control scheme

using the closed-loop relationship (3.9), (3.11) and (3.12)

$$e(k) = (1 - z^{-1}k_v)s(k)$$  \hspace{1cm} (3.13)

The loss function for SPSA is defined as $L(W) : R^p \rightarrow R^1$, where $W \in R^p$ is the parameter vector of the neural network. Consider the problem of finding the optimal parameter of the gradient equation

$$g(W) = \frac{\partial L(W)}{\partial W} = 0$$  \hspace{1cm} (3.14)

for the differentiable loss function $L(W)$. 

Now we can define the SPSA algorithm to update $\hat{W}(k) \in R^p$, which is an estimate
of an optimal parameter vector $W^*$ as

$$\hat{W}(k) = \hat{W}(k-1) - \alpha(k)\hat{g}(\hat{W}(k-1))$$  \hfill (3.15)$$

where $\alpha(k)$ is the learning rate and $\hat{g}(\hat{W}(k-1))$ is the approximation of the gradient function with

$$\hat{g}(\hat{W}(k-1)) = \frac{L(\hat{W}(k-1) + c_k\triangle_k) - L(\hat{W}(k-1) - c_k\triangle_k) + \varepsilon^w(k)}{2c_k}r_k$$  \hfill (3.16)$$

where $\varepsilon^w(k)$ is the measurement disturbance as defined in [59]. In the above equation, $\triangle_k \in \mathbb{R}^p$ is a random directional vector, that is used to stimulate the weight vector simultaneously, $c_k > 0$ is a sequence of positive number satisfying certain regularity conditions [59,60]. The random vector $\triangle_k$ is generated via Monte Carlo according to conditions specified in [59,60]. If the $ith$ element of $\triangle_k$ is denoted as $\triangle_{ki}$, then the sequence of $r_k \in \mathbb{R}^p$ is defined as $r_k = (\triangle_{k1}^{-1}, \triangle_{k2}^{-1}, \ldots, \triangle_{kp}^{-1})$.

The output of a three-layer neural network can be presented as

$$\hat{f}(k-1) = H(\hat{w}(k-1), x(k-1))\hat{v}(k-1)$$  \hfill (3.17)$$

where the input vector $x(k-1) \in \mathbb{R}^{n_i}$ of the neural network is

$$x(k-1) = [x(k-1,1), x(k-1,2) \ldots x(k-1,n_i)] = [y^T(k-1), y^T(k-2), \ldots]^T$$  \hfill (3.18)$$

$\hat{v}(k-1) \in \mathbb{R}^{p_v}$ is the weight vector of the output layer, and $\hat{w}(k-1) \in \mathbb{R}^{pw}$ is
the weight vector of the hidden layer of the neural network with \( p_v = m \times n_h \) and \( p_w = n_h \times n_i \), where \( n_i \) and \( n_h \) are the number of the neurons in the input and hidden layers of the network, respectively. \( H(\hat{w}(k-1), x(k-1)) \in \mathbb{R}^{m \times p_v} \) is the nonlinear activation function matrix:

\[
H(\hat{w}(k-1), x(k-1)) = \begin{bmatrix}
    h_{k-1,1}, h_{k-1,2}, \ldots, h_{k-1,n_h} & 0 & \ldots & \ldots & 0 \\
    0 & \ldots & h_{k-1,1}, h_{k-1,2}, \ldots, h_{k-1,n_h} & 0 & \ldots \\
    \ldots & \ldots & \ldots & \ldots & \ldots
\end{bmatrix}
\]

with \( h_{k-1,i} \) is the nonlinear activation function

\[
h_{k-1,i} = h(x^T(k-1)\hat{w}(k-1,i)) = \frac{1}{1 + e^{-4\lambda x^T(k-1)\hat{w}(k-1,i)}} \quad (3.19)
\]

with \( \hat{w}_{k-1,i} \in \mathbb{R}^{n_i} \), \( \hat{w}_{k-1} = [\hat{w}_{k-1,1}^T, \ldots, \hat{w}_{k-1,n_h}^T]^T \) and \( 4\lambda > 0 \), which is the gain parameter of the threshold function.

**Remark 3.1:** To simplify the notation, we could define the overall estimate parameter vector \( \hat{W}(k) = [\hat{v}^T(k), \hat{w}^T(k)]^T \in \mathbb{R}^p \) with \( p = p_v + p_w \) in the SPSA algorithm. However, for a multi-layered neural network, it may not be possible to update all the estimated parameters with a single gradient approximation function to meet the stability requirement. Therefore, it is better that the estimate parameter vectors \( \hat{v}(k) \) and \( \hat{w}(k) \) are updated separately in the SPSA algorithm using different gradient approximation functions as in the standard back-propagation. This point will be explored further in the robustness analysis in the next section.
3.4 Conic Sector Condition for the Robustness Analysis of the Output Layer

The general idea is that we do not deal with the convergence property of the parameter estimate of the SPSA training algorithm directly, which is well established under certain conditions. Rather we shall prove the tracking error and the parameter estimation error of the output layer of the neural network are bounded using the conic sector theory under some mild assumptions. Furthermore, the boundedness condition for the parameter estimation error of the hidden layer is also derived in the next section. In this approach, the estimated weight are not required to converge to the ideal values as in the traditional robust adaptive control system.

Unlike the convergence analysis in [60], Theorem 3.2 in this section proves that the positive scalar $c_k > 0$ can be chosen arbitrarily without affecting the system stability. This also provides guidelines for the selection of SPSA learning rate and the number of neurons to obtain an improved performance. The relationship between the measurement noise of SPSA and the overall noise of the control system is also explored.

The purpose of the SPSA training algorithm is to make the estimate parameter vector $\hat{W}(k)$ approximate the optimal one, and in turn, to produce an optimal tracking error for the control system. To do this, one important condition is that the time-varying equation should be bounded as required for adaptive control systems. To guarantee the boundedness condition, the robust neural controller as shown in
Figure 3.1 uses a normalized SPSA training algorithm, which is isolated from the rest of the system and a deterministic analysis is applied. Interestingly, a different deterministic treatment of the SPSA algorithm can also be found in [83]. In this thesis, the robustness of the system is analyzed using the conic sector theory. A two-stage normalized training strategy is proposed for the SPSA training with guaranteed I/O stability using conic sector condition, which also provides guidelines for the selection of the SPSA learning parameters and normalization to obtain an improved performance. The relationship between the measurement noise of SPSA and the overall disturbance of the control system is also explored.

**Theorem 3.1:** Consider the following error feedback system 3.2

\[
s(k) = e^*(k) - P(k) \\
\Phi(k) = H_1 s(k) \\
P(k) = H_2 \Phi(k)
\]

with operators \( H_1, H_2 : L_{2e} \rightarrow L_{2e} \) and discrete time signal \( s(k), P(k), \Phi(k) \in L_{2e} \)
and \( e^*(k) \in L_2 \). If

\[
(a) H_1 : \quad s(k) \rightarrow \Phi(k) \quad \text{satisfies} \\
\sum_{k=1}^{N} [s^T(k)\Phi(k) + \sigma s^T(k)s(k)/2] > -\gamma,
\]

\[
(b) H_2 : \quad \Phi(k) \rightarrow P(k) \quad \text{satisfies} \\
\sum_{k=1}^{N} [\sigma P^T(k)P(k)/2 - P^T(k)\Phi(k)] \leq -\eta \| (P(k), \Phi(k)) \|_N^2
\]

for some \( \sigma, \eta, \gamma > 0 \), then the above feedback system is stable with \( s(k), \Phi(k) \in L_2 \).

\[\text{Figure 3.2: Feedback system.}\]

Proof: see Corollary 2.1, Chapter 2 of this thesis.

Note that operator \( H_1 \) represents the SPSA training algorithm, the input error signal is the tracking error \( s(k) \) defined in Eq.(3.10) and the output is \( \Phi(k) \), which will be defined later and is related to the weight error vectors, and in turn, the estimation parameter error vector \( e(k) \) and tracking error \( s(k) \) through Eq.(3.13).
$H_2$ usually represents the mismatched linear model uncertainty in a typical adaptive linear control system and will be defined later in this section.

The first step to use the conic sector stability Theorem 3.1 is to restructure the control system into an equivalent error feedback system as shown below. Then the parameter estimation error vector should be derived and referred to the output signal $\Phi(k)$. For this purpose, define the desired output of the neural network as the plant nonlinear function in Eq.(3.9)

$$f(k - 1) = H(w^*(k - 1), x(k - 1))v^*$$

where $v^* \in R^{p_v}$ is the ideal weight vector in the output layer of the neural network, $w^* \in R^{p_w}$ is the desired weight vector of the hidden layer. Therefore, the parameter estimate error vectors can be defined as $\hat{v}(k) = v^* - \hat{v}(k) \in R^{p_v}$ and $\hat{w}(k) = w^* - \hat{w}(k) \in R^{p_w}$ for the output and hidden layers, respectively.

**Assumptions:**

a) The sum of the system disturbance $\varepsilon(k)$ is L2 norm bounded;

b) The ideal weight vector $v^*$ and $w^*$ are L2 norm bounded.

Now we are ready to establish the relationship between the tracking error signal $s(k)$ and the parameter estimate vectors of the neural network, which is referred to the operator $H_1$ in Theorem 3.1 (i.e. the SPSA algorithm). According to Eq.(3.12)
the error signals can be extended as:

\[
\begin{align*}
{s(k)} &= H_2 e(k) = H_2(f(k - 1) - \hat{f}(k - 1) + \varepsilon(k)) \\
&= H_2(\frac{1}{2}(f(k - 1) - \hat{f}^{v+}(k - 1)) + \frac{1}{2}(f(k - 1) - \hat{f}^{v-}(k - 1)) + \varepsilon(k)) \\
&= H_2(H(w^*, x(k - 1))v^* - H(\hat{w}(k - 1), x(k - 1))\hat{v}(k - 1) + \varepsilon(k)) \\
&= H_2(H(w^*, x(k - 1))v^* - H(\hat{w}(k - 1), x(k - 1))\hat{v}(k - 1) + \varepsilon(k)) \\
&= H_2(H(\hat{w}(k - 1), x(k - 1))\hat{v}(k - 1) + \tilde{H}(\hat{w}(k - 1), x(k - 1))v^* \\
&= -H_2\Phi^v(k) + \bar{e}^v(k) \tag{3.21}
\end{align*}
\]

where the operator $H_2 = \frac{1}{1 - k_0 z^{-1}}$, and

\[
\begin{align*}
\Phi^v(k) &= -H(\hat{w}(k - 1), x(k - 1))\hat{v}(k - 1) \tag{3.22} \\
\bar{e}^v(k) &= H_2(\tilde{H}(\hat{w}(k - 1), x(k - 1))v^* + \varepsilon(k)) \tag{3.23} \\
\tilde{H}(\hat{w}(k - 1), x(k - 1))v^* &= (H(w^*, x(k - 1)) - H(\hat{w}(k - 1), x(k - 1))v^* \\
&= H(\hat{w}(k - 1), x(k - 1))(\hat{v}(k - 1) + c_k \Delta y_k) \tag{3.24} \\
\hat{f}(k - 1)^{v+} &= H(\hat{w}(k - 1), x(k - 1))(\hat{v}(k - 1) + c_k \Delta y_k) \tag{3.25} \\
\hat{f}(k - 1)^{v-} &= H(\hat{w}(k - 1), x(k - 1))(\hat{v}(k - 1) - c_k \Delta y_k) \tag{3.26}
\end{align*}
\]
with $\Delta^v_k$ and $r^v_k \in \mathbb{R}^{p_v}$, which can be viewed as the first $p_v$ components of $\Delta_k$ and $r_k$ defined before.

**Remark 3.2:** There is an important implication in Eq.(3.21). The tracking error signal $s(k)$ is directly linked to the output signal $\Phi^v(k)$ in Eq.(3.22), and in turn, the parameter estimation error vector $\tilde{v}(k)$ of the output layer of the network, which implies that the training procedure of the output layer of the neural network should be treated separately from the hidden layer of the network to obtain a bounded disturbance term $\tilde{e}^v(k)$ as defined in Eq.(3.23), i.e. $\tilde{e}^v(k) \in L_2$ as required by Theorem 3.1. Therefore, using Eq.(3.21), we are able to form an equivalent error feedback system Figure 2 as the one in Theorem 3.1. Note that $H_2$ usually represents the mismatched linear model uncertainty in a typical adaptive linear control system, therefore, the operator $H_2 = \frac{1}{1 - k_v z^{-1}}$ represents only the fixed controller and is always stable as $|k_v| < 1$. Furthermore, the condition (b) of Theorem 3.1 can be treated as positive real function, i.e. the plot of $H_2$ should be in the positive half of a complex plane as shown in [72].

We define the operator $H^1_v$, which represents the SPSA training algorithm of the output layer, and the loss function as

$$L(\hat{v}(k - 1), \hat{w}(k - 1)) = \|f(k) - \hat{f}(k)\|^2$$ (3.27)

and with definitions in equation, we have a gradient approximation using the simultaneous perturbation vector $\Delta^v_k \in \mathbb{R}^{p_v}$ to stimulate the weights of the output
layer:

\[ \dot{g}(\hat{v}(k-1), \hat{w}(k-1), \Delta_v^k) = \frac{L(\hat{v}(k-1) + c_k \Delta_v^k, \hat{w}(k-1)) - L(\hat{v}(k-1) - c_k \Delta_v^k, \hat{w}(k-1)) + \varepsilon_v(k)}{2c_k^v \rho_v(k)} \]

\[ = \frac{(f(k-1) - \hat{f}^v(k-1))^2 - (f(k-1) - \hat{f}^v(k-1))^2 + \varepsilon_v(k)}{2c_k^v \rho_v(k)} \]

\[ = \frac{(f(k-1) - \hat{f}^v(k-1)+f(k-1) - \hat{f}^v(k-1)) (\hat{f}^v(k-1) - \hat{f}^v(k-1)+\varepsilon_v(k)}{2c_k^v \rho_v(k)} \]

\[ = \frac{e^T(k)(\hat{f}^v(k-1) - \hat{f}^v(k-1))}{c_k^v \rho_v(k)} \]

\[ = -\frac{e^T(k)H(\hat{w}(k-1), x(k-1)) 2\Delta_v^k}{\rho_v(k)} \]

\[ = -\frac{s^T(k)(1 - z^{-1}k_v)H(\hat{w}(k-1), x(k-1)) 2\Delta_v^k}{\rho_v(k)} \]

where the bounded normalization factor, which is traditionally used in adaptive control system to bound the signals in learning algorithms [73], is

\[ \rho_v(k) = \mu \rho_v(k-1) + \max\left(\alpha(k) \parallel H(\hat{w}(k-1), x(k-1))\parallel^2 \right) \]

\[ \parallel \Delta_v^k \parallel^2 \parallel r_v^k \parallel^2, \tilde{\rho} \]

with \( \tilde{\rho} > 0, \mu \in (0, 1) \).

The learning rate \( \alpha(k) \) (for output layer) has an upper bound as defined below:

\[ \alpha(k) < \frac{\rho_v^{\max}}{p_v |h_{\min}|^2 |\Delta_v^{\min}|^2 |r_{\min}^v|^2} \]

where \( h_{\min} = \min\{h_{k-1,i}\} \), \( r_{\min}^v = \min\{\parallel r_v^k \parallel\} \) and \( \Delta_v^{\min} = \min\{\Delta_v^k\} \) are the...
non-zero minimum values of the activation function and perturbation vectors of the output layer, respectively.

\( \varepsilon^v(k) \) is the bounded measurement error and has a relationship with the overall system disturbance as

\[
\varepsilon(k) = \| \hat{f}^v+(k-1) - \hat{f}^v-(k-1) \|^2 (\hat{f}^v+(k-1) - \hat{f}^v-(k-1)) \varepsilon^v(k) \tag{3.30}
\]

Note that the gradient approximation function in Eq.(3.28) can be used only for the output layer as justified in remarks 1 and 2. Therefore, the parameter vector \( \hat{w}(k) \) can be estimated by the SPSA algorithm with the gradient approximation \( \hat{g}(\hat{w}(k-1), \hat{v}(k-1), \triangle^v_k) \), i.e.

\[
\hat{v}(k) = \hat{v}(k-1) - \alpha^v(k) \hat{g}(\hat{w}(k-1), \hat{v}(k-1), \triangle^v_k)
\]

\[
= \hat{v}(k-1) + \alpha^v(k) s^T(k)(1 - z^{-1} k_v) H(\hat{w}(k-1), x(k-1)) 2 \triangle^v_k \rho^v(k) \tag{3.31}
\]

Then stability analysis of the robust neural controller can be justified by the conic sector condition, which requires the feedback system in the Figure 3.3 below to meet certain dissipative conditions as in Theorem 3.1 and can be justified as in the following theorem.

**Theorem 3.2:** The operator \( H_1^v : s(k) \to \Phi^v(k) \), which represents the SPSA learning algorithm of the output layer (see Figure(3.3)), satisfies the conditions (a) and (b) of Theorem 3.1, i.e. \( s(k), \Phi^v(k) \in L_2 \).
Figure 3.3: The equivalent error feedback system using the conic sector conditions: (a) For the tracking error $s(k)$; (b) For the estimation error $e(k)$

Proof: As an easy starting point, we establish the conic sector condition between the estimate error $e(k)$ and the output $\Phi^v(k) = -H(\hat{w}(k-1), x(k-1))\tilde{v}(k)$ first and then extend to the tracking error $s(k)$ later. Using the learning law, we have

$$
\|\tilde{v}(k)\|^2 - \|\tilde{v}(k-1)\|^2 \\
= -2\{\alpha^v(k)e^T(k)H(\hat{w}(k-1), x(k-1))\Delta_{r_{k}^v v^T}^v\tilde{v}(k-1)\}(\rho^v(k))^{-1} \\
+ (\alpha^v(k)e^T(k)H(\hat{w}(k-1), x(k-1))\Delta_{r_{k}^v v^T}^v(\rho^v(k))^{-1})^2 \\
\leq 2\{\alpha^v(k)\} - e^T(k)H(\hat{w}(k-1), x(k-1))\tilde{v}(k-1) \\
|\tilde{v}(k-1)^T(\tilde{v}(k-1)\tilde{v}(k-1)^T)^{-1}\Delta_{r_{k}^v v^T}^v\tilde{v}(k-1)|(\rho^v(k))^{-1} \\
+ (\alpha^v(k)e^T(k)H(\hat{w}(k-1), x(k-1))\Delta_{r_{k}^v v^T}^v(\rho^v(k))^{-1})^2 \\
(3.32)
$$
Consider the property of gradient of the square error signal around the attractor basin [70]

\[
- \frac{\partial (e^T(k)e(k))}{\partial (\hat{v}^T(k-1))} \hat{v}(k-1) = -e^T(k)H(\hat{w}(k-1), x(k-1))\hat{v}(k-1) = e^T(k)\Phi^v(k)
\]  

(3.33)

and the trace property

\[
|\hat{v}^T(k-1)(\hat{v}(k-1)\hat{v}^T(k-1))^{-1}\Delta_k^v \hat{v}^T(k-1)|
\]

\[
= |tr\{\hat{v}^T(k-1)(\hat{v}(k-1)\hat{v}^T(k-1))^{-1}\Delta_k^v \hat{v}^T(k-1)\}|
\]

and

\[
|tr\{\hat{v}(k-1)\hat{v}^T(k-1)(\hat{v}(k-1)\hat{v}^T(k-1))^{-1}\Delta_k^v \hat{v}^T(k-1)\}|
\]

\[
= |tr\{\Delta_k^v \hat{v}^T(k-1)\}|
\]

\[
\Delta \triangleq p_v
\]

(3.34)

Eq.(3.32) can be rewritten as

\[
\|\hat{v}(k)\|^2 - \|\hat{v}(k-1)\|^2 \leq 2\alpha^v(k)p_v\{e^T(k)\Phi^v(k)\}(\rho^v(k))^{-1} + \\
\|\alpha^v(k)\|e^T(k)H(\hat{w}(k-1), x(k-1)) + \\
\Delta_k^v \hat{v}^T(k)(\rho^v(k))^{-1}\|2
\]

Summing the above equation upon to N steps, we are able to establish the conic
condition with a constant \( \hat{\sigma}^v \) for the estimate error \( e(k) \) as the input in Theorem 3.1 and the output \( \Phi^v(k) \):

\[
\sum_{k=1}^{N} \left\{ e^{nT}(k) \Phi^v_n(k) + e^{nT}(k) e^{n}(k) \frac{\hat{\sigma}^v}{2} \right\} \geq - (\hat{v}(0))^2 \left\{ \frac{\hat{\rho}^v(k)}{2 \alpha^v(k) p_v} \right\}
\]  

(3.35)

by selecting a suitable normalized factor \( \hat{\rho}^v(k) \) to obtain the constant number \( \hat{\sigma}^v \) such that

\[
1 > \hat{\sigma}^v \geq \frac{\alpha^v(k)}{p_v} \| \Delta^v_k \|^2 \| r^v_k \|^2 (\hat{\rho}^v(k))^{-1}
\]  

(3.36)

Note that the conic condition (3.35) guarantees that the normalized estimate error \( e^n(k) = e(k) \sqrt{\hat{\rho}^v(k)} \) and the normalized output \( \Phi^v_n(k) = \Phi^v(k) \sqrt{\hat{\rho}^v(k)} = -H(\hat{w}(k-1), x(k-1)) \sqrt{\hat{\rho}^v(k)} \) are bounded according to the Theorem 3.1, and in turn, the original \( e(k) \) and \( \Phi^v(k) \) with the parameter estimate error \( \hat{v}(k) \) [73]. To establish the conic sector condition of the tracking error \( s(k) \), we can further extend
where $\Phi^v = max(\|\Phi^v(k)\|^4\|\Phi^v(k)\)(\Phi^v(k))^T\|^2)$, the second last inequality is due to the fact $-2(\rho^v(k))^{-1}s^T(k - 1)\Phi^v(k) \leq \|s(k - 1)\|2(\rho^v(k))^{-2} + \|\Phi^v(k)\|^2$, the last inequality is from $e^T(k)\Phi^v(k) \geq 0 \Rightarrow s^T(k)\Phi^v(k) \geq s^T(k - 1)\Phi^v(k)$.
rewrite the above into

\[- \frac{v}{2} \|H(\hat{w}(k - 1), x(k - 1))\| \|\hat{v}(k)\| \| + \frac{\|\hat{v}(k)\|^2 - \|\hat{v}(k - 1)\|^2}{2\alpha v(k)p_v} \leq \{ s^T(k)\Phi^v(k)(\rho^v(k))^{-1} \} + \frac{21}{2}\alpha_v(k) \|H(\hat{w}(k - 1), x(k - 1))\| \|\Delta v(\hat{w}(k - 1), x(k - 1))\| \|\hat{v}(k)\|^2 \}

\[ \leq \{ s^{nT}(k)\Phi^{vn}(k) \} + \frac{s^n(k)^2\sigma_v}{2} \quad (3.37) \]

with the normalized tracking error \( s^n(k) = s(k)\sqrt{\rho^v(k)} \) and the normalized output \( \Phi^{vn}(k) = \Phi^v(k)\sqrt{\rho^v(k)} = -H(\hat{w}(k - 1), x(k - 1))\hat{v}(k)\sqrt{\rho^v(k)} \) by choosing the normalized factor \( \rho^v(k) \) to guarantee that there exists a constant \( \sigma_v \) such that

\[ 0 \leq (\rho^v(k))^{-2}\{ \frac{\Phi^v}{k_v} + 2(1 + \Phi^v)\frac{\alpha_v(k)}{p_v} \|H(\hat{w}(k - 1), x(k - 1))\| \|\Delta v(\hat{w}(k - 1), x(k - 1))\| \sqrt{\rho^v(k)} \} \]

\[ \leq \sigma_v < 1 \]

Summing the above equation to \( N \) steps, we have

\[ \sum_{k=1}^{N} \{ s^{nT}(k)\Phi^{vn}(k) + s^{nT}(k)s^n(k)\sigma_v \} \geq -\frac{(\hat{v}_0)^2}{2\alpha^v(k)p_v} \]

\[ -\sum_{k=1}^{N} \frac{k_v\|H(\hat{w}(k - 1), x(k - 1))\|^2\|\hat{v}(k)\|^2}{2} \quad (3.38) \]

Note that the last item in the left hand side of Eq.(3.38) is bounded and furthermore, the specified normalized factor \( \rho^v(k) \) plays two important roles. Firstly, it guarantees \( \sigma_v < 1 \) to avoid the so-called vanished cone problem [73]. Secondly, it guarantees the sector conditions of Theorem 3.1 to be simultaneously satisfied by both the original
feedback system in Figure (3.1) and the normalized equivalent feedback system in Figure (3.3) [72,73,84]. Therefore, both conditions of Theorem 3.1 are fulfilled (see remark 2 in this chapter for a discussion on operator $H_2$).

**Remark 3.3.** According to the stability conditions above, the stability of the control system in Figure 3.1 depends on the fixed gain parameter $k_v$, learning rate $\alpha_k^v$ and the number $p_v$ of neurons of the output layer of the SPSA training algorithm. A smaller learning rate and larger number of neurons may increase the stability of the control system. It is interesting to note that the parameter $c_k^v$ does not affect the system’s stability, which is more relaxed when compared with the Spall’s SPSA convergence proof.

### 3.5 Conic Sector Condition for the Hidden Layer Training

As justified in Remark 1, the hidden layer parameters of the network should be estimated separately. Therefore, a conic sector condition will be established for the hidden layer training in this section so that we can prove stability of the whole
system. Similar to the error equation (3.21)

\[ s(k) = H_2e(k) \]
\[ = H_2(f(k-1) - \hat{f}(k-1) + \varepsilon(k)) \]
\[ = H_2(H(w^*, x(k-1))v^* - H(\hat{w}(k-1), x(k-1))\hat{v}(k-1) + \varepsilon(k)) \]
\[ = H_2(H(w^*, x(k-1))v^* - H(w^*, x(k-1))\hat{v}(k-1) + H(\hat{w}^*, x(k-1))\hat{v}(k-1) + \varepsilon(k)) \]
\[ = \hat{H}(\hat{w}(k-1), x(k-1))\hat{v}(k-1) + H(w^*, x(k-1))\hat{v}(k-1) + \varepsilon(k)) \]
\[ = H_2[\hat{H}(\hat{w}(k-1), x(k-1))\hat{v}(k-1) + H(w^*, x(k-1))\hat{v}(k-1) + \varepsilon(k)] \]
\[ = -H_2\Phi^w(k) + \hat{e}^w(k) \]

with \( \hat{e}^w(k) = H_2(H(w^*, x(k-1))\hat{v}(k-1) + \varepsilon(k)) \) and \( \Phi^w(k) = -\hat{\Omega}(k-1)\hat{w}(k-1) \).

where \( \hat{H}(\hat{w}(k-1)) = H(w^*, x(k-1)) - H(\hat{w}(k-1), x(k-1)), \hat{v}_{k-1,i} = v_i^* - \hat{v}(k-1, i), \hat{\omega}_{k-1,i} = w_i^* - \hat{w}(k-1, i) \), and \( \hat{\Omega}(k-1) \in \mathbb{R}^{m \times \nu} \) is the following matrix

\[ \hat{\Omega}_{k-1} = \begin{bmatrix} 
\hat{\mu}_{k-1,1}x^T(k-1,1)\hat{v}(k-1, (1, 1)) & \ldots & \hat{\mu}_{k-1,n_h}x^T(k-1, n_h)\hat{v}(k-1, (1, n_h)) \\
\vdots \\
\hat{\mu}_{k-1,1}x^T(k-1, 1)\hat{v}(k-1, (m, 1)) & \ldots & \hat{\mu}_{k-1,n_h}x^T(k-1, n_h)\hat{v}(k-1, (m, n_h)) 
\end{bmatrix} \]

\( \in \mathbb{R}^{m \times \nu} \) with \( \hat{v}(k-1, i) \in \mathbb{R}^{n_h}, \hat{v}(k-1) = [\hat{v}^T(k-1, 1), \ldots, \hat{v}^T(k-1, m)]^T \) where \( n_h \) is the number of neurons in the hidden layer of the network.

Note the above equation is derived from the mean value theorem and the activation
function is a non-decreasing function, so there exist unique positive numbers \( \tilde{\mu}_{k-1,i} \)

\[
h_{k-1,i}(w_i^*, x(k-1)) - h_{k-1,i}(\hat{w}(k-1, i), x(k-1)) = \tilde{\mu}_{k-1,i} x^T(k-1)(w_i^* - \hat{w}(k-1, i))
\]

(3.39)

where \( \hat{w}(k-1, i), w_i^* \in R^{n_i} \) are the estimation and ideal weight vectors linked to the \( i \)th hidden layer neuron respectively. The maximum value of the derivative \( h'_{k-1,i} \) is \( \lambda \), therefore

\[
\lambda \geq \tilde{\mu}_{k-1,i} \geq 0 (1 \leq i \leq n_h)
\]

(3.40)

After we define

\[
\hat{f}^{w+}(k-1) = H(\hat{w}(k-1) + c_k^w \Delta_k^w, x(k-1)) \hat{v}(k-1)
\]

(3.41)

\[
\hat{f}^{w-}(k-1) = H(\hat{w}(k-1) - c_k^w \Delta_k^w, x(k-1)) \hat{v}(k-1)
\]

(3.42)
Then the normalized gradient approximation of the hidden layer can be written as

\[
\hat{g}(\hat{v}(k-1), \hat{w}(k-1), \Delta_{k-1}^w) = \frac{L(\hat{v}(k-1), \hat{w}(k-1) + c_k^w \Delta_{k}^w) - L(\hat{v}(k-1), \hat{w}(k-1) - c_k^w \Delta_{k}^w)}{2c_k^w \rho_k^w(k)} + \varepsilon_k^w r_k^w
\]

\[
= \frac{(f(k-1) - \hat{f}^w+(k-1))^2 - (f(k-1) - \hat{f}^w-(k-1))^2 + \varepsilon_k^w r_k^w}{2c_k^w \rho_k^w(k)}
\]

\[
= \frac{e^T(k)(\hat{f}^w-(k-1) - \hat{f}^w+(k-1)) + \varepsilon_k^w r_k^w}{2c_k^w \rho_k^w(k)}
\]

\[
= \frac{e^T(k)c_k^w \Delta_{k}^w \hat{\Omega}(k-1)}{c_k^w \rho_k^w(k)} r_k^w
\]

\[
= \frac{s^T(k)(1 - k_v z^{-1})c_k^w \Delta_{k}^w \hat{\Omega}(k-1)}{c_k^w \rho_k^w(k)} r_k^w
\]

(3.43)

where \(\hat{\Omega}(k-1)\) is defined similarly to \(\hat{\Omega}(k-1)\).

Then the SPSA algorithm of the hidden layer becomes

\[
\hat{w}(k) = \hat{w}(k-1) + \alpha^w(k) \frac{s^T(k)(1 - k_v z^{-1})(\hat{f}^w+(k-1) - \hat{f}^w-(k-1))}{c_k^w \rho_k^w(k)} r_k^w
\]

(3.44)

**Theorem 3.3:** The operator \(H_1^w : s(k) \rightarrow \Phi^w(k)\), which represents the SPSA learning algorithm of the hidden layer, satisfies the conditions (a) and (b) of Theorem 3.1.

Proof: Using the property of local minimum points of the gradient
\[- \frac{\partial e^T(k)e(k)}{\partial (\hat{w}(k-1,i,n_i))} \hat{w}_{k-1,i,n_i} \geq 0 \] [70]. We have

\[
0 \leq - \frac{\partial e^T(k)e(k)}{\partial (\hat{w}(k-1))} \hat{w}_{k-1} = \sum_{i=1}^{n_h} \left\{ \frac{\partial e^T(k)e(k)}{\partial (\hat{w}_{k-1,i})} \hat{w}_{k-1,i} \right\} \\
= \sum_{i=1}^{n_h} \left\{ \frac{h'_{k-1,i}}{\hat{\mu}_{k-1,i}} e^T(k)\hat{v}(k-1,i)x^T(k-1)\hat{w}_{k-1,i} \right\} \\
= \sum_{i=1}^{n_h} \left\{ \frac{h'_{k-1,i}}{\hat{\mu}_{k-1,i}} e^T(k)\hat{v}(k-1,i)x(k-1)^T\hat{w}_{k-1,i} \right\} \\
\leq \frac{\lambda}{\lambda_{min}} \sum_{i=1}^{n_h} \left\{ \frac{\hat{\mu}_{k-1,i}}{\mu_{k-1,i}} e^T(k)\hat{v}(k-1,i)x(k-1)^T\hat{w}_{k-1,i} \right\} \\
= - \frac{\lambda}{\lambda_{min}} e^T(k)\Phi^w(k) \\
\tag{3.45}
\]

where \( \hat{v}(k-1,i) \in \mathbb{R}^m \), \( \hat{v}(k-1) = [\hat{v}^T_{k-1,1}, \ldots, \hat{v}^T_{k-1,n_h}]^T \) and \( \hat{w}_{k-1,i} = w^*_{k-1,i} - \hat{w}(k-1,i) \in \mathbb{R}^{n_i} \) are weight vector components of the hidden and output layers linked to the ith hidden layer neuron, \( \lambda \geq h'_{k-1,i} \) is the maximum value of the derivative \( h'_{k-1,i} \) of the activation function in Eq.(3.19), and \( \lambda_{min} \neq 0 \) is the minimum non-zero value of the parameter \( \hat{\mu}_{k-1,i} \) defined in \( \hat{\Omega}(k-1) \).
Using Eq.\((3.44)\) and \((3.45)\), then similar to the proof of Theorem 3.2, we have

\[
\|\hat{w}(k)\|^2 - \|\hat{w}(k-1)\|^2
\]

\[
= -\left\{ 2\alpha^w(k) \frac{c^T(k)(\hat{\hat{w}}(-k) - \hat{\hat{w}}^+(k-1))}{\rho^w(k)c^w_k} (r_k^w)^T \hat{w}(k-1) \right\} +
\]

\[
\|\alpha^w(k) \frac{e^T(k)(\hat{\hat{w}}(-k) - \hat{\hat{w}}^+(k-1))}{\rho^w(k)c^w_k} \| \hat{w}(k-1) \|^2 = \sum_{i=1}^{n_h} \{ \hbar_{k-1,i} h_{k-1,i} e^T(k) \hat{v}(k-1) x^T(k-1) \hat{w}_{k-1,i} \}(\hat{w}_T(k-1)(\hat{w}(k-1)
\]

\[
\|\hat{w}(k)\|^2 - \|\hat{w}(k-1)\|^2 \leq 2\alpha^w(k) \left( \frac{\lambda}{\lambda_{\min}} \right)^2 \frac{p_w}{\rho^w(k)} e^T(k) \Phi^w(k) + \|e^T(k)\|^2 \|\hat{\hat{w}}^-(k-1) -
\]

\[
\hat{\hat{w}}^+(k-1)\|\|r_k^w\|^2 \left( \frac{\alpha^w(k)}{\rho^w(k)} \right)^2
\]

\[
\leq 2\alpha^w(k) \left( \frac{\lambda}{\lambda_{\min}} \right)^2 \frac{p_w}{\rho^w(k)} s^T(k) \Phi^w(k) + \alpha^w(k) k_v \left( \frac{\lambda}{\lambda_{\min}} \right)^2 p_w \|\Phi^w(k)\|^2
\]

\[
+ \|s(k)\|^2 \left( \frac{\alpha^w(k)}{\rho^w(k)} \right)^2 \frac{p_w \phi^w}{k_v (\rho^w(k))^{-2}} + 2(1 + \Phi^w) \|\hat{\hat{w}}^-(k-1) -
\]

\[
\hat{\hat{w}}^+(k-1)\|\|r_k^w\|^2 \left( \frac{\alpha^w(k)}{\rho^w(k)} \right)^2
\]

Note that we take the fact that \(\lambda \geq \mu_{k-1,i}\) is the maximum value of the derivative and the increment of the activation function. Similar to section 3, we have

\[
- \frac{k_v \left( \frac{\lambda}{\lambda_{\min}} \right)^2 \|\hat{\hat{w}}^-(k-1)\|^2}{2} + \left( \frac{\|\hat{\hat{v}}(k)\|^2 - \|\hat{\hat{v}}(k-1)\|^2}{2\alpha^w(k)p_w} \right) \leq \left\{ s^T(k) \Phi^w(k) (\rho^w(k))^{-1} \right\}
\]

\[
+ \frac{\|s(k)\|^2 (\rho^w(k))^{-2} \frac{\phi^w}{k_v} + 2(1 + \Phi^w) \|\hat{\hat{w}}^-(k-1) -
\]

\[
\hat{\hat{w}}^+(k-1)\|\|r_k^w\|^2}{2}
\]

\[
\leq \left\{ s^{nT}(k) \Phi^{wn}(k) \right\} + \frac{\|s^{n}(k)\|^2}{2} \tag{3.46}
\]

\[\]
under the condition \( \Phi^w = \max(\|\Phi^w(k)\|^4\|\Phi^w(k)\(\Phi^w(k))^T\|^{-2}) \) and choosing the normalized factor \( \rho^w(k) \) to guarantee that there exists a constant \( \sigma^w \) such that

\[
0 < (\rho^w(k))^{-1}\left\{ \frac{\Phi^w}{k^w} + 2(1 + \Phi^w)\frac{\alpha^w(k)}{p^w}\left(\frac{\lambda_{\text{min}}}{\lambda}\right)^2\|\hat{f}^w-(k-1)- \hat{f}^w+(k-1)\|_2^2 \right\} \leq \sigma^w < 1 \tag{3.47}
\]

Summing the above equation to \( N \) steps we have

\[
\sum_{k=1}^{N} s^n_T(k)\Phi^w(k) + \frac{1}{2}\sigma^w s^n_T(k) s^n(k) \geq -\frac{1}{2}(\hat{w}(0)\frac{\lambda_{\text{min}}}{\lambda})^2 - \sum_{k=1}^{N} k_v(\frac{\lambda_{\text{min}}}{\lambda})^2\|\hat{\Omega}(k-1)\|_2^2\|\hat{w}(k-1)\|_2^2 \tag{3.48}
\]

The conic sector stability of the closed loop SPSA controller is closely linked to the convergence property of the SPSA training algorithm in a sense of the traditional deterministic neural control system approach. For example, there are a few important properties related to the established conic sector conditions for the robust neural controller and the convergence properties of the SPSA closed-loop training algorithm.
3.6 Discussion of the Convergence Properties of the Specified SPSA Controller

(a) In addition to the stability proof, one of the most interesting contributions of this chapter is to reveal the relationship between the conventional adaptive control system and generalization theory, which is mainly developed for the neural network pattern recognition system and, to the best of our knowledge, is not widely acknowledged by the control community. A relatively larger learning rate will contribute to faster convergence speed of the SPSA training algorithm, and our equations (3.29) reveals that a relatively small number of neurons will yield relatively larger optimal rates. This concept is closely linked to the generalization property of neural network theory. While the theoretical upper bounds for the learning rate may not be computed, they serve the purpose of illuminating the generalization property of neural network theory. And in the next chapter, we will discuss how to choose an optimal network structure in this online control system.

(b) The stability condition of the hidden layer training is weaker than the condition of the output layer training in the sense that the constant $\sigma^w$ is not always satisfying the requirements since the minimum value $\lambda_{min} \to 0$. This is logical as the output of the hidden layer is always bounded due to the nature of the nonlinear activation function in the hidden layer defined in Eq. (3.19). In addition, the tracking signal $s(k)$ should be bounded as in Theorem 3.2 for
the output layer training without influence from the hidden layer at all. The important role of Theorem 3.3 is that the parameter estimation error $\hat{w}(k-1)$ should be bounded to meet the stability condition.

(c) The SPSA measurement noises $\varepsilon^v_k$ and $\varepsilon^w_k$ are linked dynamically and proportionally to the overall control system noise, i.e.

$$
\varepsilon_k = \|\hat{f}^+(k-1) - \hat{f}^-(k-1)\|^2(\hat{f}^+(k-1) - \hat{f}^-(k-1))\varepsilon^v_k
$$

$$
= \frac{(H(\hat{w}(k-1), x(k-1))\Delta^v_k)\varepsilon^v_k}{\|H(\hat{w}(k-1), x(k-1))\Delta^v_k\|^22c^v_k}
$$

$$
\varepsilon_k = [\hat{f}(k-1) - \hat{f}(k-1)] - \|\hat{f}^+(k-1) - \hat{f}^-(k-1)\|^2(\hat{f}^+(k-1) - \hat{f}^-(k-1))\varepsilon^w_k
$$

for the output and hidden layers, respectively, which are always bounded as long as the closed-loop system is stable in the sense that the conic sector conditions in Theorem 3.2 and 3.3 are satisfied.

Theorem 3.1,3.2 and 3.3 guarantee signals $s(k), \Phi^v(k-1), \Phi^w(k-1) \in L_2$, therefore, the original feedback system in Figure(3.1) is stable in the sense of bounded input-output error signals for the SPSA estimation.

The robust neural control algorithm can be summarized as (refer to Figure(3.1)): 
Summary of the SPSA Training Algorithm for Neural Controller

Step 1.

Initializing: Form the new input vector $x(k - 1)$ of the neural network defined in Eq.(3.18);

Step 2.

Calculating the output $\hat{f}(k - 1)$ of the neural network: Use the input state $x(k - 1)$ and the existing or initial weights of the network in the first iteration;

Step 3.

The control input $u(k - 1)$ is calculated based on Eq.(3.11);

Step 4.

The new measurement of the system dynamics is taken and the measurable tracking error signal $s(k)$ is fed through a fixed filter to produce the implicit training error signal $e(k)$ of the network;

Step 5.

The tracking error $s(k)$ is used directly to train the neural network and calculates the new weights $\hat{v}(k)$ and $\hat{w}(k)$ using the learning law in Eq.(3.31) and (3.44) for the output and hidden layers, respectively, of the next iteration;
Step 6.

Go back to Step 1 to continue the iteration.

3.7 Simulation Results

One or two-link robot arm model is extensively used in the literature of neural control applications [70, 71, 85, 86] because it is a simple, yet effective example to illustrate all the nonlinear terms arising in a general n-link manipulator. A dynamic equation of the two-link direct drive manipulator is given in matrix form [68] by

$$\text{Tor} = M(y)\ddot{y} + V(y, \dot{y}) + F(\dot{y}) \quad (3.50)$$

where the vector $y, \dot{y}, \ddot{y}$ are the joint angle, the joint angular velocity and joint angular acceleration, respectively. $M(y) \in \mathbb{R}^{2 \times 2}$ is configuration dependent inertia matrix, $V(y, \dot{y})$ is a $2 \times 1$ vector representing centrifugal and coriolis effects, and $F(\dot{y})$ is the $2 \times 1$ vector representing coulomb friction.

From the practical point of view, robots are controller by digital computers on discrete time basis. Digital implementation of a solution based on continuous time model can result in degradation of performance and the closed loop system can even become unstable, especially when the sampling time is not small. In order to design the digital controller, a discrete time robot is required, one of the approaches [68] is based on the energy conservation theorem for the Lagrange equations. In the following sections we apply the above mentioned methods to derive the discrete
time models for the direct drive robot.

### 3.7.1 Euler’s Method

When a robot manipulator is controller by a digital controller, then interfaces such as D/A and A/D converters are needed to couple the plant with the computer. Therefore, the input to the plant is updated at every sampling instant and maintained constant by the converters:

\[
Tor(kT + t) = Tor(kT)
\]  

(3.51)

for \(0 \leq t < T\) with \(T\) is the sampling time. The A/D converters sampling the output state variables of the plant at every instant produce the piecewise constant states:

\[
y(kT + t) = y(kT)
\]

\[
\dot{y}(kT + t) = \dot{y}(kT)
\]  

(3.52)

For simulation and/or control purpose, what we need is a model of the discrete time system consisting of the cascade connection of D/A, holder, robot, sampler and A/D. Usually, approximate model of the discrete time robot are derived by applying numerical discretization procedure to dynamic equation. The most popular approach is the Euler’s rule [68]. Using this method, the following equations are
obtained:

\[ y(k + 1) = y(k) + T \dot{y}(k) \]
\[ \dot{y}(k + 1) = \dot{y}(k) + T \ddot{y}(k) \]

So consequently the following state space representation of the discrete time model obtained from Euler’s method can be presented:

\[
[y(k + 1), \dot{y}(k + 1)]^T = [y(k) + T \dot{y}(k), \dot{y}(k) - TM^{-1}(y(k))[V(y(k), \dot{y}(k)) + F(\dot{y}(k))]]^T + [0, TM^{-1}(y(k))]^T \star Tor(k)
\] (3.53)

And then we can get the discrete time dynamic model as follows:

\[
y(k + 1, 1) = y(k, 1) + T \star y(k, 2)
\]
\[
y(k + 1, 2) = y(k, 2) - T \star M^{-1}(y(k, 1)) \star [V(y(k, 1), y(k, 2)) + F(y(k, 1), y(k, 2))] + T \star M^{-1}(y(k, 1)) \star Tor(k)
\]
\[
= f(y(k, 1), y(k, 2)) + U(k) + \varepsilon(k)
\] (3.54)

where \(y(k) = [y(k, 1), y(k, 2)]^T\) and \(y(k, 1)\) and \(y(k, 2)\) are the joint angle and velocity vectors, respectively, \(T\) is the sampling time, \(U(k) = T \star M^{-1}(y(k, 1)) \star Tor(k)\) is the torque control vector signal and here an assumption is made that the \(M^{-1}(y(k, 1))\) is approximately known to compute the \(U(k)\), \(\varepsilon(k)\) is a normally distributed disturbance with a bound \(\|\varepsilon(k)\| \leq 0.2\), and the nonlinear function \(f(y(k), y(k - 1)) = \)
\[ y(k, 2) - T \cdot M^{-1}(y(k, 1))[V(y(k, 1), y(k, 2)) + F(y(k, 1), y(k, 2))] \]

with the configuration dependent inertia matrix

\[
M(y(k, 1)) = \begin{bmatrix}
3.32 + 0.32\cos(y(k, 1)) & 0.12 + 0.16\cos(y(k, 1)) \\
0.12 + 0.16\cos(y(k, 1)) & 0.12
\end{bmatrix}
\]

centrifugal and coriolis effect \( V(y(k), y(k + 1)) = \)

\[
\begin{bmatrix}
-(y(k+1, 2) - y(k, 2))(2(y(k+1, 1) - y(k, 1)) + y(k+1, 2) - y(k, 2))0.16\sin(y(k, 2))/T^2 \\
0.16(y(k + 1, 1) - y(k, 1))^2\sin(y(k, 2))/T^2
\end{bmatrix}
\]

and coulomb friction

\[
F(y(k), y(k + 1)) = \begin{bmatrix}
5.3\text{sgn}((y(k + 1, 1) - y(k, 1))/T) \\
1.1\text{sgn}((y(k + 1, 2) - y(k, 2))/T)
\end{bmatrix}
\]

with \( T=0.002s \) being the sampling time.

A three-layered neural network is used as defined in section 2 of this chapter for this simulation study with 30 hidden layer neurons and two output neurons, which was trained by the standard back propagation and SPSA training algorithm with same control structures as shown in Figure(3.1). The desired joint trajectory is selected as

\[
d(k) = [d_{k1}, d_{k2}]^T = [(\pi/4)\sin(\pi \times kT), (\pi/4)\cos(\pi \times kT)]^T
\]  

(3.55)
which is shown as Figure(3.4). Then the tracking error is defined as:

\[ s(k) = y(k, 1) - d(k, 1) \]  

(3.56)

Define the control signal vector as:

\[ U(k - 1) = -\hat{f}(k) + y(k, 2) + k_v * s(k) \]  

(3.57)

where the sampling time is T=0.002sec and the linear gain parameter of the fixed controller was given as \( k_v = diag[0.5, 0.5] \), the \( \hat{f}(k) \) is the output of the neural network. All the initial conditions are chosen to be zero.

We use a variable input tracking signal, which change the magnitude of the reference signal from \( \pi/4 \) to \( \pi/3 \) then back to \( \pi/4 \) at the 1000 and 1600 iterations, respectively. Note that for nonlinear control systems, the change of the input signal magnitude is equivalent to change of the system model setting since the superposition theory is no longer valid. To reveal the problem of standard back-propagation algorithm, the neural controller using the standard back-propagation algorithm performs worst because a relatively larger tracking errors are achieved as a result of the drifting weight, as shown in Figure (3.9), (3.10), and (3.11). Figure (3.5), (3.6) and (3.7) show the output of the plant and the error signal of the robust SPSA based neural controller.

The theoretical stability analysis has been carried out in this chapter for the pro-
posed algorithm, and here for the specific implementation, some other notes need to be noted down. Taking the analysis for the output layer as an example, the conic condition would be satisfied only if the normalization factor is chosen properly, which will play two important roles. First, it guarantees the $0 < \tilde{\sigma}^v < 1$ to avoid the so-called vanishing cone problem. Secondly, it also guarantees the condition (a) for the estimation error and output will be satisfied which in turn guarantees the tracking error would be bounded. So in the simulation part, it is critical important to decide this normalization factor for the output layer. According to Equation (3.36)

$$1 > \tilde{\sigma}^v \geq \frac{\alpha^v(k)}{p_v} \| \Delta_k^v \|^2 \| r_k^v \|^2 (\tilde{\rho}^v(k))^{-1}$$

(3.58)

So if

$$\tilde{\rho}^v(k) > \frac{\alpha^v(k)}{p_v} \| \Delta_k^v \|^2 \| r_k^v \|^2$$

(3.59)

where $p_v = m \times n_h$ with $m = 2$ denoting the dimension of the input and $n_h = 30$ is the number of neurons. Thus, at every step, if we choose the value of the normalization factor as bigger than $\frac{\alpha^v(k)}{p_v}$, and a good example is $\sqrt{1 + \left(\frac{\alpha^v(k)}{p_v}\right)^2}$. The same strategy can be applied to the hidden layer training, thus it will lead to a guaranteed stability of the nonlinear system in the simulation process.

As discussed before, a suitable number of neurons with maximum learning rate, achieve a good generalization performance in terms of reduced control signal error and faster tracking performance, compared to the fixed PID controller with the
initial optimal parameters before the change of setting point, shown in Figure (3.13), (3.14) and (3.15), with the drift free parameter estimate in Figure (3.8).

3.8 Concluding Remarks

In this Chapter, a robust neural controller based on the SPSA algorithm has been developed to obtain the guaranteed stability with a normalized learning algorithm. A complete stability analysis is performed for the closed-loop control system. Simulation results show that the proposed robust neural controller performs better than a neural controller based on the standard back-propagation algorithm or the PID controller.

And as discussed, a network with a minimum necessary number of neurons may be the best to approximate a nonlinear system rather than a over-fitted large network.
As shown in the simulation part, a suitable number of neurons (not necessary the biggest network) can have a good generalization performance in terms of reduced control signal error and fast tracking performance, which can be further developed into the adaptive pruning based algorithm for an optimal performance. This point will be explored further in the next chapter.
Figure 3.6: Tracking error by using the robust SPSA based neural controller.

Figure 3.7: Mean square error by using the robust SPSA based neural controller.
Figure 3.8: One weight $v_{1,1}$ of the output layer by using the robust SPSA based neural controller.

Figure 3.9: Output by using the standard BP based neural controller.
Figure 3.10: Tracking error by using the standard BP based neural controller.

Figure 3.11: Mean square error by using the standard BP based neural controller.
Figure 3.12: One weight $v_{1,1}$ of the output layer by using the standard BP based neural controller.

Figure 3.13: Output by using the PID based controller.
Figure 3.14: Tracking error by using the PID based controller.

Figure 3.15: Mean square error by using the PID based controller.
Chapter 4

Dynamic Weight-Pruning Based Training Algorithm for Neural Tracking Control Systems

4.1 Introduction

As justified in the previous chapter, a network with the minimum necessary number of neurons may be the best way to approximate a nonlinear system rather than a large over-fitted network. When a neural system is used to handle unlimited examples, including training data and testing data, an important issue is how well it generalizes to patterns of the testing data, which is known as generalization ability. The generalization ability of neural networks is very important and a rule of thumb
for good generalization in neural systems is that the smallest acceptable system should be used to fit the training data. When a network has too many free parameters (i.e., weights and/or units), it may end up by just memorizing the training patterns. Both theoretical [87] and practical results [88, 89] show that networks with minimal free parameters exhibit better generalization performance, which can be illustrated by recalling the analogy between neural network learning and curve fitting [21, 23, 90]. Moreover, knowledge embedded in smaller trained networks is presumably easier to interpret and thus the extraction of simple rules can hopefully be facilitated. Lastly, from an implementation standpoint, small networks only require limited resources in any physical computational environment. Unfortunately, it is normally difficult to determine the optimal size of networks, particularly, in the sequential training applications such as online control. In this chapter, an online training algorithm with a dynamic pruning procedure is proposed for the online tuning and pruning the neural tracking control system. Similar to Chapter 3, the conic sector theory is also introduced in the design of this robust neural control system, which aims at providing guaranteed boundedness for both the input-output signals and the weights of the neural network in the presence of certain disturbance and pruning. The neural network is trained by this algorithm in a closed-loop manner to provide an improved training and generalization performance over the standard back-propagation algorithm, in terms of guaranteed stability of the weights, which in turn, yields good tracking and generalization performance for the dynamical control system.
4.2 NN Tracking Controller and the Dynamic Training and Pruning Algorithm

4.2.1 Design of the Controller

As in the last chapter (see Chap3 for details), a dynamic control system is presented at an input-output form as the following:

\[ y_{k+1} = f(y_k, \ldots, y_{k-l}, u_{k-1}, \ldots, u_{k-n}) + u_k + \varepsilon_k \]  \hspace{1cm} (4.1)

where \( y_k \in \mathbb{R}^m \) is the output, \( f(\cdot) \in \mathbb{R}^m \) is a dynamic nonlinear function follows the same settings as described in last chapter, \( \varepsilon_k \in \mathbb{R}^m \) denotes the system noise vector which is a bounded vector and \( u_k \in \mathbb{R}^m \) is the control signal vector with a unit discrete time delay, which can also be extended to a d-step delay system by using a linear predictor [82]. The tracking error of the control system can be defined as

\[ s_k = y_k - d_k \]  \hspace{1cm} (4.2)

where \( d_k \in \mathbb{R}^m \) is the command signal. Define the control signal as

\[ u_k = -\hat{f}_k + d_{k+1} + k_v s_k \]  \hspace{1cm} (4.3)

where \( k_v \) is the gain parameter of the fixed controller and \( \hat{f}_k \) is the estimate of the nonlinear function \( f(\cdot) \) by the neural network. Then the error vector can be
presented as

\[ e_k = f_{k-1} - \hat{f}_{k-1} + \varepsilon_k \]  \hspace{1cm} (4.4)

to train the neural network as shown in Figure 4.1

![Diagram of control scheme](image)

Figure 4.1: Structure of the control scheme

Note that the training error \( e_k \) may not be directly measurable, so we should use the tracking error to generate it using the closed-loop relationship (4.1), (4.3) and (4.4)

\[ e_k = (1 - z^{-1}k_v)s_k \]  \hspace{1cm} (4.5)

### 4.2.2 Basic Form of the Training Algorithm

The Adaptive Simultaneous Perturbation(ASP) approach [37] is composed of two parallel recursions: one for the weights \( W \) and one for the Hessian of the loss
function, $L(W)$. The two core recursions are, respectively:

$$\hat{W}_k = \hat{W}_{k-1} - a_k (\overline{H})^{-1}_k G_k (\hat{W}_{k-1})$$  \hspace{1cm} (4.6)

$$\overline{H}_k = M_k (\overline{H}_{k-1})$$  \hspace{1cm} (4.7)

$$\overline{H}_k = \frac{k}{k+1} \overline{H}_{k-1} + \frac{1}{k+1} \hat{H}_k$$  \hspace{1cm} (4.8)

where $a_k$ is a nonnegative scalar gain coefficient, $G_k (\hat{W}_{k-1})$ is the input information related to the gradient or the gradient approximation. $M_k$ is a mapping designed to cope with possible non-positive definiteness of $\overline{H}_k$ [37], and $\hat{H}_k$ is a per-iteration estimation of the Hessian discussed below. The parallel recursions can be implemented once $\hat{H}_k$ is specified and the formula for estimating the Hessian at each iteration can be presented as

$$\hat{H}_k = \frac{1}{2} \left[ \frac{\delta G^T_k}{2c_k} r_k + \left( \frac{\delta G^T_k}{2c_k} r_k \right)^T \right]$$  \hspace{1cm} (4.9)

where

$$\delta G_k = G^{(1)}_k (\hat{W}_k + c_k \Delta_k) - G^{(1)}_k (\hat{W}_k - c_k \Delta_k)$$  \hspace{1cm} (4.10)

$$G^{(1)}_k (\hat{W}_k \pm c_k \Delta_k) = \frac{L(\hat{W}_k \pm c_k \Delta_k + \tilde{c}_k \tilde{\Delta}_k) - L(\hat{W}_k \pm c_k \Delta_k - \tilde{c}_k \tilde{\Delta}_k)}{2 \tilde{c}_k}$$  \hspace{1cm} (4.11)

with $\Delta_k = (\Delta_{k1}, \Delta_{k2}, \ldots, \Delta_{kp})^T$ is generated via Monte Carlo according to conditions specified in [37,59,60] and $r_k = (\Delta_{-1}^{k1}, \Delta_{-1}^{k2}, \ldots, \Delta_{-1}^{kn})$. $\tilde{\Delta}_k = (\tilde{\Delta}_{k1}, \tilde{\Delta}_{k2}, \ldots, \tilde{\Delta}_{kp})^T$ is generated in the same statistical manner as $\Delta_k$, but independently of $\Delta_k$, and
\( \tilde{r}_k = (\tilde{\Delta}_{k1}^{-1}, \tilde{\Delta}_{k2}^{-1}, \ldots, \tilde{\Delta}_{kp}^{-1})^T \). \( c_k \) is a positive scalar satisfying certain regularity conditions [37, 59, 60] and with \( \tilde{c}_k \) satisfying conditions similar to \( c_k \).

The output of a three-layer neural network can be presented as

\[
\hat{f}_{k-1} = H(\hat{\omega}_{k-1}, x_{k-1})\hat{\nu}_{k-1}
\]  

(4.12)

where the input vector \( x_{k-1} \in \mathbb{R}^{n_i} \) of the neural network is

\[
x_{k-1} = [y_{k-1}^T, y_{k-2}^T, \ldots, u_{k-2}^T, u_{k-3}^T \ldots]^T
\]  

(4.13)

\( \hat{\nu}_{k-1} \in \mathbb{R}^{p_v} \) is the weight vector of the output layer, and \( \hat{\omega}_{k-1} \in \mathbb{R}^{p_w} \) is the weight vector of the hidden layer of the neural network with \( p_v = m \times n_h \) and \( p_w = n_h \times n_i \), where \( n_i \) and \( n_h \) are the number of the neurons in the input and hidden layers of the network, respectively. \( H(\hat{\omega}_{k-1}, x_{k-1}) \in \mathbb{R}^{m \times p_v} \) is the nonlinear activation function matrix:

\[
H(\hat{\omega}_{k-1}, x_{k-1}) = \begin{bmatrix}
    h_{k-1,1}, h_{k-1,2}, \ldots, h_{k-1,n_h} & 0 & \ldots & 0 \\
    0 & \ldots & h_{k-1,1}, h_{k-1,2}, \ldots, h_{k-1,n_h} & 0 \\
    \ldots & \ldots & \ldots & \ldots
\end{bmatrix}
\]

with \( h_{k-1,i} \) is the nonlinear activation function

\[
h_{k-1,i} = h(x_{k-1}^T\hat{\omega}_{k-1,i}) = \frac{1}{1 + e^{-4\lambda x_{k-1}^T\hat{\omega}_{k-1,i}}}
\]  

(4.14)
with \( \hat{w}_{k-1,i} \in \mathbb{R}^{n_i} \), \( \hat{w}_{k-1} = [\hat{w}_{k-1,1}^T, \ldots, \hat{w}_{k-1,n_h}]^T \) and \( 4\lambda > 0 \), which is the gain parameter of the threshold function.

### 4.2.3 Hessian Based Pruning

The idea of this approach is introduced, with details in the chapter 2. In this method, the weight corresponding to the smallest saliency

\[
S_i = \frac{(\hat{W}(k,i))^2}{2[H_{i,i}^{-1}]} \tag{4.15}
\]

is the one selected for deletion, where \( H^{-1} \) is the inverse of the Hessian matrix \( H \), and \( [H_{i,i}^{-1}] \) is the \( ii \)-th element of the inverse matrix. The value \( S_i \) optimized with respect to \( \Delta \hat{W}(k) \), subject to the constraint that the \( i \)-th synaptic weights \( \hat{W}(k,i) \) be eliminated, is called the saliency of \( \hat{W}(k,i) \).

Moreover, the corresponding optimal changes in the remainder of the weights are given as

\[
\Delta \hat{W}(k) = -\frac{\hat{W}(k,i)}{[H_{i,i}^{-1}]} H^{-1} I_i \tag{4.16}
\]

And in this chapter, the Hessian matrix is a dynamic term which contains the information of the latest \( L \) steps. This point is going to be discussed deeply in the next section. Until now, the idea of this novel Dynamic Training and Pruning (DTP) algorithm is going to be established. The perturbation is applied to update the weights of both layers by using adaptive simultaneous perturbation algorithm.
and related useful information is extracted in this process to do the pruning when some criteria is satisfied. The detailed steps for implementing this novel algorithm are illustrated next.

**Remark 4.1:** Similar to Chapter 3, we could define the overall estimate parameter vector $\hat{W}_k = [\hat{v}_k^T \hat{w}_k^T] \in \mathbb{R}^p$ with $p = p_v + p_w$ in the DTP algorithm. However, for a multilayered neural network, it may not be possible to update all the estimated parameters with a single gradient approximation function to meet the stability requirement. Therefore, it is better that the estimated parameter vectors $\hat{v}_k$ and $\hat{w}_k$ are updated separately in the DTP algorithm using different gradient approximation functions as in the standard BP training algorithm. This point will be explored further in the robustness analysis in the next section.
4.2.4 The DTP Algorithm

Summary of the DTP Algorithm for Neural Controller

Step 1.
Initializing: Form the new input vector $x_{k-1}$ of the neural network defined in Eq.(4.13);

Step 2.
Calculating the output $\hat{f}_{k-1}$ of the neural network: Use the input state $x_{k-1}$ and the existing or initial weights of the network in the first iteration;

Step 3.
Calculating the control input $u_{k-1}$ by using
$$u_{k-1} = -\hat{f}_{k-1} + d_k + k_v s_{k-1};$$

Step 4.
Evaluating the estimation error $e_k$ by feeding the tracking error signal $s_k$ into a fixed filter;

Step 5.
Evaluate the squared error of L consecutive training samples: If all of them are less than the criteria for pruning $\xi$ (where we assume it reaches a local minimum), goto step 6; else, go to step 7;

Step 6.
Do the pruning by choosing the weight corresponding to the minimum saliency, then goto step 7;
Step 7.

Updating the weights for the output layer
\[
\hat{\theta}_k^v = \hat{\theta}_{k-1}^v - \frac{a_k^v(M_k^v)^{-1} e_k^p H(\hat{\theta}_{k-1}^v - x_k) 2 \Delta_k^v}{\rho_k^v} r_k^v
\]
(see Eq. (4.28) in section 3 of this chapter)

and hidden layer
\[
\hat{\theta}_k^w = \hat{\theta}_{k-1}^w - \frac{a_k^w(M_k^w)^{-1} e_k^p (\hat{f}_{k-1}^w - f_{k-1})}{\rho_k^w} r_k^w
\]
(see Eq. (4.58) in section 4 of this chapter)

respectively, and the role of \(\rho_k^v\) and \(\rho_k^w\) is also illustrated later;

Step 8.

Go back to step 2 to continue the iteration.

After summarizing the DTP algorithm, it is necessary to investigate the robustness for this algorithm. Since in Chapter 3, we have derived the conic sector conditions for the learning law in both layers already, which are very similar to those for the second-order SPSA (ASP). So here certain repeated proof procedure will be neglected, and put the emphasis on the robustness analysis for pruning procedure in the following sections.
4.3 Conic Sector Condition for the Robustness Analysis of the Learning Law in the Output Layer

As mentioned above, the conic conditions for the estimation error for both layers are similarly derived as last chapter and the extension to the tracking error is illustrated in Chapter 3, thus we will put the emphasis on the analysis for pruning procedure, which is not analyzed yet and so it is more convenient to analyze the conic conditions for the training and pruning processes separately.
4.3.1 Conic Sector Condition for the Training Process in the Output layer

According to Eq.(4.4) the error signals can be extended as:

\[ s_k = H_2 e_k \]

\[ = H_2 (f_{k-1} - \hat{f}_{k-1} + \varepsilon_k) \]

\[ = H_2 (f_{k-1} - \hat{f}_{k-1} + \varepsilon_k) \]

\[ = H_2 (H(w^*, x_{k-1})v^* - H(\hat{w}_{k-1}, x_{k-1})\hat{v}_{k-1} + \varepsilon_k) \]

\[ = H_2 (H(w^*, x_{k-1})v^* - H(\hat{w}_{k-1}, x_{k-1})v^* + H(\hat{w}_{k-1}, x_{k-1})v^* \]

\[ - H(\hat{w}_{k-1}, x_{k-1})\hat{v}_{k-1} + \varepsilon_k) \]

\[ = H_2 (H(\hat{w}_{k-1}, x_{k-1})\tilde{v}_{k-1} + \tilde{H}(\hat{w}_{k-1}, x_{k-1})v^* + \varepsilon_k) \]

\[ = H_2 H(\hat{w}_{k-1}, x_{k-1})\tilde{v}_{k-1} + \tilde{v}_k \]

\[ = -H_2 \tilde{v}_k + \tilde{v}_k \]

\[ (4.17) \]
where the operator $H_2 = 1$ and

$$
\begin{align*}
\Phi_k^v &= -H(\hat{w}_k, x_k) \tilde{v}_{k-1} \\
\bar{e}_k^v &= H_2(\tilde{H}(\hat{w}_k, x_k) v^* + \varepsilon_k) \\
\hat{H}(\hat{w}_k, x_k) v^* &= (H(w^*, x_k) - H(\hat{w}_k, x_k)) v^* \\
\hat{f}_{k-1}^{v+} &= H(\hat{w}_k, x_k)(\hat{v}_k + c_k \Delta_k^v) \\
\hat{f}_{k-1}^{v-} &= H(\hat{w}_k, x_k)(\hat{v}_k - c_k \Delta_k^v)
\end{align*}
$$

\begin{align*}
\text{with } \Delta_k^v \text{ and } r_k^v \in R^{p_v}, \text{ which can be viewed as the first } p_v \text{ components of } \Delta_k \text{ and } r_k \text{ defined before.}
\end{align*}

We define the operator $H_1^v$, which represents the training process of the output layer, and the loss function as

$$
L(\hat{v}_k, \hat{w}_k) = \|f_k - \hat{f}_k\|^2
$$

and with definitions in equation, we have a gradient approximation using the simultaneous perturbation vector $\Delta_k^v \in R^{p_v}$ to stimulate the weights of the output.
layer:

\[
g(\hat{v}_{k-1}, \hat{w}_{k-1}, \Delta^v_k) = \frac{L(\hat{v}_{k-1} + c^v_k \Delta^v_k, \hat{w}_{k-1}) - L(\hat{v}_{k-1} - c^v_k \Delta^v_k, \hat{w}_{k-1}) + \varepsilon^v_k r^v_k}{2c^v_k}
\]

\[
= \frac{(f_{k-1} - \hat{f}_{k-1}^v)^2 - (f_{k-1} - \hat{f}_{k-1}^{v-})^2 + \varepsilon^v_k r^v_k}{2c^v_k}
\]

\[
= \frac{(f_{k-1} - \hat{f}_{k-1}^v + f_{k-1} - \hat{f}_{k-1}^{v-})(\hat{f}_{k-1}^{v-} - \hat{f}_{k-1}^v) + \varepsilon^v_k r^v_k}{2c^v_k}
\]

\[
= \frac{e^T_k (\hat{f}_{k-1}^{v-} - \hat{f}_{k-1}^v)}{c^v_k} r^v_k
\]

\[
= \frac{e^T_k H(\hat{w}_{k-1}, x_{k-1}) 2 \Delta^v_k r^v_k}{(k+1)}
\]

Since in the basic form of ASP, \( \overline{H}_k \) is actually the sample mean of \( \hat{H}_k \) during the period, which is

\[
\overline{H}_k = \frac{1}{k+1} \sum_{k=0}^{k} \hat{H}_k
\]
and according to the definition of $\hat{H}_k$, we can get

$$\hat{H}_k^v = \frac{1}{2} \frac{\delta G_k^{vT}}{2c_k^v} r_k^v + \left( \frac{\delta G_k^{vT}}{2c_k^v} r_k^v \right)^T$$

$$\delta G_{k-1}^v$$

$$= \frac{L(\hat{w}_{k-1}, \hat{v}_{k-1} + c_k^v \Delta_k^v + \bar{c}_k^v \bar{\Delta}_k^v) - L(\hat{w}_{k-1}, \hat{v}_{k-1} - c_k^v \Delta_k^v - \bar{c}_k^v \bar{\Delta}_k^v) + \bar{\varepsilon}_k^v \bar{r}_k^v}{2c_k^v}$$

$$+ \frac{L(\hat{w}_{k-1}, \hat{v}_{k-1} - c_k^v \Delta_k^v - \bar{c}_k^v \bar{\Delta}_k^v) - L(\hat{w}_{k-1}, \hat{v}_{k-1} - c_k^v \Delta_k^v - \bar{c}_k^v \bar{\Delta}_k^v) + \bar{\varepsilon}_k^v \bar{r}_k^v}{2c_k^v}$$

$$= g(\hat{w}_{k-1}, \hat{v}_{k-1} + c_k^v \Delta_k^v) - g(\hat{w}_{k-1}, \hat{v}_{k-1} - c_k^v \Delta_k^v)$$

$$= e(\hat{v}_{k-1} + c_k^v \Delta_k^v) H(\hat{w}_{k-1}, x_{k-1}) 2\bar{\Delta}_k^v \bar{r}_k$$

$$- e(\hat{v}_{k-1} - c_k^v \Delta_k^v) H(\hat{w}_{k-1}, x_{k-1}) 2\bar{\Delta}_k^v \bar{r}_k$$

$$= (f_{k-1} - \hat{f}_{k-1}^v + \varepsilon_k) H(\hat{w}_{k-1}, x_{k-1}) 2\bar{\Delta}_k^v \bar{r}_k$$

$$- (f_{k-1} - \hat{f}_{k-1}^v - \varepsilon_k) H(\hat{w}_{k-1}, x_{k-1}) 2\bar{\Delta}_k^v \bar{r}_k$$

$$= (\hat{f}_{k-1}^v - \hat{f}_{k-1}^v) H(\hat{w}_{k-1}, x_{k-1}) 2\bar{\Delta}_k^v \bar{r}_k$$

$$= 4H(\hat{w}_{k-1}, x_{k-1}) H^T(\hat{w}_{k-1}, x_{k-1}) c_k^v \Delta_k^v$$

(4.26)

with $\Delta_k^v, \bar{\Delta}_k^v, r_k^v, \bar{r}_k^v \in R^{p_v}$, which can be viewed as the first $p_v$ components of $\Delta_k, \bar{\Delta}_k, r_k, \bar{r}_k$, respectively.

And then we can get the $\overline{H}_k^v$

$$\overline{H}_k^v = \frac{1}{k+1} \sum_{k=0}^{k} \hat{H}_k^v = \frac{1}{k+1} \sum_{k=0}^{k} (2H(\hat{w}_{k}, x_{k}) H^T(\hat{w}_{k}, x_{k}))$$

(4.27)

After we define the $M_k^v$, which is after the mapping of $\overline{H}_k^v$ and consider the pruning,
we have a normalized learning law for the weight of the output layer:

\[
\hat{v}_k = \hat{v}_{k-1} - \frac{\lambda_k^v (M_k^v)^{-1} e_k^T H(\hat{w}_{k-1}, x_{k-1}) 2 \Delta_k^v}{\rho_k} \Delta_k^v r_k^v
\]  

(4.28)

where \( \rho \) is the bounded normalization factor, which is traditionally used in adaptive control systems to bound the signals in the learning algorithm [73], is defined as

\[
\rho_k^v = \mu \rho_{k-1}^v + \max \left\{ \left[ (M_k^v)^{-1} H(\hat{w}_{k-1}, x_{k-1}) \right]^2, \tilde{\rho} \right\}
\]  

(4.29)

with \( \tilde{\rho} > 0, u \in (0, 1) \).

Then the stability analysis of the robust neural controller can be justified by the conic sector condition, which requires the feedback system in Figure(4.2) to meet certain dissipative condition as in Theorem 4.1 and can be justified as in the following theorem.

**Theorem 4.2**: The operator \( H_k^v \): \( e_k \to \Phi_k^v \), which represents the training process.

Figure 4.2: The equivalent error feedback systems using the conic sector conditions for the estimate error \( e_k^T \) and the output \( \Phi_k^v = -H(\hat{w}_{k-1}, x_{k-1}) \hat{v}_k \), where \( H_2 = 1 \);
of the output layer (see Figure (4.2)), satisfies the condition (a) and (b) of Theorem 4.1, i.e. $e_k, \Phi_k^v \in L_2$.

Proof: As most of the procedure of this part is the same as the one in last chapter, we will simplify the procedures and put the main results here. So the conic conditions here can be justified as

$$
\sum_{k=1}^{N} \left\{ e_k^T \Phi_k^v + e_k^T \tilde{\sigma}^v \right\} \geq - (\tilde{v}_0)^2 \left\{ \frac{M_k^v \tilde{\rho}_k^v}{2a_k p_v} \right\}
$$

(4.30)

by selecting a suitable normalized factor $\tilde{\rho}_k^v$ to obtain the constant number $\tilde{\sigma}^v$ such that

$$
1 > \tilde{\sigma}^v \geq \frac{a_k^v (M_k^v)^{-1}}{p_v} \| \Delta_k^v \|^2 \| r_k^v \|^2 (\tilde{\rho}_k^v)^{-1}
$$

(4.31)

Note that the conic sector condition guarantees that the estimate error $e_k$ and the output $\Phi_k^v = -H(\hat{w}_{k-1}, x_{k-1}) \tilde{v}_k$ are bounded according to the Theorem 4.1, and in turn, the parameter estimate error $\tilde{v}_k$.

### 4.3.2 Conic Sector Condition for the Pruning Process in the Output Layer

However, from the criterion of pruning, we know that there is pruning once per step at most. So here a new term $e_k^p$ is defined to denote the estimation error instead.

$$
e_k^p = H_2 (f_{k-1} - \hat{f}_{k-1}^p + \varepsilon_k)
$$
where \( \hat{f}_{k-1}^p \) is the network output with pruning. And from the definition of this perturbation based pruning, it is obvious that

\[
\hat{f}_{k-1}^p = \hat{f}_{k-1}(\hat{v}_{k-1} + \Delta v_{k-1}) \tag{4.32}
\]

where the \( \Delta v_{k-1} \) is the added perturbation for pruning. According to the pruning criteria and Eq.(4.16), we know

\[
\Delta v_{k-1} = -\frac{v_{k-1,i}}{[H_{L_{k-1,i,i}}]^{-1}} H_{L_{k-1,i}} I_{k-1,i}
\]

\[
\hat{H}_{L_{k-1}}^v = \sum_{m=k-L}^{k-1} (\hat{H}_m^v)/L
\]

with \( i \) denoting the specific weight to be pruned, \( I_{k-1,i} \) is a unit vector whose elements are all zero, except for the \( i \)th element, which is equal to unity. \( \hat{H}_{k-1}^v \) is the per-iteration estimation Hessian matrix for the output layer. From the mean value theory, we have

\[
\hat{f}_{k-1}(\hat{v}_{k-1} + \Delta v_{k-1}) - \hat{f}_{k-1}(\hat{v}_{k-1}) = \Delta v_{k-1} \cdot \hat{f}'_{k-1,v} \tag{4.33}
\]

where \( \hat{f}'_{k-1,v} \) is the first derivative of the network output with respect to the weights of the output layer. It is easy to see that \( \|\hat{f}'_{k-1,v}\| < 1 \).
From above analysis, \( e_k^p \) can be rewritten as

\[
e_k^p = H_2(f_{k-1} - \hat{f}_{k-1}^p + \varepsilon_k)
\]
\[
= H_2(f_{k-1} - (\hat{f}_{k-1} + \Delta v_{k-1}\hat{f}_{k-1,v}) + \varepsilon_k
\]
\[
= -H_2(\Phi_v^k - \Delta v_{k-1}\hat{f}_{k-1,v}) + \tilde{e}_v^k
\]

(4.34)

From the basic concept of pruning, we know that some weight is deleted during the pruning. For example, let \( \hat{v}_{k-1}^p \in \mathbb{R}^n \) denote the weight vector after pruning of \( \hat{v}_{k-1} \), and we assume that the n-th weight \( \hat{v}_{k,n} \) is pruned, so we have

\[
\hat{v}_{k-1}^p = \Delta v_{k-1} + \hat{v}_{k-1}
\]
\[
\Delta v_{k-1} = \hat{v}_{k-1}^p - \hat{v}_{k-1}
\]
\[
= [\hat{v}_{k-1,1}, \ldots, 0] - [\hat{v}_{k-1,1}, \ldots, \hat{v}_{k-1,n}]
\]
\[
= [0, \ldots, -\hat{v}_{k-1,n}]
\]

(4.35)

which shows that the \( \Delta v_{k-1} \) is related to the current weight value, so from Theorem 4.2, \( \|\Delta v_{k-1}\| \) is a bounded term.

For the convenience of the analysis later, we can rewrite the \( e_k^p \) as a term so that it can describe the estimation error with pruning.

\[
e_k^p = -H_2\Phi_v^{pp} + \tilde{e}_v^k
\]
where

\[ \Phi_{vp} = \Phi_v - \tau_v \]  \hspace{1cm} (4.36)\]

where \( \tau_v = \Delta v_{k-1} \hat{f}_{k-1,v} \) and \( \| \tau_v \| \leq \tau_{v_{\text{max}}} \) with \( \tau_{v_{\text{max}}} \) is a positive constant.

And similarly, we have the learning law for the output layer after pruning:

\[ \hat{v}_k = \hat{v}_{k-1} - \frac{a_k(M^n_{k})^{-1} e_{k}^{\text{pT}} H(\hat{w}_{k-1}, x_{k-1}) 2\Delta v_k}{\rho_k} \]  \hspace{1cm} (4.37)\]

After reconstruct a new feedback system by using the new input \( e_k^{\text{pT}} \) and output term \( \Phi_{vp} = \Phi_v - \tau_v \), we can justify the conic sector condition for the learning law with pruning for the output layer as in Figure (4.3)

![Figure 4.3: The equivalent error feedback systems using the conic sector conditions for the estimate error \( e_k^{\text{pT}} \) and the output \( \Phi_{vp} = -H(\hat{w}_{k-1}, x_{k-1}) \hat{v}_k - \tau_v \), where \( H_2=1; \)
\[\|\tilde{v}_k\|^2 - \|\tilde{v}_{k-1}\|^2\]

\[= -2\{a^v_k(M^v_k)^{-1}e_k^T H(\hat{w}_{k-1}, x_{k-1})\Delta^v_k r_k^T \tilde{v}_{k-1}\}(\rho^v_k)^{-1}\]

\[+ (a^v_k(M^v_k)^{-1}e_k^T H(\hat{w}_{k-1}, x_{k-1})\Delta^v_k r_k^T (\rho^v_k)^{-1})^2\]

\[= 2\{a^v_k(M^v_k)^{-1}\}e_k^T H(\hat{w}_{k-1}, x_{k-1})\|\tilde{v}_{k-1}^T (\tilde{v}_{k-1})^{-1} \Delta^v_k r_k^T \tilde{v}_{k-1}\|(\rho^v_k)^{-1}\]

\[+ (a^v_k(M^v_k)^{-1}e_k^T H(\hat{w}_{k-1}, x_{k-1})\Delta^v_k r_k^T (\rho^v_k)^{-1})^2\]

\[= 2\{a^v_k(M^v_k)^{-1}\}e_k^T (\Phi^v_k + \tau^v_k)\|\tilde{v}_{k-1}^T (\tilde{v}_{k-1})^{-1} \Delta^v_k r_k^T \tilde{v}_{k-1}\|(\rho^v_k)^{-1}\]

\[+ (a^v_k(M^v_k)^{-1}e_k^T H(\hat{w}_{k-1}, x_{k-1})\Delta^v_k r_k^T (\rho^v_k)^{-1})^2\]

\[\text{(4.38)}\]

Consider the trace property

\[|\tilde{v}_{k-1}^T (\tilde{v}_{k-1})^{-1} \Delta^v_k r_k^T \tilde{v}_{k-1}| = |\text{tr}\{\tilde{v}_{k-1}^T (\tilde{v}_{k-1})^{-1} \Delta^v_k r_k^T \tilde{v}_{k-1}\}|\]

\[|\text{tr}\{\tilde{v}_{k-1}^T (\tilde{v}_{k-1})^{-1} \Delta^v_k r_k^T \}| = |\text{tr}\{\Delta^v_k r_k^T \}| \triangleq p^v\]

\[\text{(4.39)}\]

Eq. (4.38) can be rewritten as

\[\|\tilde{v}_k\|^2 - \|\tilde{v}_{k-1}\|^2\]

\[= 2a_k(M^v_k)^{-1}p^v\{e_k^T \Phi^v_k\}(\rho^v_k)^{-1} + 2a_k(M^v_k)^{-1}p^v e_k^T \tau^v_k (\rho^v_k)^{-1}\]

\[+ \|a^v_k(M^v_k)^{-1} e_k^T H(\hat{w}_{k-1}, x_{k-1})\Delta^v_k r_k^T (\rho^v_k)^{-1}\|^2\]
And from $\frac{1}{2}a^2 + 2b^2 \geq 2ab$, we have

$$
\|\tilde{v}_k\|^2 - \|\tilde{v}_{k-1}\|^2 \\
\leq 2a_k(M_k^v)^{-1}p_v\{e_k^p\Phi_k^v\}(\rho_k^v)^{-1} + a_k(M_k^v)^{-1}p_v(\frac{1}{2}\|e_k^p\|^2 + 2\|\tau_k^v\|^2)(\rho_k^v)^{-1} \\
+ \|(a_k^v(M_k^v)^{-1}e_k^pH(\tilde{w}_{k-1}, x_{k-1})\Delta_k^v)v_k^p(\rho_k^v)^{-1}\|^2 \\
\leq 2a_k(M_k^v)^{-1}p_v\{e_k^p\Phi_k^v\}(\rho_k^v)^{-1} + a_k(M_k^v)^{-1}p_v(\frac{1}{2}\|e_k^p\|^2 + 2\|\tau_{\max}^v\|^2)(\rho_k^v)^{-1} \\
+ \|(a_k^v(M_k^v)^{-1}e_k^pH(\tilde{w}_{k-1}, x_{k-1})\Delta_k^v)v_k^p(\rho_k^v)^{-1}\|^2
$$

(4.40)

Summing the above equation up to $N$ steps, we are able to establish the conic condition with a constant $\tilde{\sigma}^v$ for the estimate error $e_k^p$ as the input in Figure(4.3) and the output $\Phi_k^v$:

$$
\sum_{k=1}^{N}\{e_k^p\Phi_k^v + e_k^p\tilde{e}_k^v\tilde{\sigma}^v\} \geq -[(\tilde{v}_0)^2\{M_k^v\rho_k^v\} + N\|\tau_{\max}^v\|^2]
$$

(4.41)

by selecting a suitable normalized factor $\rho_k^v$ to obtain the constant number $\tilde{\sigma}^v$ such that

$$
1 > \tilde{\sigma}^v > \frac{1}{4} + \frac{a_k^v(M_k^v)^{-1}}{2p_v}\|\Delta_k^v\|^2\|\tau_k^v\|^2(\rho_k^v)^{-1}
$$

(4.42)

Note that the conic sector condition guarantees that the estimate error $e_k^p$ and the output $\Phi_k^v = -H(\tilde{w}_{k-1}, x_{k-1})\tilde{v}_k - \eta_k^v v_k^p$ are bounded according to the Theorem 4.1.

The specified normalized factor $\rho_k^v$ plays two important roles. Firstly, it guarantees $\sigma^v < 1$ to avoid the so-called vanished cone problem [73]; secondly, it guarantees the
sector conditions of Theorem 4.1 to be simultaneously satisfied by both the original feedback system and the normalized equivalent feedback system. Therefore, both conditions (a) and (b) of Theorem 4.1 for $c_k^p$ are fulfilled.

This completes the proof.

### 4.4 Conic Sector Condition for the Robustness Analysis of the Learning Law in the Hidden Layer

As justified in remark 1, the hidden layer parameter of the network should be estimated separately. Therefore, a conic sector condition will be established for the hidden layer training in this section.
4.4.1 Conic Sector Condition for the Training Process in the Hidden Layer

Similar to the error equation Eq.(4.17), one can rewrite it as

\[ e_k = H_2(f_{k-1} - \hat{f}_{k-1} + \varepsilon_k) \]

\[ = H_2(H(w^*, x_{k-1})v^* - H(\hat{w}_{k-1}, x_{k-1})\hat{v}_{k-1} + \varepsilon_k) \]

\[ = H_2(H(w^*, x_{k-1})v^* - H(w^*, x_{k-1})\hat{v}_{k-1} + H(\hat{w}^*, x_{k-1})\hat{v}_{k-1} - H(\hat{w}_{k-1}, x_{k-1})\hat{v}_{k-1} + \varepsilon_k) \]

\[ = H_2(\tilde{H}(\hat{w}_{k-1}, x_{k-1})\hat{v}_{k-1} + H(w^*, x_{k-1})\tilde{v}_{k-1} + \varepsilon_k) \]

\[ = H_2[\tilde{H}(\hat{w}_{k-1}, x_{k-1})\hat{v}_{k-1} + H(w^*, x_{k-1})\tilde{v}_{k-1} + \varepsilon_k] \]

\[ = -H_2\Phi^w_k + \tilde{e}_k \quad (4.43) \]

with \( \tilde{e}_k = H_2(H(w^*, x_{k-1})\tilde{v}_{k-1} + \varepsilon_k) \) and \( \Phi^w_k = -\tilde{\Omega}_{k-1}\tilde{w}_{k-1} \). where \( \tilde{H}(\hat{w}_{k-1}) = H(w^*, x_{k-1}) - H(\hat{w}_{k-1}, x_{k-1}) \), \( \tilde{v}_{k-1,i} = v^*_i - \hat{v}_{k-1,i}, \tilde{\varepsilon}_{k-1,i} = w^*_i - \hat{w}_{k-1,i} \), and \( \tilde{\Omega}_{k-1} \in R^{m \times p_w} \) is the following matrix

\[ \tilde{\Omega}_{k-1} = \begin{bmatrix} \tilde{\mu}_{k-1,1}x_{k-1,1}^T \hat{v}_{k-1,(1,1)} & \cdots & \tilde{\mu}_{k-1,1}x_{k-1,n_1}^T \hat{v}_{k-1,(1,n_1)} & \cdots & \tilde{\mu}_{k-1,n_h}x_{k-1,n_1}^T \hat{v}_{k-1,(1,n_h)} \\ \vdots & \ddots & \vdots & & \vdots \\ \tilde{\mu}_{k-1,1}x_{k-1,1}^T \hat{v}_{k-1,(m,1)} & \cdots & \tilde{\mu}_{k-1,1}x_{k-1,n_1}^T \hat{v}_{k-1,(m,1)} & \cdots & \tilde{\mu}_{k-1,n_h}x_{k-1,n_1}^T \hat{v}_{k-1,(m,n_h)} \end{bmatrix} \]

\( \in R^{m \times p_w} \) with \( \hat{v}_{k-1,i} \in R^{n_h}, \hat{v}_{k-1} = [\hat{v}_{k-1,1}^T, \ldots, \hat{v}_{k-1,m}^T]^T \) where \( n_h \) is the number of neurons in the hidden layer of the network.
Note the above equation is derived from the mean value theorem and the activation function is a non-decreasing function, so there exist unique positive numbers $\tilde{\mu}_{k-1,i}$

$$h_{k-1,i}(w_i^*, x_{k-1}) - h_{k-1,i}(\hat{w}_{k-1,i}, x_{k-1}) = \tilde{\mu}_{k-1,i} x_{k-1}^T (w_i^* - \hat{w}_{k-1,i}) \quad (4.44)$$

where $\hat{w}_{k-1,i}, w_i^* \in \mathbb{R}^{n_i}$ are the estimation and ideal weight vectors linked to the $i$th hidden layer neuron respectively. The maximum value of the derivative $h'_{k-1,i}$ is $\lambda$, therefore

$$\lambda \geq \tilde{\mu}_{k-1,i} \geq 0 (1 \leq i \leq n_h) \quad (4.45)$$

After we define

$$\hat{f}^{w+}_{k-1} = H(\hat{w}_{k-1} + c_k w_k \Delta_{k}^w, x_{k-1}) \hat{v}_{k-1} \quad (4.46)$$

$$\hat{f}^{w-}_{k-1} = H(\hat{w}_{k-1} - c_k w_k \Delta_{k}^w, x_{k-1}) \hat{v}_{k-1} \quad (4.47)$$
The gradient approximation of the hidden layer can be written as

\[
\hat{g}(\hat{v}_{k-1}, \hat{w}_{k-1}, \nabla^w_k) = \frac{L(\hat{v}_{k-1}, \hat{w}_{k-1} + c_k^w \nabla^w_k) - L(\hat{v}_{k-1}, \hat{w}_{k-1} - c_k^w \nabla^w_k) + \varepsilon^w_k}{2c_k^w}
\]

\[
= \frac{(f_{k-1} - \hat{f}_{k-1}^w)^2 - (f_{k-1} - \hat{f}_{k-1}^w)^2 + \varepsilon^w_k}{2c_k^w} + \varepsilon^w_k
\]

\[
= \frac{[2(f_{k-1} - \hat{f}_{k-1}^w) + (\hat{f}_{k-1}^w - \hat{f}_{k-1}^w - \hat{f}_{k-1}^w)^2 + \varepsilon^w_k]}{2c_k^w} + \varepsilon^w_k
\]

\[
= \frac{e_k^T(\hat{f}_{k-1}^w - \hat{f}_{k-1}^w)}{c_k^w}
\]

\[
= \frac{e_k^T c_k^w \Omega_{k-1}}{c_k^w}
\]

where \( \hat{\Omega}_{k-1} \) is defined similarly to \( \tilde{\Omega}_{k-1} \). And similarly, after define

\[
\hat{f}_{k-1}^{w+} = H(\hat{w}_{k-1} + c_k^w \nabla^w_k + \hat{c}_k \nabla^w_k, x_{k-1}) \hat{v}_{k-1}
\]

\[
\hat{f}_{k-1}^{w-} = H(\hat{w}_{k-1} + c_k^w \nabla^w_k - \hat{c}_k \nabla^w_k, x_{k-1}) \hat{v}_{k-1}
\]

\[
\hat{f}_{k-1}^{w+} = H(\hat{w}_{k-1} - c_k^w \nabla^w_k + \hat{c}_k \nabla^w_k, x_{k-1}) \hat{v}_{k-1}
\]

\[
\hat{f}_{k-1}^{w-} = H(\hat{w}_{k-1} - c_k^w \nabla^w_k - \hat{c}_k \nabla^w_k, x_{k-1}) \hat{v}_{k-1}
\]
we can get

\[
G_k^{(1)}(\hat{w}_k + c_k \Delta_k) = \frac{L(\hat{w}_k + c_k \Delta_k + \hat{c}_k \hat{\Delta}_k) - L(\hat{w}_k + c_k \Delta_k - \hat{c}_k \hat{\Delta}_k)}{2\hat{c}_k} \tag{4.54}
\]

where \( \hat{w}_k^{w+} = \hat{w}_k + c_k^{w} \Delta_k^{w} \). Then we can obtain \( \delta G^w(k) \) as follows:

\[
\delta G^w(k) = \hat{g}(\hat{w}_k^{w+}) - \hat{g}(\hat{w}_k^{w-}) \tag{4.55}
\]

So we can get

\[
\delta G^w(k) = e_k^T (w_k + c_k^{w} \Delta_k^{w}) \hat{\Omega}_{k-1}^{+} - e_k^T (w_k - c_k^{w} \Delta_k^{w}) \hat{\Omega}_{k-1}^{-}
\]

\[
= (f_{k-1} - \hat{f}_{k-1}^{w+} + \varepsilon_k) \hat{\Omega}_{k-1}^{+} - (f_{k-1} - \hat{f}_{k-1}^{w-} + \varepsilon_k) \hat{\Omega}_{k-1}^{-}
\]

where \( \hat{\Omega}_{k-1}^{+} \) and \( \hat{\Omega}_{k-1}^{-} \) are also similar to \( \hat{\Omega}_{k-1} \).

And we can take it as a new nonlinear function like \( R(\hat{w}_k) = (f_{k-1} - \hat{f}_{k-1} + \varepsilon_k) \hat{\Omega}_{k-1} \), so we can take the equation above as \( R(\hat{w}_k + c_k^{w} \Delta_k) - R(\hat{w}_k - c_k^{w} \Delta_k) \) Using the
mean value theorem again, we can get

\[ R(\hat{w}_{k-1} + c_k^w \triangle_k^w) - R(\hat{w}_{k-1} - c_k^w \triangle_k^w) = 2c_k^w \triangle_k^w \Omega_{k-1} \]  \hspace{1cm} (4.56)

with \( \Omega_{k-1} \) defined similarly to \( \bar{\Omega}_{k-1} \)

Thus the per-iteration estimation of Hessian is calculated as

\[ H^w_{k} = \frac{1}{k+1} \sum_{k=0}^{k}(\bar{\Omega}_k) \]  \hspace{1cm} (4.57)

Let \( M^w_k \) denote \( \bar{H}^w_k \) which is after the mapping of \( H^w_k \), so we can rewrite the learning algorithm after considering pruning for hidden layer as:

\[ \hat{w}_k = \hat{w}_{k-1} - \frac{a_k(M^w_k)^{-1}e_k^T(\hat{f}_{k-1}^w - \hat{\Phi}_{k-1}^w)}{c_k^w \rho_k^w} \]  \hspace{1cm} (4.58)

**Theorem 4.3**: The operator \( H^w_1 : e_k \rightarrow \Phi^w_k \), which represents the training algorithm of the hidden layer, and \( H_2 \) satisfy the condition(a) and (b) of Theorem 4.1.

Proof: Taking the same strategy as in last section, we can have the conic conditions as:

\[ \sum_{k=1}^{N} \{e_k \Phi^w_k + \frac{\bar{e}_k^w}{2} e_k e_k\} \geq - (\bar{w}_0)^2 (\frac{\lambda_{\min}}{\lambda})^2 \frac{M^w_k \rho^w_k}{2a_k^w \rho_k^w} \]  \hspace{1cm} (4.59)
by selecting a suitable normalized factor $\rho_k^w$ to obtain the constant number $\hat{\sigma}^w$ such that

$$1 \geq \hat{\sigma}^w \geq \frac{a_k^w \|\Delta_k^w\|^2 \|r_k^w\|^2 \|\hat{\Omega}_{k-1}\|^2}{p_w \rho_k^w M_k^w} \left(\frac{\lambda_{\min}}{\lambda}\right)^2$$

### 4.4.2 Conic Section Condition for the Pruning Process in the Hidden Layer

Similar to the analysis of the output layer, we can rewrite the estimation error after pruning as:

$$e^p_k = -H_2(\Phi_k^w + \Delta w_{k-1} \hat{f}_{k-1,w}') + \hat{e}^w_k$$

(4.60)

with $\Delta w_{k-1} = \frac{w_{k-1,i}}{[\sum_{m=k-L}^{k-1}(\Omega_m)]=1}\sum_{m=k-L}^{k-1}(\Omega_m)\sum_{m=k-1}^{k-1}I_{k-1,i}$ where $I$ is defined similar to the one in last section and $\hat{\Omega}_{k-1}$ is the per-iteration estimation of the Hessian matrix of the hidden layer, details of which is discussed next.

Note $\hat{f}'_{k-1,w}$ is the first derivative of the network output with respect to the weight value of the hidden layer and we have proven that the weight of the output layer is a bounded term, so $\|\hat{f}'_{k-1,w}\| \leq \lambda \cdot v_{\text{max}}$, where $\|\hat{\nu}_k\| \leq v_{\text{max}}$. And taken the similar analysis of the pruning for output layer, we know that $\Delta w_{k-1}$ is also a bounded term since it is related to the current weight value of the hidden layer. Thus we can
rewrite the $e_k^p$ like

\[
e_k^p = -H_2(\Phi_k^w - \Delta w_k\hat{f}_{k-1,w}) + \hat{e}_k^w
\]

\[
= -H_2(\Phi_k^w - \tau_k^w) + \hat{e}_k^w
\]

\[
= -H_2\Phi_k^{pw} + \hat{e}_k^w
\]  

(4.61)

where $\tau_k^w = \Delta w_k\cdot\hat{f}_{k-1,w}$, and $\|\tau_k^w\| \leq \tau_{w,\max}$.

So we have the learning law after pruning as:

\[
\hat{w}_k = \hat{w}_{k-1} - \frac{a_k(M_k^w)^{-1}e_k^T(\hat{f}_{k-1}^w - \hat{f}_{k-1}^{w+})}{\hat{e}_k^w \rho_k^w} r_k^w
\]

(4.62)

After reconstructing a new feedback system by using the input $e_k^p$ and output $\Phi_k^{pw}$,
we can justify the conic sector condition as follows:

$$
\|\tilde{u}_k\|^2 - \|\tilde{w}_{k-1}\|^2 = -2a_w(M_k^{w})^{-1}\rho_k^{w}e_k^{\mathbf{T}}(\tilde{f}_k - \hat{f}_k)\left((r_k^{w})^{\mathbf{T}}\tilde{w}_{k-1}\right)\|\tilde{w}_k\|\left((r_k^{w})^{\mathbf{T}}\tilde{w}_{k-1}\right)
$$

$$
= 2a_w(M_k^{w})^{-1}\frac{\rho_k^{w}e_k^{\mathbf{T}}}{\rho_k^{w}e_k^{\mathbf{T}}} \sum_{i=1}^{n_k} \{ -\mu_{k-1,1,1} \rho_k^{w}e_k^{\mathbf{T}}(\tilde{f}_k - \hat{f}_k)\left((r_k^{w})^{\mathbf{T}}\tilde{w}_{k-1}\right)\|\tilde{w}_k\|\left((r_k^{w})^{\mathbf{T}}\tilde{w}_{k-1}\right)
$$

$$
= 2a_w(M_k^{w})^{-1}\frac{\rho_k^{w}e_k^{\mathbf{T}}}{\rho_k^{w}e_k^{\mathbf{T}}} \sum_{i=1}^{n_k} \{ -\mu_{k-1,1,1} \rho_k^{w}e_k^{\mathbf{T}}(\tilde{f}_k - \hat{f}_k)\left((r_k^{w})^{\mathbf{T}}\tilde{w}_{k-1}\right)\|\tilde{w}_k\|\left((r_k^{w})^{\mathbf{T}}\tilde{w}_{k-1}\right)
$$

$$
\le \frac{\lambda}{\lambda_{\min}} \sum_{i=1}^{n_k} \{ -\mu_{k-1,1,1} \rho_k^{w}e_k^{\mathbf{T}}(\tilde{f}_k - \hat{f}_k)\left((r_k^{w})^{\mathbf{T}}\tilde{w}_{k-1}\right)\|\tilde{w}_k\|\left((r_k^{w})^{\mathbf{T}}\tilde{w}_{k-1}\right)
$$

$$
\le 2a_w(M_k^{w})^{-1}\left(\frac{\lambda}{\lambda_{\min}}\right)\|\tilde{u}_k\|^2 - \|\tilde{w}_{k-1}\|^2 = -2a_w(M_k^{w})^{-1}\rho_k^{w}e_k^{\mathbf{T}}(\tilde{f}_k - \hat{f}_k)\left((r_k^{w})^{\mathbf{T}}\tilde{w}_{k-1}\right)\|\tilde{w}_k\|\left((r_k^{w})^{\mathbf{T}}\tilde{w}_{k-1}\right)
$$

$$
= 2a_w(M_k^{w})^{-1}\frac{\rho_k^{w}e_k^{\mathbf{T}}}{\rho_k^{w}e_k^{\mathbf{T}}} \sum_{i=1}^{n_k} \{ -\mu_{k-1,1,1} \rho_k^{w}e_k^{\mathbf{T}}(\tilde{f}_k - \hat{f}_k)\left((r_k^{w})^{\mathbf{T}}\tilde{w}_{k-1}\right)\|\tilde{w}_k\|\left((r_k^{w})^{\mathbf{T}}\tilde{w}_{k-1}\right)
$$

$$
\le 2a_w(M_k^{w})^{-1}\left(\frac{\lambda}{\lambda_{\min}}\right)\|\tilde{u}_k\|^2 - \|\tilde{w}_{k-1}\|^2.
$$
Summing the above equation upon to N steps, we are able to establish the conic condition with a constant $\tilde{\sigma}^w$ for the estimate error $e_k$ as the input in Theorem 4.1 and the output $\Phi^w_k$ similar to the output layer:

$$\sum_{k=1}^{N} \{e_k^p \Phi^p_k + \frac{\tilde{\sigma}^w}{2} e_k^p e_k^p\} \geq -[(\bar{w}_0)^2 \frac{(\lambda_{\min})^2 M_w^w \rho_w^w}{2a_k^w p_w} + N\|r_{\text{max}}\|^2]$$  \hspace{1cm} (4.63) \hspace{1cm} \text{(4.63)}$$

by selecting a suitable normalized factor $\rho_w^w$ to obtain the constant number $\tilde{\sigma}^w$ such that

$$1 \geq \tilde{\sigma}^w \geq \frac{1}{4} + \frac{a_k^w \|\Delta^w_k\|^2 \|r^w_{\text{max}}\|^2 \|\hat{\Omega}_k-1\|^2}{p_w \rho_w^w M_w^w} \left(\frac{\lambda_{\min}}{\lambda}\right)^2$$

Although the conic conditions for the learning and pruning of both layers are obtained between the estimation error $e_k^p$ and the output, the result can be easily extended to the tracking error $s_k$ as following steps. Taking the output layer as an example,

**Theorem 4.4**: If the discrete time signal $e_k$ and $s_k$ in the Figure 4.1 satisfy

(a) $e_k \in L_2$

(b) $e_k = (1 - k_v z^{-1})s_k$

with $\|k_v\| \leq 1$ then the above feedback system is stable with $s_k \in L_2$

Proof: see the proof in Chapter 3 and [70].
4.5 Simulation Results

Followed by the simulation in previous chapter, we consider the same two-link direct drive robot model with a discrete-time input-output form as

\[
y_{k+1,1} = y_{k,1} + T * y_{k,2}
\]

\[
y_{k+1,2} = y_{k,2} - T * M^{-1}(y_{k,1}) \cdot [V(y_{k,1}, y_{k,2}) + F(y_{k,1}, y_{k,2})] + T * M^{-1}(y_{k,1}) * \text{Tor}_k
\]

\[
= f(y_{k,1}, y_{k,2}) + U_k + \varepsilon_k
\]  \hspace{1cm} (4.64)

where \( y_k = [y_{k,1}, y_{k,2}]^T \), \( y_{k,1} \) and \( y_{k,2} \) are the joint angle and velocity vectors, respectively, \( T \) is the sampling time, \( U_k = T * M^{-1}(y_{k,1}) * \text{Tor}_k \) is the torque control vector signal and the same assumption must be made here that the \( M^{-1}(y_{k,1}) \) is approximately known to compute the \( U_k \), \( \varepsilon_k \) is a normally distributed disturbance with a bound \( \|\varepsilon_k\| \leq 0.2 \), and the nonlinear function \( f(y_k, y_{k-1}) = y_{k,2} - T * M^{-1}(y_{k,1})[V(y_{k,1}, y_{k,2}) + F(y_{k,1}, y_{k,2})] \) with the configuration dependent inertia matrix

\[
M(y_k) = \begin{bmatrix}
3.32 + 0.32\cos(y_{k,2}) & 0.12 + 0.16\cos(y_{k,2}) \\
0.12 + 0.16\cos(y_{k,2}) & 0.12
\end{bmatrix}
\]
Figure 4.4: An overfitting example

V(y_k, y_{k+1}) = \begin{bmatrix} -(y_{k+1,2} - y_{k,2})(2(y_{k+1,1} - y_{k,1}) + y_{k+1,2} - y_{k,2})0.16\sin(y_{k,2})/T^2 \\ 0.16(y_{k+1,1} - y_{k,1})^2\sin(y_{k,2})/T^2 \end{bmatrix}

F(y_k, y_{k+1}) = \begin{bmatrix} 5.3\text{sgn}((y_{k+1,1} - y_{k,1})/T) \\ 1.1\text{sgn}((y_{k+1,2} - y_{k,2})/T) \end{bmatrix}

with T=0.002s is the sampling time.

Figure (4.4) shows an overfitting example, where the number of neurons applied in the systems is much greater than required.

First, the feed-forward neural network with 100 hidden neurons is initially used. By the definition of the perturbation, \( \Delta_k \) is generated as a vector with 100 components satisfying some regularity conditions (e.g., \( \Delta_k \) being a vector of independent...
Bernoulli ±1 random variables satisfies these conditions). Once the perturbation is decided, the gradient approximation of the output layer can be obtained by Eq.(4.24), and in turn, the Hessian matrix for the output layer using Eq.(4.27). Similarly, Eq.(4.49) and Eq.(4.57) can be applied to update the parameters in the hidden layer through Eq.(4.28) and Eq.(4.58).

Figure 4.6 shows the output of the plant using the standard ASP algorithm without pruning using the command signal \( y_k^* = [y_{k1}^*, y_{k2}^*]^T = [sin(\pi/kT), cos(\pi/kT)]^T \) (as in Figure 4.5) and Figure 4.7 shows the result by using DTP algorithm, in which the overfitting is not so obvious, and we can evaluate the root mean square (RMS) error for both algorithms, which are illustrated in Figure 4.8 and Figure 4.9.

The theoretical stability analysis has been carried out in this chapter for the proposed algorithm, and here for the specific implementation, some other notes need to be note down. Taking the analysis for the output layer as an example, the conic condition would be satisfied only if the normalization factor is chosen properly, which will play two important roles. First, it guarantees the \( 0 < \bar{\sigma} < 1 \) to avoid the so called vanishing cone problem. Secondly, it also guarantees the condition (a) for the estimation error \( e_{k}^{pv} \) and output will be satisfied which in turn guarantees the tracking error would be bounded. So in the simulation part, it is critical important to decide this normalization factor for the output layer. According to Equation(4.42)

\[
1 > \bar{\sigma} > \frac{1}{4} + \frac{a_k^v(M_k^v)^{-1} \| \Delta_k^v \|^2 \| r_k^v \|^2 (\rho_k^v)^{-1}}{2p_v}
\]

(4.65)
So if

$$\hat{\rho}^v(k) > \frac{2a_k^v(M_k^v)^{-1}}{3p_v}\|\Delta_k^v\|^2\|\beta_k^v\|^2$$

(4.66)

where $p_v = m \times n_h$ with $m = 2$ denoting the dimension of the input and $n_h = 100$ is the number of neurons. Thus, at every step, if we choose the value of the normalization factor as bigger than $\frac{2a_k^v(M_k^v)^{-1}}{3p_v}$, and a good example is $\sqrt{1 + \frac{(2a_k^v(M_k^v)^{-1})}{3p_v}}$. The same strategy can be applied to the hidden layer training, thus it will lead to a guaranteed stability of the nonlinear system in the simulation process.

One of the improvement of the weight-pruning based algorithm over the one without any pruning is the decrease of certain computation in the sense after deleting the weights, the update on those weights is not necessary thus leads to a computation saving. For our application, the input are 4 dimensional and output are 2 dimensional, so totally there are $(4+2)\times100 = 600$ weights and here is a statistical
Figure 4.6: Output $y_k$ and reference signal using the standard ASP based neural network controller with 100 hidden neurons

Figure 4.7: Output $y_k$ and reference signal using the DTP based neural network controller
Figure 4.8: Root mean square error using the standard ASP based neural network controller with 100 hidden neurons

Figure 4.9: Root mean square error using the DTP based neural network controller
summary of the number of weights after pruning.

<table>
<thead>
<tr>
<th></th>
<th>Number of weights initially</th>
<th>Average number of weights after training</th>
</tr>
</thead>
<tbody>
<tr>
<td>without pruning</td>
<td>600</td>
<td>600</td>
</tr>
<tr>
<td>with pruning</td>
<td>600</td>
<td>126</td>
</tr>
</tbody>
</table>

From above table, we can see the number of weights has been significantly reduced and thus leads to a less computation on the weights updating.

### 4.6 Concluding Remarks

In this chapter, the DTP based pruning method for neural controller has been developed to obtain the guaranteed stability with improved generalization ability. A complete stability analysis is performed for this closed loop control system. Simulation results show that the proposed neural controller performs better than a neural controller based on the standard back-propagation algorithm or standard ASP algorithm without pruning in case of overfitting. However, the main disadvantage of the weight-pruning is that it is very expensive in time consumption to remove the weight in a large network. So in the next chapter, we will discuss the neuron-pruning based training algorithm, where the basic idea to overcome the disadvantage is to use the Hessian matrix to remove one unit rather than one weight.
Chapter 5

Neuron-Pruning Based Robust Backpropagation Training Algorithm for RBF Network Tracking Controller

5.1 Introduction

As discussed in Chapter 4, the computation of the second-order algorithm is rather heavy for our system and the Radial Basis Function (RBF) neural network is reported to be computationally more efficient compared with multilayer perceptrons in a number of control applications [91–94], yet better initialization compared to
multilayer perceptron networks [95–100]. However, performance of the RBF net-
work is greatly dependent on the number of radial basis functions. To use a fixed
number of RBF units has the drawback in that the number of radial basis func-
tions must be determined a priori, which may be over-sized and lead to poor gen-
eralization performance [7, 22, 89]. As surveyed in the first two chapters, several
researchers attempted to resolve this problem by determining the number and lo-
cations of the radial basis function centers using constructive and pruning meth-
ods [29, 35, 36, 54, 101]. Platt [54] proposed a sequential learning algorithm for re-
source allocating network (RAN). Kadirkamanathan and Niranjan [101] improved
RAN by using an extended Kalman filter. However, most of the previous approaches
of the RBF pruning/growing algorithms are presented without a stability proof,
which is critically important in the neural network control system.

Combining the advantages of RBF networks and Hessian-based pruning algorithm,
we propose a robust backpropagation training algorithm for the closed-loop RBF
tracking controller using a dead zone scheme to reject noise with a guaranteed
stability proof. The idea of using the dead zone had been adopted traditionally
in the adaptive and neural control systems for a long time [70, 102–104]. We shall
prove that the dead zone assures the convergence and robustness of the tracking
controller in the presence of disturbance with emphasis of the pruning caused effects.
Instead of the first-order approximation of the activation function, we should use the
mean value theory in the convergence proof to explore the limitation and possible
improvement for the robustness performance of the pruning based nonlinear training
algorithm in this chapter.

5.2 RBF Tracking Controller and Pruning Based Robust Training Algorithm

5.2.1 Design of the Controller

Consider a class of nonlinear discrete-time system given by

\[ x_1(k+1) = x_2(k) \]
\[ \vdots \]
\[ x_{n-1}(k+1) = x_n(k) \]
\[ x_n(k+1) = f(x(k)) + u(k) + d(k) \quad (5.1) \]

where \( f(x(k)) \in \mathbb{R}^m \) is a nonlinear function with \( x(k) = [x_1(k) \ldots x_n(k)]^T \) and \( x_i(k) = [x_1^i \ldots x_n^i]^T \in \mathbb{R}^m; i = 1, \ldots, n, u(k) \in \mathbb{R}^m \) is the control signal vector, and \( d(k) \in \mathbb{R}^m \) denotes a disturbance vector with the bound \( \|d(k)\| \leq d_m \).

Given a desired trajectory vector \( x_{nd}(k) \in \mathbb{R}^m \), the tracking error for a robot can be defined as \( e_n(k) = x_n(k) - x_{nd}(k) \in \mathbb{R}^m \). A filtered tracking error is also used typically in the robot controller as the following:

\[ r(k) = e_n(k) + \lambda_1 e_{n-1}(k) + \ldots + \lambda_{n-1} e_1(k) \quad (5.2) \]
where \( e_{n-1}(k), \ldots e_1(k) \) are the delayed values of the tracking error \( e_n(k) \), and \( \lambda_{n-1}, \ldots \lambda_1 \) are constant matrices selected so that the polynomial \( \lambda_{n-1} + \ldots + \lambda_1 z^{n-2} + z^{n-1} \) is stable (\( z \) represents the time-delayed factor).

Define the control signal \( u(k) \in \mathbb{R}^m \) as

\[
u(k) = x_{nd}(k + 1) - \hat{f}(x(k)) + k_u r(k) - \lambda_1 e_n(k) - \ldots - \lambda_{n-1} e_2(k) \tag{5.3}
\]

where \( k_u \in \mathbb{R}^{n \times m} \) is a diagonal gain matrix, and \( \hat{f}(\bar{x}(k)) \in \mathbb{R}^m \) is the output of a three-layered RBF network as

\[
\hat{f}(\bar{x}(k)) = [\hat{f}_1(k) \ldots \hat{f}_m(k)]^T = [v_0(k) + v(k)^T H(w(k), \bar{x}(k))] \tag{5.4}
\]

where \( v_0(k) \in \mathbb{R}^m \) and \( v(k) \in \mathbb{R}^{n_h \times m} \) are the adjustable weights of the output layer of the RBF network, \( w(k) \in \mathbb{R}^{n_h \times mn+1} \) is an adjustable center matrix of the hidden layer given by

\[
w(k) = [w_1^T(k) \ldots w_{n_h}^T(k)]^T \tag{5.5}
\]

\( w_j(k) \in \mathbb{R}^{mn+1} \), is the center vector. \( n_h \) is the number of neurons in the hidden layer.

In Eq.\( (5.4) \), the bounded input vector \( \bar{x}(k) \in \mathbb{R}^{mn+1} \) with \( \| \bar{x}(k) \| \leq \bar{x}_{max} \) is referred
as the first layer of the network and is given by

\[
\begin{align*}
\bar{x}(k) &= [1, \bar{x}_1^T(k), \ldots, \bar{x}_n^T(k)]^T \\
\bar{x}_1(k) &= [h(x_1^1(k)) \ldots h(x_1^{m}(k))]^T
\end{align*}
\] (5.6)

where \( H(w(k), \bar{x}(k)) \in \mathbb{R}^{m_h} \) is a nonlinear vector of the hidden layer defined as

\[
H(w(k), \bar{x}(k)) = [h(w_1^T(k)\bar{x}(k)) \ldots h(w_n^T(k)\bar{x}(k))]^T
\] (5.7)

with a nonlinear radial basis function

\[
h(w, x) = \exp\left\{-\frac{(x - w)^T(x - w)}{\sigma^2}\right\}
\] (5.8)

where \( \sigma > 0 \) is the width parameter.

Define the ideal weights and centers \( v^* \in \mathbb{R}^{m_h \times m}, \ v_0^* \in \mathbb{R}^m \) and \( u^* \in \mathbb{R}^{m_h \times (mn+1)} \), so that \( f(x(k)) \) can be presented by the RBF network as

\[
f(x(k)) = f(\bar{x}(k)) = v_0^* + u^T H(w^*, \bar{x}(k)) + \epsilon(k)
\] (5.9)

where \( \epsilon(k) \in \mathbb{R}^{m} \) is a reconstruction and measurement error vector with the boundary \( \|\epsilon\| \leq \epsilon_m. \)
Combining Eq.(5.1)(5.2)(5.3), the closed-loop system becomes:

\[ r(k + 1) = k_v r(k) + e(k) + d(k) \]  \hspace{1cm} (5.10)

with the RBF network estimate error \( e(k) \in R^m \) given by

\[ e(k) = f(\bar{x}(k)) - \hat{f}(\bar{x}(k)) \]
\[ = \bar{v}^T (k) \bar{H}(w(k), \bar{x}(k)) + \bar{v}^* \bar{H}(k) + e(k) \]  \hspace{1cm} (5.11)

where \( \bar{H}(k) \in R^{n_h+1} \) is defined as

\[ \bar{H}(k) = \bar{H}(w^*, \bar{x}(k)) - \bar{H}(w(k), \bar{x}(k)) \]
\[ = [1, H(w^*, \bar{x}(k))]^T - [1, H(w(k), \bar{x}(k))]^T \]  \hspace{1cm} (5.12)

\[ \| \bar{H}(w(k), \bar{x}(k)) \| \leq \bar{H}_m, \text{ and } \bar{v}(k) \in R^{(n_h+1)m} \] is the weight error matrix of the output layer

\[ \bar{v}(k) = [\bar{v}^* - \bar{v}(k)] = [v^* - v^0]^T = [v^T(k), v(k)]^T \]  \hspace{1cm} (5.13)
5.2.2 RBF Unit Pruning

5.2.2.1 Weight Pruning

The basic idea of this approach is to use the information on the second-order derivatives of the error surface in order to make a trade-off between network complexity and training error minimization. A similar idea was originated from Optimal Brain Damage (OBD) procedure [36] or Optimal Brain Surgeon (OBS) procedure [35]. The starting point in the construction of such a model is the approximation of the cost function $\xi_{av}$ using a Taylor series about the operating point, described as follows:

$$
\xi_{av}(W(k) + \Delta W(k)) = \xi_{av}(W(k)) + G_k^T(W(k))\Delta W(k) + \frac{1}{2}\Delta W(k)^T H_k(W(k)) \Delta W(k) + O(\| \Delta W(k) \|^3) \tag{5.14}
$$

where $\Delta W(k)$ is a perturbation applied to the operating point $W(k)$, with the $G_k(W(k))$ is the gradient vector and $H_k(W(k))$ is the per-iteration estimated Hessian matrix. The requirement is to identify a set of parameters whose deletion from multilayer perceptron that cause the minimal increase in the value of the cost function $\xi_{av}$. However, for our dynamic pruning algorithm, the criteria for pruning should be based on a consecutive $L$-step information (the estimation error of all these $L$ steps are smaller than the criteria, so we regard it reaches a local minimum).
where $L$ is a finite positive integer. So

$$\xi_{av}(W(k) + \Delta W(k))$$

$$= \xi_{av}(W(k)) + \overline{G}_L^T(W(k))\Delta W(k) + \frac{1}{2} \Delta W(k)^T\overline{H}_L(W(k))\Delta W(k)$$

$$+ O(\|\Delta W(k)\|^3)$$

$$\overline{G}_L^T(W(k)) = \sum_{k-1+L}^k (G_k^T(W(k)))/L$$

$$\overline{H}_L(W(k)) = \sum_{k-1+L}^k (H_k(W(k)))/L \quad (5.15)$$

To solve this problem in practical terms, the following approximations are made:

(1) **Quadratic Approximation**: The error surface around a local minimum or global minimum is nearly “quadratic”. Then the higher-order terms in Eq.(5.15) may be neglected.

(2) **Extremal Approximation**: The parameters have a set of values corresponding to a local minimum or global minimum of the error surface. In such a case, the gradient vector $\overline{G}_k(W(k))$ may be set equal to zero and the term $\overline{G}_k^T(W(k))\Delta W(k)$ on the right-hand of Eq.(5.15) may therefore be ignored.

Under these two assumptions, Eq.(5.15) can be presented approximately as

$$\Delta \xi_{av} = \xi_{av}(W(k) + \Delta W(k)) - \xi_{av}(W(k)) \simeq \frac{1}{2} \Delta W(k)^T\overline{H}_L(W(k))\Delta W(k) \quad (5.16)$$

The goal of OBS is to set one of the synaptic weights to zero to minimize the
incremental increase in $\xi_{av}$ given in Eq.(5.16). Let $W(k, i)$ denote this particular synaptic weight. The elimination of this weight is equivalent to the condition

$$I_i^T \Delta W(k) + W(k, i) = 0$$  (5.17)

where $I_i$ is the unit vector whose elements are all zero, except for the $i$th element, which is equal to unity. And the goal is to minimize the quadratic term $\frac{1}{2} \Delta W(k)^T \bar{H}_L(W(k)) \Delta W(k)$ with respect to the perturbation $\Delta W(k)$, subject to the constraint that $I_i^T \Delta W(k) + W(k, i)$ is zero, and then minimize the result with respect to the index $i$.

To solve this constraint optimization problem, the following penalty function is used.

$$S = \frac{1}{2} \Delta W(k)^T \bar{H}_L(W(k)) \Delta W(k) - \lambda (I_i^T \Delta W(k) + W(k, i))$$  (5.18)

where $\lambda$ is the Lagrange multiplier. Apply the derivative of the risk function $S$ with respect to $\Delta W(k)$, use the constraint of Eq.(5.17), and matrix inversion, the optimum solution of the weight vector $W(k)$ is

$$\Delta W(k) = -\frac{W(k, i)}{[H_{i,i}^{-1}]} H^{-1} I_i$$  (5.19)

and the corresponding optimum value of the risk function $S$ for element $W_i$ is

$$S_i = \frac{(W(k, i))^2}{2[H_{i,i}^{-1}]}$$  (5.20)
where $H^{-1}$ is the inverse of the Hessian matrix $\tilde{H}_L$, and $[H_{i,i}^{-1}]$ is the $ii$-th element of the inverse matrix. The value $S_i$ optimized with respect to $\Delta W(k)$, subject to the constraint that the $i$th synaptic weights $W(k, i)$ be eliminated, is called the \textit{saliency} of $W(k, i)$.

### 5.2.2.2 Unit Pruning

The main disadvantage of the weight pruning is that it is very expensive in time consumption to remove the weight in a large network. The basic idea to overcome this disadvantage is to use the Hessian matrix to remove one unit rather than one weight.

One main difference is that the condition $I_i^T \Delta W(k) + W(k, i) = 0$ is replaced by the generalized condition

$$
(\Delta W(k) + W(k))^T I_{q_i} = 0
$$

with $I = [q_1^T, q_2^T, \ldots, q_n^T]^T$, where $I$ is the selection vector (selecting the outgoing weights of the neuron which will be removed) whose elements are all zero, except for the selected element, which is equal to unity. $q_j \in \mathbb{R}^m$ are the indices of the neurons whose outgoing weights will be removed. The key idea for that is: if all outgoing connections of a unit can be removed then the whole unit can be deleted since it cannot influence the net output anymore [105].
Consequently, the saliency of the $q_i$ th neuron can be obtained as

$$S_{q_i} = \frac{1}{2} \tilde{v}^T(k) I_{q_i} (I_{q_i}^T H L^{-1} I_{q_i})^{-1} I_{q_i}^T \tilde{v}(k)$$

(5.21)

In this method, the neuron corresponding to the smallest saliency is the one selected for deletion.
### 5.2.3 Summary of the Pruning Based Robust Training Algorithm

<table>
<thead>
<tr>
<th>Pruning Based Robust Training Algorithm for RBF Network Controller</th>
</tr>
</thead>
</table>

**Step 1.**  
Initializing: Form the new input vector $\bar{x}(k)$ of the RBF network;

**Step 2.**  
Calculating the output $\hat{f}(\bar{x}(k))$ of the neural network: Use the input state $\bar{x}(k)$ and the existing or initial weights of the network in the first iteration;

**Step 3.**  
Evaluating the estimation error $e_k$ by feeding the tracking error signal $r(k)$ into a fixed filter;

**Step 5.**  
Evaluate the squared estimation error of $L$ consecutive training samples: If all of them are less than the criteria for pruning $\xi$ (where we assume it reaches a local minimum), goto step 6; else, go to step 7;

**Step 6.**  
Do the pruning once by choosing the neuron corresponding to the minimum saliency, then goto step 7;
Step 7.
Updating the weights for the output layer and hidden layer by using the robust BP training algorithm respectively;

Step 8.
Go back to step 2 to continue the iteration.

5.2.4 Convergence Properties for the Dynamic Training & Pruning Process of the Output Layer

To update the weight $\bar{v}(k)$, the robust backpropagation algorithm can be written in the matrix form

$$
\bar{v}(k + 1) = \bar{v}(k) - \alpha(k) \frac{\partial E(k)}{\partial \bar{v}(k)}
$$

$$
= \bar{v}(k) + \alpha(k) H(w(k), \bar{x}(k)) e^T(k)
$$

(5.22)

where $E(k) = e^T(k)e(k)/2$ is the cost function and $\alpha(k)$ is the learning rate.

From the criteria of pruning, we know that there is pruning once per step at most. So here a new term $e(k)^p$ is defined to denote the estimation error instead of Eq.(5.11).

$$
e^p(k) = f(\bar{x}(k)) - \hat{f}^p(\bar{x}(k))
$$

(5.23)

where $\hat{f}^p(\bar{x}(k))$ is the RBF network output after pruning one specific neuron. And from the definition of Hessian-based neuron pruning, we know that the neuron-
pruning is actually weights-pruning which is done only at the output layer and

\[ \hat{f}^p(\bar{x}(k)) = \hat{f}^p(v^p(k), w(k)) = \hat{f}(v(k) + \Delta v(k), w(k)) \quad (5.24) \]

Note above is from that the effect of pruning is equivalent to adding perturbation to the specific weights according to the definition of pruning, where \( v^p(k) \) is the weight matrix after adding the perturbation \( \Delta v(k) \) for pruning. And the perturbation is defined through the Hessian-based pruning as

\[
\begin{align*}
\Delta v(k) &= -\bar{H}_L(k)^{-1}I_q(\bar{H}_L(k)^{-1}I_q)^{-1}I_q^T v(k) \\
\bar{H}_L(k) &= \sum_{m=k-L+1}^{k} \left[ \frac{\partial^2 E(m)}{\partial v^T(m)\partial v(m)} \right]/L \\
&= \sum_{m=k-L+1}^{k} [\bar{H}^T(w(m), \bar{x}(m))\bar{H}(w(m), \bar{x}(m))]/L \quad (5.25)
\end{align*}
\]

\( I = [q_1^T, q_2^T, \ldots, q_n^T]^T \), where \( I \) is the selection vector (selecting the outgoing weights of the neuron which will be removed) whose elements are all zero, except for the selected element, which is equal to unity. \( q_j \in R^m \) are the indices of the neurons whose outgoing weights will be removed. And \( \bar{H}_L(k) \) is the sample mean of the Hessian matrix for the consecutive \( L \) steps. And from above equations, we know that the \( \Delta v(k) \) is related to the current value of certain specific weights, which is proved to be bounded in last sections. From the mean value theory, we have

\[
\hat{f}(v(k) + \Delta v(k), w(k)) - \hat{f}(v(k), w(k)) = \Delta v(k) \cdot \hat{f}'(v(k), w(k))v(k) \quad (5.26)
\]
where $\hat{f}'(v(k), w(k))v(k)$ is also a bounded term, which can be justified through the nature of the activation function. Thus we can write as

$$
\hat{f}(v(k), w(k)) - \hat{f}(v(k) + \Delta v(k), w(k)) = \tau(v(k))
$$

(5.27)

with $\|\tau(v(k))\| \leq \tau_{\text{max}}$.

From Eq.(5.11), we can rewrite the estimation error after neuron pruning $e_p(k)$ as

$$
e_p(k) = f(\bar{x}(k)) - \hat{f}(\bar{x}(k)) = \bar{v}^T(k)\bar{H}(w(k), \bar{x}(k)) + \bar{v}^*T\bar{H}(k) + e(k) + \tau(v(k))
$$

(5.28)

And after pruning, the updating law Eq.(5.22) for the next step of the output layer should become

$$
\bar{v}(k + 1) = \bar{v}(k) + \alpha(k)\bar{H}(w(k), \bar{x}(k))e_pT(k)
$$

(5.29)

Here, we first show the requirement of the use of a variable learning rate $\alpha(k)$ to guarantee convergence of the weight training and pruning algorithm after pruning.

From Eq.(5.28), we have

$$
\|e_p(k)\|^2 = e_p^T(k)\bar{v}^T(k)\bar{H}(w(k), \bar{x}(k)) + e_p^T(k)\Delta_k
$$

$$
= tr\{e_p^T(k)\bar{v}^T(k)\bar{H}(w(k), \bar{x}(k))\} + e_p^T(k)\Delta_k
$$

(5.30)
with the noise term

\[
\Delta_k = \bar{v}^T \tilde{H}(k) + \epsilon(k) + \tau(v(k))
\] (5.31)

Consider the Lyapunov Function \(\|\tilde{v}(k)\|^2\) and use Eq.(5.29) and (5.30), we have

\[
\Delta \tilde{v}(k) = \|\tilde{v}(k + 1)\|^2 - \|\tilde{v}(k)\|^2
\]

\[
= -2\alpha(k) tr\{\tilde{H}(w(k), \bar{x}(k)) e^{\mu T}(k) \tilde{v}^T(k)\}
\]

\[
+ (\alpha(k)^2 \|\tilde{H}(w(k), \bar{x}(k)) e^{\mu T}(k)\|^2
\]

\[
= -2\alpha(k) tr\{e^{\mu T}(k) \tilde{v}^T(k) \tilde{H}(w(k), \bar{x}(k))\}
\]

\[
+ (\alpha(k)^2 \|\tilde{H}(w(k), \bar{x}(k)) e^{\mu T}(k)\|^2
\]

(5.32)

\[
= -2\alpha(k)(\|e^p(k)\|^2 - e^{\mu T}(k)\Delta_k)
\]

\[
+ (\alpha(k)^2 \|\tilde{H}(w(k), \bar{x}(k)) e^{\mu T}(k)\|^2
\]

(5.33)

Note that the second equality above is from the property of \(tr\{AB\} = tr\{BA\}\), if \(A\) and \(B^T\) are the same dimension. [66].

Without loss of generality, we assume temporarily that the network has a single output to simplify the analysis here. To ensure convergence, the last item in Eq.(5.33) must be smaller or equal to zero, i.e.,

\[
e^p(k)^2 \leq \frac{2(\|e(k)\| - \Delta_{\text{min}})}{\alpha(k)\|\tilde{H}(w(k), \bar{x}(k))\|^2}
\] (5.34)

or \(e^p(k) = 0\), \(\forall e(k) \in R^1\), where \(\Delta_{\text{min}} \leq \text{sign}(e(k))\Delta_k\) is a constant. The condition
(5.34) is generally not true for a fixed learning rate $\alpha(k)$ and $\triangle_{\text{min}} \neq 0$(please refer to [103,104] for theoretical details.)

Motivated from the above analysis, we can propose a variable learning rate based on the dead zone scheme

$$\alpha(k) = \begin{cases} 
1 & \text{if } \|e^p(k)\| > \triangle_v \\
0 & \text{if } \|e^p(k)\| \leq \triangle_v 
\end{cases}$$

with

$$\triangle_v = \frac{2(v_m \bar{H}_m + \epsilon_m + \tau_{v_{\text{max}}})}{\sqrt{3 - \bar{H}_m^2}}$$

(5.35)

with $0 < \bar{H}_m^2 < \frac{3}{2}$, and $v_m$, $\bar{H}_m$, $\epsilon_m$, $\tau_{v_{\text{max}}}$ and $\bar{H}_m$ are their maximum value defined above respectively.

**Theorem 5.1**: The robust training algorithm in (5.29) using the dead zone scheme has the following properties:

$$\|\tilde{v}(k+1)\| \leq \|\tilde{v}(k)\|$$  \hspace{1cm} (5.36)

$$\lim_{k \to \infty} \sup |e(k)| \leq \triangle_v$$  \hspace{1cm} (5.37)

for $k = 0, 1, \ldots$
Proof: Following Eq.(5.33), we have

\[ \triangle \tilde{v}(k) \]

\[ \leq -\alpha(k)\left(\|e^p(k)\|^2 - \|e^p(k)\|\|\Delta_k\|\right) + \alpha(k)\|e^p(k)\|^2\|\tilde{H}(w(k), \bar{x}(k))\|^2 \]

\[ = 2\alpha(k)\|e^p(k)\|\|\Delta_k\| - \alpha(k) \cdot (2 - \|\tilde{H}(w(k), \bar{x}(k))\|^2)\|e^p(k)\|^2 \]

\[ \leq \alpha(k)\left(\|e^p(k)\|^2/2 + 2\|\Delta_k\|^2\right) - \alpha(k) \cdot (2 - \|\tilde{H}(w(k), \bar{x}(k))\|^2)\|e^p(k)\|^2 \]

\[ \leq -\frac{\alpha(k)}{2}[(3 - 2\tilde{H}_m^2)\|e^p(k)\|^2 - 4(v_m \tilde{H}_m + \epsilon_m + \tau_{vmax})^2] \quad (5.38) \]

Note that the first inequality is from the definition that \( \alpha(k) \) is either one or zero, while the second inequality is due to the inequality \( 2ab \leq 2a^2 + b^2/2 \). One interesting thing is that from the first step of above equation, if we take the similar approach as described in Chapter 3 and 4 for the conic condition analysis, we can actually reach the same conic conditions, which we will explore it further in the remark section.

According to the definition above, \( \alpha(k) \geq 0 \) will be zero as long as the item inside the square bracket of the last item in Eq.(5.38) becomes negative. Therefore, we have

\[ \alpha(k)[\|e^p(k)\|^2(3 - 2\tilde{H}_m^2)) - 4(v_m \tilde{H}_m + \epsilon_m + \tau_{vmax})^2] \geq 0 \quad (5.39) \]

Then \( \triangle \tilde{v}(k) \) is bounded below by zero and is not increasing. The limit of \( \tilde{v}(k) \)
therefore exists and the last item of Eq.(5.38) will go to zero, i.e.,

$$\lim_{k \to \infty} \sup \| e(k) \| \leq \frac{2(v_m \tilde{H}_m + \epsilon_m + \tau_{v_{\max}})}{\sqrt{3 - 2 \tilde{H}_m^2}} = \Delta_v$$

(5.40)

This completes the proof.

5.2.5 Convergence Property of the Hidden Layer

To update the center vector $w(k)$, the robust backpropagation algorithm can be written in matrix form

$$w(k+1) = w(k) - \beta(k) \frac{\partial E(k)}{\partial w(k)}$$

$$= w(k) + \beta(k) H'(k)v(k)e^p(k)x^T(k)$$

(5.41)

with

$$H'(k) = \text{diag}[h'_1(k), \ldots, h'_{n_h}(k)]$$

$$= \text{diag}[h'(w_1(k), x(k)), \ldots, h'(w_{n_h}(k), x(k))]$$

(5.42)

where $h'_i(k)$ is the first derivative of the activation function in Eq.(5.8).

**Theorem 5.2**: The robust training algorithm in Eq.(5.41) using the dead zone scheme

$$\beta(k) = \begin{cases} 1 & \text{if } |e^p(k)| > \Delta_w \\ 0 & \text{if } \|e^p(k)\| \leq \Delta_w \end{cases}$$
with

\[
\Delta_w = \frac{2\tilde{c}_m \sqrt{h_{\min}}}{\sqrt{3h_{\min} - 2n_h h_\text{max}^3 v_\text{max}^2 \bar{x}_\text{max}^2}} \\
0 < \frac{n_h h_\text{max}^3 v_\text{max}^2 \bar{x}_\text{max}^2}{h_{\min}} < \frac{3}{2}
\]

(5.43)

where \( h_{\min} = \min[\|h'_1(k)\|, \ldots, \|h'_n(k)\|] \) and \( h_\text{max} = \max[\|h'_1(k)\|, \ldots, \|h'_n(k)\|] \)

\( \bar{x}(k) \leq \bar{x}_\text{max} \) [refer to definition (5.6)], \( \|\hat{e}(k)\| \leq \tilde{c}_m \) with \( \hat{e}(k) = \tilde{v}^T H(w^*, \bar{x}(k)) + \epsilon(k) \in \mathbb{R}^m \), and \( \|v(k)\| \leq v_\text{max} \).

has the following properties:

\[
\|\tilde{w}(k + 1)\| \leq \|\tilde{w}(k)\| \quad (5.44)
\]

\[
\lim_{k \to \infty} \sup |e^p(k)| \leq \Delta_w \quad (5.45)
\]

for \( k = 0, 1, \ldots \)

**Proof:** Since the proof is almost the same to [70], please see the details in [70].

**Corollary 1:** If the maximum singular value \( k_\text{vmax} \) of \( k_v \) is smaller than one, the tracking error \( r(k) \) will converge to a compact set, i.e., \( \lim_{k \to \infty} \|r(k)\| \leq \Delta_r \), where

\[
\Delta_r > \left( \sqrt{1 - k_\text{vmax}} + \|k_v\|^2 + \|k_v\| \right) \frac{\Delta_m + d_m}{1 - k_\text{vmax}}
\]

(5.46)

is a positive constant with \( \Delta_r = \min[\Delta_v, \Delta_w] \).
Proof: Define the Lyapunov function \( \| r(k) \|^2 \) and use Eq.(5.10) we have

\[
\begin{align*}
  r^T(k+1)r(k+1) - r^T(k)r(k) &= -r^T(k)[I - k_vTT_k_v]r(k) + \| e(k) \|^2 + \| d(k) \|^2 \\
  &+ 2d^T(k)e(k) + 2r^T(k)k_v e(k) + 2r^T(k)k_v d(k) \\
  &\leq -(1 - k_{v_{\max}})\| r(k) \|^2 + \| e(k) \|^2 + \| d_m \|^2 \\
  &+ 2d_m \Delta_m + 2\| k_v \|\| r(k) \|\| e(k) \| + 2\| k_v \|\| r(k) \|d_m \\
  &- [(1 - k_{v_{\max}})(\| r(k) \| - \frac{\| k_v \| (\| e(k) \| + d_m)}{1 - k_{v_{\max}}})^2 \\
  &- ((1 - k_{v_{\max}}) + \| k_v \|^2)\frac{\| e(k) \| + d_m}{1 - k_{v_{\max}}}] \quad (5.47)
\end{align*}
\]

If we select \( k_{v_{\max}} < 1 \), the L.H.S of Eq.(5.47) will be non-increasing, whenever

\[
(1 - k_{v_{\max}})(\| r(k) \| - \frac{\| k_v \| (\| e(k) \| + d_m)}{1 - k_{v_{\max}}})^2 \\
\geq ((1 - k_{v_{\max}}) + \| k_v \|^2)\frac{\| e(k) \|^2 + d_m}{1 - k_{v_{\max}}})^2 \quad (5.48)
\]

The conclusion from Eq.(5.47) and (5.48) is that, given any

\[
\Delta_r > (\sqrt{(1 - k_{v_{\max}}) + \| k_v \|^2})^2 + \| k_v \| \frac{(\Delta_m + d_m)}{1 - k_{v_{\max}}} \quad (5.49)
\]
then \( \lim_{k \to \infty} \sup \|r(k)\| \leq \triangle_r \) will be a positively invariant set. This completes the proof.

**Remark 5.1:** Accuracy of the RBF network tracking controller is affected by three parameters \( k_{v_{\max}}, \triangle_m, \) and \( d_m \). Because the size \( \triangle_m \) of the dead zone is independent of the tracking error \( r(k) \) as shown in Theorem 5.1 and 2, a smaller tracking error can be achieved by selecting the size \( \triangle_m \) as small as possible. And pruning will make the size increased, that is natural, since the pruning will cause error increment, however, the pruning itself will improve the generalization performance, which is wildly accepted and proved.

As mentioned in the section 5.2.4, we even can actually reach the conic conditions if we take the similar approach as in Chap 3 and 4. Followed by Eq. (5.32)

\[
\| \tilde{v}(k+1) \|^2 - \| \tilde{v}(k) \|^2 \\
= -2\alpha(k) \text{tr} \{ e^{PT}(k) \tilde{v}^T(k) \tilde{H}(w(k), x(k)) \} \\
+ (\alpha(k)^2 \| \tilde{H}(w(k), x(k)) e^{PT}(k) \|^2)
\]

(5.50)

(5.51)

and similarly as in chapter 3 and 4, \(- \frac{\partial e^2(k)}{\partial w} \geq 0 \rightarrow e^T(k) \Phi^v(k)\), with \( \Phi^v(k) \) term
denotes the remaining factor, we can rewrite it as:

$$
\|\tilde{v}(k+1)\|^2 - \|\tilde{v}(k)\|^2
= 2\alpha(k)\{e^{p^T}(k)\Phi^v(k)\} \rho
+ (\alpha(k)^2 \|\bar{H}(w(k), \bar{x}(k))e^{p^T}(k)\|^2
\leq 2\alpha(k)\{e^{p^T}(k)\Phi^v(k)\} \rho
+ \|e^{p^T}(k)\|^2 (\alpha(k)^2 \|\bar{H}(w(k), \bar{x}(k))\|^2
(5.52)
$$

where $\rho$ absorbs other terms.

By summing up to $N$ steps, we can reach the conic conditions as in the similar form as:

$$
\{e^{p^T}(k)\Phi^v(k)\} + \frac{\|e^{p^T}(k)\|^2 \sigma}{2} \geq -\eta
(5.53)
$$

where the $\sigma$ and $\eta$ are all positive constants.

From the analysis above, we can see that by either of the stability analysis approaches described in this chapter for the dead zone method, and the way for the conic sector conditions as described in both chapter 3 and 4, we can reach the same destination, which in turn prove that our system is robust and stable.
5.3 Simulation Results

In this part of simulation, we still consider a two-link direct drive robot model with a discrete-time input-output form as

\[
\begin{align*}
  x_1(k+1) &= x_2(k) \\
  x_2(k+1) &= f(x(k)) + u(k) + d(k)
\end{align*}
\]  

(5.54)

where \(x(k) = [x_1(k), x_2(k)]^T\)

\[
f(x(k)) = x_2(k) - T^2 M^{-1}(x_2(k)) [V(x_1(k), x_2(k)) + F(x_1(k), x_2(k))]
\]  

(5.55)

where \(x_k = [x_{k1}, x_{k2}]^T\) is the joint angle vector and \(u_k \in \mathbb{R}^2\) is the torque control signal defined later, \(d_k\) is normally distributed disturbance with a bound \(||d_k|| \leq 0.2\), with the configuration dependent inertia matrix

\[
M(x_k) = \begin{bmatrix}
3.32 + 0.32 \cos(x_{k2}) & 0.12 + 0.16 \cos(x_{k2}) \\
0.12 + 0.16 \cos(x_{k2}) & 0.12
\end{bmatrix}
\]

centrifugal and coriolis effect

\[
V(x_k, x_{k+1}) = \begin{bmatrix}
-(x_{k+1,2} - x_{k,2})(2(x_{k+1,1} - x_{k,1}) + x_{k+1,2} - x_{k,2})0.16 \sin(x_{k,2})/T^2 \\
0.16(x_{k+1,1} - x_{k,1})^2 \sin(x_{k,2})/T^2
\end{bmatrix}
\]
and coulomb friction

\[
F(x_k, x_{k+1}) = \begin{bmatrix}
5.3 \text{sgn}((x_{k+1,1} - x_{k,1})/T) \\
1.1 \text{sgn}((x_{k+1,2} - x_{k,2})/T)
\end{bmatrix}
\]

with \( T = 0.002s \) being the sampling time.

The tracking error is defined as

\[
r(k) = e_n(k) = x_2(k) - x_{2d}(k) \quad (5.56)
\]

where \( x_{2d}(k) = [x_{2d,1}(k), x_{2d,2}(k)]^T = [\sin(\pi/kT), \cos(\pi/kT)]^T \) is the reference trajectory signal, which is shown in Figure(5.1). The control signal is defined as

\[
u(k) = x_{2d}(k) - \hat{f}(\bar{x})(k) + k_p r(k) \quad (5.57)
\]

where \( \hat{f}(\bar{x})(k) \) with \( \bar{x}(k) = [1, h(x_1(k)), h(x_2(k))]^T \) is the output of an RBF network, with 80 initial hidden neurons to estimate \( f(x(k)) \).

The simulation is carried out in the following steps. First, \( f(x(k)) \) is estimated by the standard BP algorithm for 5000 steps with \( k_p = \text{diag}[0.5, 0.5] \). In the presence of the disturbance, it was observed that the disturbance caused the divergence of the RBF network as in Figure(5.2) in the sense that there is weight drifting in the hidden layer as shown in Figure(5.3) and (5.4). In contrast, the robust training and pruning algorithm provides the guaranteed convergence of the network in Figure(5.5) and smaller control tracking error shown in Figure(5.6), with decreasing the number of
hidden neurons (where L is set to 5), which, in turn, improved the generalization performance. And since the pruning is done only at the output layer, we observed the same weights in the hidden layer, it is shown (Figure (5.7) and (5.8)) that the weights shifting has been greatly reduced. From the implementation perspective, the value of the dead zone for both the output layer and hidden layer is decided by taking the maximum value of each related parameters, which all have an upper bound. i.e. \( \varepsilon_m = d_{\text{max}} = 0.2, \tilde{H}_m = H_{\text{max}} = 1 \).

And the next step, we set L to different length, such as 5, 10 and 20. When L is set to 5, the system output is shown in Figure (5.5) with the tracking error in Figure (5.6) and the number of hidden neurons is observed every 500 steps in the simulation and the number of the RBF network is pruned from 80 to about 15, which is shown in Figure (5.9). When L is set to 10 and 20, the result of the system output and number of hidden neurons are shown in Figure (5.10), (5.11), (5.12) and Figure (5.13),
Figure 5.2: System output $x_2(k)$ by using standard BP algorithm.

Figure 5.3: Hidden layer weight $w(1,1)$ by using standard BP algorithm.
Figure 5.4: Hidden layer weight $w(5,1)$ by using standard BP algorithm.

Figure 5.5: System output $x_2(k)$ by using pruning based robust BP training algorithm by setting $L=5$. 
Figure 5.6: Control tracking error of one link $x_{2,1}(k)$ by using pruning based robust BP training algorithm by setting $L=5$.

Figure 5.7: Hidden layer weight $w(1,1)$ by using pruning based robust BP training algorithm by setting $L=5$. 
Figure 5.8: Hidden layer weight \( w(5,1) \) by using pruning based robust BP training algorithm by setting \( L=5 \).

(5.14),(5.15) respectively. From the above results, we can see that with the increase of the \( L \), the output of neuron pruning-based controller is smoother. Moreover, the number of hidden neurons is pruned from 80 to around 20 and there are also more spikes with smaller \( L \).

The absolute value for the instant tracking error (ITE) and the root mean squared error (RMSE) of the BP based training and pruning based training (PBT) with the same \( L=10 \), can be summarized as following:

<table>
<thead>
<tr>
<th></th>
<th>ITE</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>BP</td>
<td>0.18</td>
<td>0.017</td>
</tr>
<tr>
<td>PBT</td>
<td>0.07</td>
<td>0.009</td>
</tr>
</tbody>
</table>

According to previous research and mentioned in Chapter 3, we can save certain computation on the neuron or weights updating since some of them are deleted.
Figure 5.9: The curve for the neuron pruning by setting $L=5$.

Figure 5.10: System output $x_2(k)$ by using pruning based robust BP training algorithm by setting $L=10$. 
Figure 5.11: Control tracking error of one link $x_{2,1}(k)$ by using pruning based robust BP training algorithm by setting L=10.

Figure 5.12: The curve for the neuron pruning by setting L=10.
Figure 5.13: System output $x_2(k)$ by using pruning based robust BP training algorithm by setting $L=20$.

Figure 5.14: Control tracking error of one link $x_{2,1}(k)$ by using pruning based robust BP training algorithm by setting $L=20$. 
Figure 5.15: The curve for the neuron pruning by setting $L=20$.

during our pruning process. However, more research will be carried out to compare the overall computation complexity in the future work.

5.4 Concluding Remarks

The proposed RBF network tracking controller is trained and pruned online by the pruning based robust backpropagation training algorithm to give the guaranteed convergence. Both theoretical and simulation results prove that the estimation error converges to a compact set in the presence of disturbance and pruning. On the other hand, after doing the pruning on the networks, some of the weights updating are avoided and thus can reduce certain computation payload. The main benefit of the online pruning is that after the process, we may have a guideline that how many neurons is sufficient to achieve both tracking and generalization performance.
Chapter 6

Conclusions and Recommendations

6.1 Conclusions

This thesis provides an in-depth investigation into developing pruning based training algorithm for neural nonlinear tracking control systems. The convergence of the weights for the neural network and the stability of the controls system are analyzed. The conclusion from this study can be summarized below.

The SPSA algorithm is applied to a class of neural nonlinear tracking control system within the framework of a classical adaptive control system. The weight-shifting is removed and thus in turn the tracking control performance is improved. The conic-sector theory is introduced to design the neural tracking control system, which aims
at providing bounded conditions for both the weights of the neural network and the tracking error of the control system. Comparative studies have been carried out among SPSA algorithm, standard back-propagation algorithm and traditional PID controller. The results indicate that better performance is obtained using the SPSA algorithm.

To improve the generalization ability of the neural system, a weight-pruning based training algorithm is proposed for the nonlinear tracking control system, and followed by a neuron-pruning based training algorithm. Completed convergence analyses have been made for both algorithms and the simulations show that the pruning-based training algorithm performs better in terms of generalization.

Conic sector theory is introduced to the design of the neural tracking control systems in Chapter 3 and 4, which aims to provide guaranteed boundedness for both the input-output signals and the weights of the neural network. One of the main advantages of the conic sector approach is that it provides a model free study. In Chapter 5, a dead zone scheme is integrated with the pruning based training algorithm and the convergence conditions are directly obtained by Lyapunov analysis.

### 6.2 Recommendations

Possible areas of future work that emerge from this thesis include:
6.2.1 Apply to Real Control Plant

The research presented in this thesis is mainly on the theoretical part and all the results are obtained from simulation. Some related research work on the real application, such as air handling unit [106], has been carried out in our group. We are considering applying our online pruning algorithm to the same system for further evaluation.

6.2.2 Incorporation of Growing Technique

Growing is a natural consideration of the extension to the pruning based training algorithm. Minimal resource allocation network (MRAN) [27, 54] was used in the growing technique for the RBF network, where one neuron will be added after satisfying certain conditions by judging the location of the RBF center. However, it is only applicable for off-line growing which implies the impact of the growing in the online control system stability is not investigated yet. So a direct extension of our pruning methods will apply for the growing neural network in the control system, where the convergence should be guaranteed.

6.2.3 Use of Online Support Vector Regression

As discussed in the last chapter, the RBF network has many advantages over standard multilayer perceptrons. However, as the performance of the RBF networks do depend on the number and position of the centers, both pruning and growing are of
heuristic methods which lack certain insight of the analytical solution.

In the last few years, there has been a surge of interest on support vector machine (SVM) and support vector regression (SVR) [7, 51, 107, 108]. SVM or SVR has shown good generalization ability on a wide variety of problems [7, 20]. From the view point of implementing the neural network, the SVR can be regarded as an algorithm which can decide the optimal number and positions of the neurons in the hidden layer for the RBF network. The main advantage of this approach is that the support vectors, i.e. hidden neurons, are obtained objectively by a constrained optimization for a given error bound.

Although the SVR can resolve the problem with global optimum, it is restricted to be off-line learning only which means that it is not yet suitable for the on line control applications. As for our applications, several compromises can be made to achieve better performance. For example, we can set a sliding window to handle the latest data and apply the SVR to find the least favorable data to delete it and move the window to handle the next data.

In conclusion, this thesis has addressed the problem of on line learning and structure optimization by using pruning based training algorithms and completed stability analysis has been provided for the control system. The improved performance can be summarized as better generalization ability and thus better tracking performance. The detailed results strongly support the proposed methods and algorithms in the simulation parts.
Appendix

Mathematical Preliminaries and Notations

This section describes the mathematical fundamentals and notations used throughout this thesis. The main concern is with discrete signals which are infinite sequences of real numbers. Each signal may be considered a vector of infinite dimension and represents an element of a set known as a linear vector space.

Norms: Norms may be thought of as a measure of the size of a vector. Let $E$ be the linear vector space. The zero vector in $E$ is denoted by $\emptyset$. The function $\rho : E \rightarrow \mathbb{R}_+$ (the set of positive real numbers) is a norm on $E$ only if

(a) $x \in E$ and $x \neq \emptyset$ implies $\rho(x) > 0$

(b) $\rho(\alpha x) = |\alpha|\rho(x)$, $\forall \alpha \in \mathbb{R}, \forall x \in E$

(c) $\rho(x + y) \leq \rho(x) + \rho(y)$, $\forall x, y \in E$

Given the linear space $E$ and a norm $\rho$ on $E$, the pair $(E, \rho)$ is called a normed vector space.

$L_2$-norm: Let $x = (x_1, x_2, \ldots)$. The $L_2$ norm of $x$ is defined as

$$\|x\|_2 = \left\{ \sum_{k=1}^{\infty} x_k^2 \right\}^{1/2}$$

The extension space, denoted by $L_{2e}$, is the space consisting of those elements $x$ whose truncations lie in the space $L_2$, e.g. $x$ belongs to the extended space $L_{2e}$ if

$$\|x\|_{2,T} = \left\{ \sum_{k=1}^{T} x_k^2 \right\}^{1/2} < \infty$$

$\forall T \in \mathbb{Z}_+$ (the set of positive integers).
**Frobenius norm:** A matrix norm of an $m \times n$ matrix $A$ defined as the square root of the sum of the absolute squares of its elements (i.e., $\|A\| = \sqrt{\sum_{i=1}^{m} \sum_{j=1}^{n} |a_{ij}|^2}$).

**Operator:** An operator is a mapping of normed vector spaces.

**Passivity:** Define the scalar inner product $\langle . | . \rangle$ of two infinite sequences $x$ and $y$ as

$$\langle x | y \rangle = \sum_{k=1}^{\infty} x_k y_k$$  \hspace{1cm} (A.1)

An operator $H : x \rightarrow y$ where $x, y \in L_{2e}$ is passive only if there exists some constant $\beta$ such that

$$\langle y | x \rangle_T = \langle Hx | y \rangle_T \geq \beta$$  \hspace{1cm} (A.2)

**Conic sector:** An operator $H : x \rightarrow y$ where $x, y \in L_{2e}$ is:

(a) inside the cone (C,R) if

$$\langle y - (C - R)x | y - (C + R)x \rangle_T \leq 0, \forall T \in Z_+$$

(b) outside the cone (C,R) if

$$\langle y - (C - R)x | y - (C + R)x \rangle_T \geq 0, \forall T \in Z_+$$

(c) strictly inside the cone (C,R) if for some $\epsilon > 0$

$$\langle y - (C - R)x | y - (C + R)x \rangle_T \leq -\epsilon \|(x, y)\|^2_T, \forall T \in Z_+$$

(d) strictly outside the cone (C,R) if for some $\epsilon > 0$

$$\langle y - (C - R)x | y - (C + R)x \rangle_T \geq \epsilon \|(x, y)\|^2_T, \forall T \in Z_+$$

**Dissipativeness:** An operator $H : x \rightarrow y$ where $x, y \in L_{2e}$ is weakly $(Q, S, R)$ dissipative only if there exists a constant $\beta$ such that

$$\langle y | Qy \rangle_T + 2\langle y | Su \rangle_T + \langle u | Ru \rangle_T + \beta \geq 0$$  \hspace{1cm} (A.3)
$\forall T \in \mathbb{Z}_+ \text{ with } \beta = 0$, $H$ is called dissipative.

The following theorem is a necessary extension to the conic sector stability of Safanov [109] for discrete-time adaptive control systems.

**Theorem A.1:** Consider the following error feedback system

\[
\begin{align*}
\dot{e}(k) & = u(k) - x(k) \\
y(k) & = H_1 e(k) \\
x(k) & = H_2 y(k)
\end{align*}
\]

with operators $H_1, H_2 : L_{2e} \rightarrow L_{2e}$ and discrete time signal $x(k), y(k), e(k) \in L_{2e}$ and $u(k) \in L_2$. If

\[
\begin{align*}
(a) H_1 & : e(k) \rightarrow y(k) \text{ satisfies} \\
\sum_{k=1}^{N} \left[ y(k)^2 + \alpha e(k)y(k) + \beta e(k)^2 \right] & \geq -\gamma,
\end{align*}
\]

(A.5)

\[
\begin{align*}
(b) H_2 & : y(k) \rightarrow x(k) \text{ satisfies} \\
\sum_{k=1}^{N} \left[ \beta x(k)^2 - \alpha x(k)y(k) + y(k)^2 \right] & \leq -\eta \| (x(k), y(k)) \|_N,
\end{align*}
\]

(A.6)

for some $\alpha, \beta, \eta, \gamma$ and $\gamma, \eta > 0$, then the closed loop signals $x(k), y(k) \in L_2$. 

---

Figure 1: Extension to conic sector stability theory
Proof: From Eq. (A.4) and using \( e(k) = u(k) - x(k) \)

\[
\sum_{k=1}^{N} \left[ \beta x(k)^2 - \alpha x(k)y(k) + y(k)^2 \right] + \sum_{k=1}^{N} \left[ (\alpha u(k)y(k) - 2\beta u(k)x(k) + \beta u(k)^2) \right] \geq -\gamma \quad (A.7)
\]

Combining Eq. (A.6) and (A.7)

\[
-\eta \| (x(k), y(k)) \|_N^2 + \sum_{k=1}^{N} \left[ (\alpha u(k)y(k) - 2\beta u(k)x(k) + \beta u(k)^2) \right] \geq -\gamma \quad (A.8)
\]

Using the Schwartz inequality

\[
\eta \| (x(k), y(k)) \|_N^2 - |\alpha| \cdot \| u(k) \| \cdot \| y(k) \|_{L^2} - 2|\beta| \cdot \| u(k) \| \cdot \| x(k) \|_{L^2} \leq \gamma + |\beta| \cdot \| u(k) \|^2 \leq 0 \quad (A.9)
\]

Assume \( \| (x(k), y(k)) \|_N^2 \to \infty \) as \( N \to \infty \). Therefore from Eq. (A.9)

\[
\eta \leq 0
\]

This is a contradiction. Therefore \( \| (x(k), y(k)) \|_N^2 \) is bounded. (i.e. \( x(k), y(k) \in L_2 \)).

A corollary of this theorem is presented which will be useful in the analysis of certain adaptive control system

**Corollary A.1**: Consider the feedback system of Eq. (A.4). If

(a) \( H_1 : e(k) \to y(k) \) satisfies

\[
\sum_{k=1}^{N} (e(k)y(k) + \bar{\sigma}e(k)^2/2) \geq -\gamma,
\]

(b) \( H_2 : y(k) \to x(k) \) satisfies

\[
\sum_{k=1}^{N} [\bar{\sigma}x(k)^2/2 - x(k)y(k)] \leq -\eta \| (x(k), y(k)) \|_N^2
\]

(A.10) (A.11)
for some $\bar{\sigma}, \gamma, \eta > 0$, then the closed loop signals $x(k), y(k) \in L_2$.

Proof: The proof follows the approach taken for Theorem A.1.
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