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Summary

With the increasing applications of audio and multimedia data, which are available on the Internet, audio segmentation becomes a challenging problem for many areas of speech and audio signal processing. The aim of this thesis is to design and develop audio segmentation techniques, which are efficient, robust, simple and applicable in real world situations. Segmentation techniques for noisy audio signals are investigated in four chapters of this thesis together with applications.

A new method to detect speech/non-speech components of a given noisy signal is presented employing the combination of binary Walsh basis functions and an analysis-synthesis scheme. The minimal number of Walsh basis functions to be applied is also analyzed. A framework for speech/non-speech detection is then established. The use of minimal Walsh basis functions makes the algorithm computationally efficient and easily implementable.

A novel approach to automatically determine the segment boundaries of noisy speech signals is described. Speech segmentation is formulated as an optimization problem and boundaries of speech segments are detected using a genetic algorithm (GA). Segmentation results are improved through the generations of GA by introducing a new evaluation function, which is based on sample entropy and a heterogeneity measure.

Segmentation of noisy audio signals which are closely spaced in time is also considered in this thesis. Two segmentation techniques are presented to address this issue. The first segmentation method proposed is primarily based on a time scaling approach. Utilizing the fast Fourier transform (FFT) and binary Walsh transform based time scaling approach, the locations and durations of noisy segments as well as
noise only segments of narrow intervals are determined. Employing the residual signal, which is developed by Walsh basis functions, the second segmentation algorithm has been proposed. The use of a convexity measure and lower order Walsh basis function has not only improved the accuracy of segmentation results but also the computational efficiency.

In addition, segmentation methods for multicomponent noisy audio signal in time-scale domain are presented in this thesis. A wavelet domain based segmentation approach is proposed. It is shown that the Morlet wavelet transform is useful for segmenting a noisy signal where the signal components are closely spaced. The usefulness of windowed approximate entropy is also investigated to estimate the locations and durations of narrow gaps and noisy segments. A linear binary time-scale transform based method is also developed for the multicomponents signal segmentation issue. This method is also applied for the detection of audio signal components which are closely spaced and for which the time interval between adjacent signal components is unknown.
Chapter 1

Introduction

Segmentation is the initial and crucial stage in many areas of audio processing. In general, audio segmentation is the task of partitioning an audio stream into its homogeneous units. For example, segmentation of audio data into speech, music, noise and silence has many applications such as audio content analysis, audio retrieval, speaker indexing and audio indexing. Furthermore, in an automatic speech recognition (ASR) system, the input signals are a continuous stream of speech signals to be fragmented. Segmentation of speech signals, therefore, into acoustically separated words or sub-word units is a prerequisite for ASR systems. When an ASR system has to deal with a large vocabulary, there is a high complexity in computation and requirement of large amount of memory space, which are inevitable. One way to reduce this computational burden is to pre-process the acoustic input through an effective segmentation algorithm. Several ASR systems have been designed in the literature and high levels of performance are achieved by these systems when they are operated in controlled situations [1]. However, they suffer substantial performance degradation when they are applied in noisy situations.

In addition to ASRs, segmented homogeneous regions of speech can be applied in
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Clustering of speech stream into speaker turns of broadcast news and meeting recordings [2]. The information of these speaker turns can also be useful for applications such as meeting and conference summarizations. With the advent of Internet technology and efficient coding schemes, large amount of digital audio and video are available on the web and more and more multimedia data are distributed over the Internet. From the multimedia technology point of view, segmentation is essential for many applications such as indexing of audio data, transcription of broadcast news and information retrieval where large amount of audio data are necessary to be handled. For example, to classify and index a large amount of audio recordings, which are available online over the web, the best indexing scheme can be realised only through an efficient segmentation method.

In audio content analysis for information retrieval and indexing of large audio databases, audio segmentation is the first step to search for a desired piece of audio data. Audio segmentation techniques are often employed to assist video scene analysis. As the audio tracks are mixture of different audio types, in this context, they are segmented into several classes such as speech, music, silence or ambient noise.

1.1 **Motivation**

There are several possible applications where segmentation is essential including ASR, managing of archived audio data and entertainment. For instance, separating the signal components into speech and non-speech segments is the primary task of any ASR. In reducing the requirement of large memory space in large vocabulary speech recognition system, segmentation also plays a vital role. For a long time, the segmentation of audio signals has been a major issue for an ASR. To handle large amount of audio and multimedia data available on the Internet, the use of segmentation can provide
fast information retrieval and indexing. However, manual segmentation is tedious, expensive and unrealistic for practical applications.

Although several segmentation algorithms have been proposed to address these issues [3], the systems which can meet the requirements of practical applications are not fully developed yet. We all know that noise is a well-known source of errors in many areas of signal processing. A lot of segmentation works have also been focused on the robustness against noise issue. However, the state-of-the-art of such systems cannot fully cover various types and levels of noise which are encountered in practical situations.

In this thesis, segmentation techniques for audio signals in noisy environments are suggested with its applications to segmentation of speech signals. However, they are applicable to other audio signals such as phonocardiogram (PCG) signals and electromyography (EMG) signals.

1.2 Objectives

The aim of this thesis is to explore audio segmentation techniques, which are efficient and applicable in real world situations. Segmentation techniques for audio signals in noisy conditions where the noise level is high and noise type is unknown are investigated for the following objectives:

- **Detection of Speech and Non-speech**: to propose an efficient segmentation algorithm in noisy environments, which would be applicable for detection of speech/non-speech in real time noise cancellation and speech enhancement systems.
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- **Detection of Speech Segments Boundaries:** to propose a robust segmentation technique for determination of boundaries of speech segments in different environmental conditions. The proposed method would achieve robustness against noise without any preprocessing.

- **Segmentation of Narrowly Spaced Audio Signals:** to propose segmentation techniques for detection of signal components which are closely located in time and buried under high level of background noise. It is also assumed that time intervals between adjacent signal components are random and relatively smaller than the signal components.

- **Segmentation of Multicomponent Audio Signals in Time-Scale Domain:** to propose efficient segmentation techniques for multicomponent noisy audio signals in time-scale domain.

1.3 Thesis Contributions

Original contributions of this thesis can be briefly described as follows:

- A discrimination method for speech and non-speech segments of noisy speech signals is proposed using minimal Walsh basis functions based analysis-synthesis scheme. Unlike most of the previously reported speech/non-speech detection method, this method does not apply feature extraction and models of speech and non-speech. Thus, only a few parameters are to be optimized in this framework.

- The proposal for detection of segment boundaries of speech signals in varying background conditions is presented. Formulating the problem of segmentation as machine learning, locations of speech segments boundaries are determined. To the best of our knowledge, this is the first segmentation algorithm for speech
1.3. Thesis Contributions

boundaries detection by means of a Genetic Algorithm (GA). Simulation study, which has been conducted on various speech signals with an evaluation metric shows the robustness of the proposed method.

- Time scaling techniques are usually employed to modify the time scale of an acoustic signal without losing the perceptual quality. A Walsh transform based time scaling scheme is introduced as a tool of segmentation method. The basic idea is to detect the small gaps and signal components from the reconstructed time-scale modified signal, which appears to be more useful than the original signal in segmentation. The usefulness of this approach is preliminarily investigated for narrowly spaced noisy speech and music signals.

- The proposal for identification of narrowly spaced speech segments using a residual signal, which is developed from Walsh basis functions is presented. A convexity measure is introduced to improve the segmentation results. Based on the experiments carried out using two sets of database, the proposed method achieves robustness against noise.

- To analyze the multicomponents of closely spaced noisy audio waveforms, a segmentation approach is developed exploiting wavelet transform and windowed approximate entropy. It has been shown that the proposed time-scale domain based method outperforms the Principal Component Analysis (PCA) based time-domain segmentation method.

- The proposal for detection of active intervals and quiet intervals of noisy audio signals using linear binary time-scale transform and minimal a priori information is also presented. The results obtained from synthetic signals are found promising.


1.4 Thesis Organization

The motivation and objectives of this thesis is introduced in Chapter 1. The rest of the organization of the thesis can be outlined as follows.

Chapter 2 reviews previous works on audio segmentation techniques in various application areas. Fundamentals of segmentation approaches presented in this thesis are also described in this chapter.

Chapter 3 presents a speech/non-speech detection technique based on minimal Walsh basis functions. An analysis to determine the minimal number of Walsh basis functions is also discussed in this chapter.

Chapter 4 introduces a novel segmentation technique based on a genetic algorithm (GA). Sample entropy, which is used in designing the evaluation function of GA is also briefly explained in this chapter.

Chapter 5 deals with the problem of closely spaced noisy audio segmentation. A time scaling approach based segmentation technique is proposed first. This chapter further describes a method to detect narrowly spaced audio signals based on a residual signal and a convexity measure.

Chapter 6 first propose a technique for segmentation of noisy multicomponent audio signals in wavelet domain. This chapter also discusses windowed approximate entropy which is used in this segmentation method. A Walsh transform based segmentation algorithm is also presented in this chapter.

Chapter 7 organizes the summaries of the works presented in this thesis, contributions and discussion for future directions.
Chapter 2

Previous Work and Background

During the past few years, there has been a growing amount of multimedia data such as audio and video that are available in digital format over the worldwide net with the availability of high speed and high capacity computers, Intranets and the Internet. Automatic audio indexing and retrieval systems are therefore essential to access a desired piece of information from the large amount of available audio data. Hence, efficient techniques to automatically segment or classify an audio stream into homogeneous regions depending on the specific applications become more and more important. Such methods are useful not only for audio content analysis and audio retrieval, but also applicable in speech recognition systems with large vocabularies. Recently, potentials of audio segmentation and classification have been investigated in video segmentation and video scene analysis since audio-based analysis systems are effective and require less computation time.

In this chapter, a review of the literature on audio segmentation in different areas of multimedia signal processing is described (Section 2.1). A brief introduction to the fundamentals of the segmentation techniques, which are proposed in this thesis, is also described in this chapter (Section 2.2).
2.1 Previous Work

The purpose of this review is to mention some of the works that have been presented in the literature for the issue of audio segmentation. Some of the basic concepts of audio segmentation used for voice activity detection (VAD), word boundary detection, ASR, indexing and content analysis are briefly mentioned.

2.1.1 Speech and Non-speech Detection

Several methods have been proposed in the literature related to speech and non-speech detection problem. In many fields of speech processing such as speech recognition [4], speech and audio coding [5], speech enhancement [6], wireless communication [7], efficient speech/non-speech segmentation algorithms are always necessary. For applications like mobile phones and packet networks, discontinuous transmission (DTX) mode based on an efficient speech and non-speech discriminator is usually required for lower bit-rate transmission speech coder. DTX is a crucial part of global system in mobile communications (GSM). It helps to increase the overall capacity of the system by minimizing co-channel interference. A VAD, which distinguishes between speech and noise of a signal, is the most important part of DTX. If some speech frames are identified as noise, intelligibility of speech can be decreased due to an unpleasant effect called clipping. On the other hand, if inactive (i.e. noise) frames are detected as active frames frequently, the quality of DTX becomes very poor in developing an efficient silence compression scheme. A VAD, which is standardized for the GSM cellular communication system is ETSI speech coder [8]. Based on spectral estimation and periodicity detection, this adaptive multi-rate speech coder (AMR) specifies two options for VAD to be used in DTX.

Noise is a well-known factor which degrades the quality and intelligibility of speech
in many applications areas. To reduce the noise level without affecting the quality of speech signals, a noise reduction algorithm is usually employed. Spectral subtraction is a widely used approach in practical noise suppression schemes. This scheme usually estimates the noise characteristics from the non-speech intervals of the signal. Therefore, identification of non-speech periods is an important and sensitive part of existing noise reduction schemes. In this context, accuracy and reliability of a VAD becomes critical in determining the performance of noise reduction algorithm. Most papers reporting on noise reduction refer to speech pause detection when dealing with the problem of noise estimation. Speech pause detectors are very sensitive and often limiting part of the systems for the reduction of noise in speech [9].

A speech pause detection algorithm based on an autocorrelation voicing detector algorithm was developed in [10]. The algorithm was designed for real-time system and implemented on a DSP platform for the application of speech enhancement for hearing aids. An adaptive Karhunen-Loéve transform (KLT) tracking-based algorithm was also proposed for enhancement of speech degraded by additive color noise [11]. An algorithm, which detects the speech pauses by tracking the dynamics of the signal’s temporal power envelope was proposed in [9]. Sometimes, detection algorithms were designed for specific applications such as noise suppression [12] and wideband coding [5]. Voice activity detection algorithms for cellular networks in the presence of babble noise and vehicular noise were presented in [13] by adopting the approach used in European digital mobile cellular standard [14]. Combining the geometrically adaptive energy threshold method (GAET) and least-square periodicity estimator (LSPE), conversational speech is separated from silence [15]. A fuzzy polarity correlation function is also applied to determine speech sections and background noise in the environment of telephone network [16].

VAD methods can be roughly categorized into rule-based and model-based or...
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classifier-based methods. In the rule-based methods, an acoustic feature vector is usually extracted first. Most of the widely used parameters for VAD algorithms are short-time energy, zero-crossing rate, mel frequency cepstral coefficients (MFCC) and linear predictive cepstral coefficients (LPCC). Heuristically derived rules are then applied to separate speech from non-speech components of the signal [8, 12, 17]. Since a rule derived is specific to the extracted feature vector, different rules might be necessary for different combinations of features. Moreover, fine tuning is often needed to cope with the changing conditions of the data such as noise. Thus, it would be very difficult to obtain consistent and optimized results using the rule-based detectors.

In the classifier based methods, the problem of speech/non-speech detection is formulated as a classification problem assuming that speech and non-speech events are of different classes. Recently, statistical model based speech detectors have been developed. Different models such as Gaussian, complex Gaussian and Laplacian-Gaussian models are usually employed to model the distributions of speech and noise [18, 19, 20]. Based on these statistical models, a noisy speech is modelled with two hypotheses. Speech and non-speech events are then detected based on Hidden Markov Models (HMM). In order to reduce the miss detection errors, most of the rule-based and classifier-based methods often employ a hangover scheme assuming that speech events are highly correlated with time [8, 17, 18]. Although the accuracy of classification methods is more reliable than rule-based methods, they are usually complex in computation and have larger latency. The limitation of most of the existing methods is that they only work well in the case of high level of SNRs. Although there are some methods which can achieve good performance even at low SNRs, they are very complex and difficult to implement in real-time systems.

Taking the advantages of signal properties in a transformed domain, we have proposed a binary Walsh transform based speech/non-speech detection technique in the
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presence of noise in Chapter 3.

2.1.2 Audio Segmentation

There are a number of works in automatic segmentation of audio signals. According to [3], the existing segmentation algorithms can be categorized into:

- Decoder-guided segmentation
- Model-based segmentation
- Metric-based segmentation

Decoder-guided segmentation first decodes the input audio stream using acoustic models. By chopping the input audio at the locations of silence generated from the decoder, the desired audio segments can be obtained heuristically. The gender change information from the decoder could also be utilized for segmentation. More details of this scheme can be found in [21, 22, 23].

Model-based segmentation builds different models such as Hidden Markov Models (HMM) or Gaussian Mixture Models (GMM) for a fixed set of acoustic classes such as speech, music from a training corpus. Then the incoming audio stream is classified by maximum likelihood selection over a sliding window. Segmentation occurs at the location where there is a change in the audio class. The HMM model for each acoustic class is trained where the model parameters can be estimated using a procedure such as Baum-Welch algorithm. Then the class HMMs are combined into segmentation network. Segmentation is achieved by using the Viterbi algorithm to determine the maximum likelihood sequence of states through the network [24].

Metric-based segmentation is based on the acoustic distance measurement. If the acoustic distance between two neighbouring windows is large, then the input audio
stream is to be segmented at that place.

Since the model-based segmentation and metric or rule based segmentation methods use most of the acoustic features applied in VADs methods, some thresholding schemes or heuristic rules are often needed in most of the audio segmentation approaches. Another limitation of the model-based methods is that they cannot be generalized to unknown acoustic conditions.

In ASR systems, the purpose of segmentation is to divide the continuous input speech stream into discrete units based on an acoustic similarity measure. Most of the existing segmentation algorithms are based on simple parameters such as energy, zero-crossing measure and MFCC. It is well known that one main source of errors in ASR is the imprecise detection of segment boundaries of the input utterance especially in noisy environments. A good segmentation algorithm should therefore provide accurate detection of speech and noise intervals with less misclassification for wide range of SNRs. Since energy and zero-crossing rates do not work well in noisy environments, sometimes entropy measure is combined with these features to achieve a certain level of robustness [25, 26].

Fuzzy logic and fuzzy rule based endpoint detectors and neural network endpoint detectors were proposed in [27, 28]. Junqua et al. [29] proposed a method where a parameter is derived from time and frequency features, which is especially beneficial in low SNR. In a word boundaries detection algorithm of [30], this time-frequency parameter is extended to extract useful frequency information using a neural fuzzy network. Despite small network size, high learning accuracy and high learning speed, this algorithm needs a longer CPU time.

A comparison and suggestion of features for speech/music segmentation has been reported in [31]. Using multiple features and models, a segmentation algorithm was
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developed in [32] where a section of audio is considered as a semantically consistent sound segment if there is no significant changes in the features. This method achieves a strong agreement between the boundaries of audio and video scenes. Bayesian Information Criterion (BIC) is the one of the mostly used criterion in audio segmentation and classification process [33, 34]. Segmentation of audio stream into homogeneous regions according to speaker identity, environmental conditions and channel condition was presented in [3] using BIC. A method to retrieve the topics of broadcasted TV news based on the audio segmentation deploying BIC was also proposed in [35].

In the context of audio and multimedia content analysis, acoustic features like energy, zero-crossing rate and MFCC are commonly used for audio segmentation and classification. A review of the multimedia content analysis using audio and visual information can be found in [36]. In this review, audio features are categorized into two levels namely frame-level features and clip-level features. Some devised features such as cepstrum flux and block cepstrum flux parameters are introduced in [37] to fragment the audio for video streams. A video segmentation scheme with an audio analysis has been presented in [38]. In this analysis, discrimination of speech and non-speech is performed by a KNN (K - Nearest Neighbour) classifier and a GM-VQ (Gaussian Model-Vector Quantization) method. Based on the audio periodicity and other features, non-speech segments are further classified into music and environmental sound.

2.2 Background of Proposed Techniques

In this section, the background of the proposed segmentation techniques as presented in the following chapters are discussed.
2.2.1 Walsh Transform

The Walsh transform is a matrix product of a square set of data \( d \) and a matrix of basis vectors consisting of Walsh functions. The Walsh functions consist of trains of square pulses (with the allowed states being -1 and 1) such that transitions may only occur at fixed intervals of a unit time step, the initial state is always +1, and the functions satisfy certain other orthogonality relations [39]. For Walsh matrices \( W_n \) of order \( N = 2^n \), \( W_n W_n^T = W_n^T W_n = N I_n \) where \( I_n \) is the identity matrix of order \( 2^n \). The choice of the Walsh transform rather than other orthogonal transforms in this thesis is due to its computational simplicity involving addition and subtraction only.

Walsh transforms are widely used in communications, signal and image processing and image compression [40, 41, 42]. The set of Walsh functions is generally classified into three groups. These groups differ from one another in that the order in which individual functions appear is different. Three orderings of Walsh functions in literature are Hadamard (natural ordering), Paley (dyadic ordering) and Walsh (sequency ordering) [43]. Figure 2.1 shows the first 8 Walsh functions arranged in dyadic order.

Let \( k_i \) and \( j_i \) be the \( i \)-th bit in the binary representations of integers \( k \) and \( j \), respectively. The kernels of Walsh-Paley \( \text{wal}^{(p)}_{kj} \), Walsh-Hadamard \( \text{wal}^{(h)}_{kj} \) are given by

\[
\text{wal}^{(p)}_{kj} = (-1)^{\sum_{i=0}^{n-1} k_{n-1-i} j_i}
\]

\[
\text{wal}^{(h)}_{kj} = (-1)^{\sum_{i=0}^{n-1} k_i j_i}
\]

where \( k, j = 0, 1, ..., N - 1 \) and \( N = 2^n \). The elements of Walsh can also be generated by

\[
\text{wal}^{(u)}_{kj} = (-1)^{\sum_{i=0}^{n-1} r_i(k) j_i}
\]
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where
\[
\begin{align*}
r_0(k) &= k_{n-1} \\
r_1(k) &= k_{n-1} + k_{n-2} \\
r_2(k) &= k_{n-2} + k_{n-3} \\
\vdots \\
r_{n-1}(k) &= k_1 + k_0
\end{align*}
\] (2.4)

and \( k, j = 0, 1, \ldots, N - 1 \) and \( N = 2^n \). When \( N = 2^3 \), matrices of Walsh-Paley \((W_P)\), Walsh-Hadamard \((W_H)\), and Walsh \((W_W)\) have the following form. In this thesis we
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use the ordering of Walsh, i.e. $W_W$.

$$W_P = \begin{bmatrix} +1 & +1 & +1 & +1 & +1 & +1 & +1 \\ +1 & +1 & +1 & +1 & -1 & -1 & -1 \\ +1 & +1 & -1 & -1 & +1 & +1 & -1 \\ +1 & +1 & -1 & -1 & -1 & +1 & +1 \\ +1 & -1 & +1 & -1 & +1 & +1 & -1 \\ +1 & -1 & +1 & -1 & +1 & +1 & -1 \\ +1 & -1 & -1 & +1 & +1 & +1 & -1 \\ +1 & -1 & -1 & +1 & +1 & +1 & -1 \end{bmatrix} \quad (2.5)$$

$$W_H = \begin{bmatrix} +1 & +1 & +1 & +1 & +1 & +1 & +1 \\ +1 & -1 & +1 & -1 & +1 & +1 & -1 \\ +1 & +1 & -1 & -1 & +1 & +1 & -1 \\ +1 & -1 & -1 & +1 & +1 & +1 & -1 \\ +1 & +1 & +1 & -1 & -1 & -1 & -1 \\ +1 & -1 & +1 & -1 & -1 & +1 & -1 \\ +1 & +1 & -1 & -1 & -1 & +1 & +1 \\ +1 & -1 & -1 & +1 & -1 & +1 & -1 \end{bmatrix} \quad (2.6)$$

$$W_W = \begin{bmatrix} +1 & +1 & +1 & +1 & +1 & +1 & +1 \\ +1 & +1 & +1 & +1 & -1 & -1 & -1 \\ +1 & +1 & -1 & -1 & -1 & +1 & +1 \\ +1 & +1 & -1 & -1 & +1 & +1 & -1 \\ +1 & -1 & -1 & +1 & +1 & +1 & -1 \\ +1 & -1 & -1 & +1 & +1 & +1 & -1 \\ +1 & -1 & -1 & +1 & +1 & +1 & -1 \\ +1 & -1 & +1 & -1 & +1 & +1 & -1 \end{bmatrix} \quad (2.7)$$
2.2.2 Wavelet Transform

The wavelet transform has been used to analyze non-stationary signals in several research areas such as image processing, speech processing, subband coding, noise removal from time series and seismic geology. The wavelet transform provides high temporal resolution for high frequency components and high frequency resolution for low frequency components. Wavelets are generated from a single analyzing function called *mother wavelet*, $\Psi(t)$. The wavelet transform decomposes the signal into a set of basis functions, (i.e. wavelets), by scaling and translating of the mother wavelet. A family of wavelets can be constituted from the scaling parameter $a$ and translating parameter $\tau$ as:

$$\Psi_{a,\tau}(t) = \frac{1}{\sqrt{a}} \Psi \left( \frac{t - \tau}{a} \right)$$  \hspace{1cm} (2.8)

Wavelet transforms can be classified into discrete wavelets and continuous wavelets. For the continuous wavelet transform (CWT), $(a, \tau) \in R$ and $a \neq 0$ where the discrete wavelet transform (DWT) uses only a finite set of values of scale and translation factors.

The continuous wavelet transform of a signal $x(t)$ with respect to scale factor $a$ and shifting or translation factor $\tau$ can be approximated by scaling and translating the mother wavelet $\Psi(t)$ as

$$CWT(a, \tau) = \frac{1}{\sqrt{a}} \int_{-\infty}^{\infty} x(t)\Psi^* \left( \frac{t - \tau}{a} \right) dt$$  \hspace{1cm} (2.9)

where $*$ denotes the complex conjugate form. In a discrete wavelet transform, the translation and the scaling factor are power of two such that $a = 2^j$ and $\tau = ka = k2^j$ where $j, k \in \text{integers}$. In [44], the discrete wavelet function is given as

$$\Psi_{j,k} = 2^{-j/2} \Psi \left( \frac{t - 2^j k}{2^j} \right)$$  \hspace{1cm} (2.10)

The discrete wavelet transform (DWT) is defined as

$$DWT_{j,k} = \sum_{n=0}^{\infty} x(n)\Psi_{j,k} = \sum_{n=0}^{\infty} x(n) \frac{1}{\sqrt{2^j}} \Psi \left( \frac{n - k2^j}{2^j} \right)$$  \hspace{1cm} (2.11)
A small scaling parameter corresponds to a compressed wavelet function. As a result, the rapidly varying features of the signal can be obtained from the wavelet transform by using a small scaling factor. On the other hand, low frequency features of signal \( x(t) \) can be extracted by using a large scaling factor with a stretched wavelet function. A small scaling value is used for local analysis and a large scaling is used for global analysis.

### 2.2.3 Genetic Algorithms

Genetic Algorithms (GAs) are search algorithms based on the mechanics of natural selection and natural genetics [45]. They are part of a collection of stochastic optimization algorithms inspired by natural genetics and the theory of biological evolution [46]. Applying the principle of survival of the fittest, GAs operate on a population of individuals (chromosomes) which are the potential solutions to the problem in the search space. Usually, a predefined number of individuals are generated randomly and encoded into a suitable representation depending on the nature of the problem. The fitness of the individuals in the population are then calculated using an evaluation function. The evaluation function usually provides a score to each individual based on how well they perform in the problem domain.

In order to reproduce the next population, the fittest individuals from the current population are selected using a selection method such as roulette wheel or stochastic universal sampling. Selected individuals are then evolved in order to develop a new population with better individual fitness by applying the genetic operators such as crossover and mutation. In this way, the algorithm maintains the individuals with optimized fitness values and those with lower fitness values are discarded from the population. This process is repeated until the GA has converged to a good solution.
or after a predetermined number of generations have passed. A top-level view of the conventional genetic algorithm cycle can be described as follows.

1. Random initialization of a population of chromosomes.

2. Evaluation of the fitness of each chromosome in the current population.

3. Creation of new chromosomes by mating current chromosomes, applying mutation and recombination as the parent chromosome mate.

4. Deletion of members of the population to make room for the new chromosomes.

5. Computation of the fitness of new chromosomes and insertion of them into the population.

6. Stop and return the best chromosome if the termination criteria is met; if not, go to step 3.

The encoding scheme is a key issue in any GA because it can severely limit the window of information that is observed from the system [47]. Although binary encodings are the most commonly used, there is an increasing interest in other representation such as integer and real-valued encodings since they are more natural for some specific problems [48]. Proportionate selection, ranking selection and tournament selection schemes have been common selection methods in GA to emphasize the search in more promising regions of search space. In the proportionate method such as roulette wheel algorithm, members of the population are selected with a probability that is proportional to their fitness score. In ranking, all individuals are sorted by increasing values of their fitness. Then, each individual is assigned a probability of being selected from some prior probability distribution. Tournament selection scheme first selects a group of individuals. The individual with the highest fitness from the group is then selected
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and the rest are discarded. Other selection methods include stochastic remainder and stochastic universal sampling.

The performance of selection algorithms are usually measured with bias and spread. Bias is defined as the absolute difference between an individual’s actual and expected selection probability. Spread is the range in the possible number of times that an individual may achieve [49]. In stochastic universal sampling method, for $N$ number of individuals to be selected, $N$ pointers have to be equally spaced by $1/N$. The position of the first pointer is given by a randomly generated number in the range $[0, 1/N]$. If $s(i)$ is the actual number of times a particular individual $i$ to be selected, then $s(i) \in \lfloor e(i) \rfloor, \lceil e(i) \rceil$ where $e(i)$ is the expected number of times of individual $i$ to be selected. Thus, minimum spread is achieved by this selection method. In addition, as individuals are selected entirely on their positions in the population, stochastic universal sampling has zero bias. Stochastic universal sampling ensures a selection of individual which is closer to what is deserved than roulette wheel selection.

Crossover is an essential operator of GA for producing the new individuals. It is a reproduction operator which allows the information exchange between two parent individuals. In single point crossover, a crossover point is randomly generated within a chromosome and resulting subchromosomes are swapped to form two new offsprings. In multi-point crossover, $m$ crossover points are chosen with no duplication. Then, the bits between successive crossover points are interchanged between the two parents. Uniform crossover make every locus a potential crossover point. For each bit of two offsprings, which parent contributes its bit value to which offspring is randomly decided. For each bit position on the two parents, which parent will contribute its value in that position from the other parent is indicated by a crossover mask. A review of the variations of crossover can be found in [49]. Mutation is another genetic operator that introduces variations into the individuals from one generation to the next by flipping
the value of single bits within individuals.

Parallel genetic algorithms have been developed to enhance the capability of GA. There exist three models of parallel genetic algorithms: migration, global and diffusion. In this thesis, migration GA with subpopulations approach is applied in order to search the solution space more effectively and to take full advantage of the intrinsically parallel architecture of GA. The migration GA divides the population into a set of subpopulations, which evolve independently as in the conventional GA. From time to time, a number of individuals are distributed between subpopulations (migration). The number of individuals to be exchanged and the frequency of migration (how many generations pass between successive migrations) are specified by migration rate and migration interval. The migration GA not only enhances the computational speed, but also improve the results when compared to a single population algorithm.

GAs have been widely applied in many fields of signal processing such as adaptive filtering, time-delay estimation, active noise control and so on [50, 51, 52]. Recently, image segmentation algorithms have been developed by adopting GAs [53, 54, 55, 56, 57]. GAs are also applied in some areas of speech and audio processing [58, 59, 60]. Moreover, in the context of video summarization, retrieval and browsing, there has been a growing interest in video segmentation techniques based on genetic algorithm [61, 62].

2.2.4 Entropy Metric

The approximate entropy (ApEn) is a family of statistics which was first proposed in [63] to measure the complexity of a time series. ApEn(m,r,N) is approximately the negative natural logarithm of the conditional probability that a dataset of length N, having repeated itself within a tolerance r for m points, will also repeat itself for m+1
points [64]. Low value of $ApEn$ is found for a time series containing many repetitive patterns and for a process that is less predictable, a higher value of $ApEn$ is found.

Depending on two parameters of $m$ and $r$, the approximate entropy of a given time sequence $ApEn(m, r, S_N)$, can be calculated for a time series $S_N$, consisting of $N$ data points such that $T(1), T(2), ..., T(N)$. Here, embedding dimension or length of the pattern is defined by $m$ and the criterion of similarity or filter parameter is specified by $r$. To calculate $ApEn$ of this series, $N - m + 1$ vectors $p_m(i)$ for $\{i \mid 1 \leq i \leq N - m + 1\}$ are first constructed. Here, $p_m(i) = \{T(i + k) : 0 \leq k \leq m - 1\}$ is the vector of $m$ data points from $T(i)$ to $T(i + m - 1)$. If the difference between any two vectors $p_m(i)$ and $p_m(j)$ in the series $S_N$ is less than $r$, these vectors are assumed to be similar, i.e., if

$$|T(i + k) - T(j + k)| < r \quad \text{for} \quad 0 \leq k \leq m - 1. \quad (2.12)$$

If we consider all vectors of length $m$ [i.e., $p_m(1)$, $p_m(2)$, ..., $p_m(N - m + 1)$] within $S_N$ with the set $P_m$, then we define

$$C_{im}(r) = \frac{n_{im}(r)}{N - m + 1} \quad (2.13)$$

where $n_{im}(r)$ is the number of vectors in $P_m$ that are similar to $p_m(i)$ within the similar criterion $r$ and $C_{im}(r)$ is the fraction of vectors of length $m$ that are similar to the vector of the same length. Then we define $C_m(r)$, the prevalence of repetitive vectors of length $m$ in $S_N$, as the mean of $C_{im}(r)$ for all the vectors in $P_m$. Now we can determine the approximate entropy of $S_N$, for vectors of length $m$ and within the tolerance $r$ as

$$ApEn(m, r, S_N) = \ln \frac{C_m(r)}{C_{m+1}(r)} \quad (2.14)$$

This can be interpreted as logarithmic of the conditional probability of those vectors, which are close in $m$ points, are also close for $m + 1$ points. Usually, the embedding dimension $m$ cannot be large. $ApEn$ strongly depends on the filter parameter $r$. The
filter parameter is set to be some percentage of the standard deviation of the time series because then \( ApEn \) does not depend on the absolute variability or the unit of the signal. If \( r \) is very small, noise in the signal affects the \( ApEn \) values. When very large \( r \) values are used, essential properties of the signal remain undetected. In [65], \( r \) is recommended to be chosen as a fixed percentage (often 15% or 20%) of the standard deviation of the sequence with the values for \( m = 1 \) and \( m = 2 \).

\( ApEn \) has been extensively used in many physiological time series analysis [66, 67, 68]. Since the computational load of the original formulation of \( ApEn \) is high to characterize a finite sequence from start to end, windowed version of \( ApEn \) is considered in [69] to make it computationally tractable in motion detection problem. In [70], a segmentation method for noisy audio signal is presented using windowed \( ApEn \). Furthermore, \( ApEn \) is heavily dependent on the length of sequence and lacks consistency. That is, if \( ApEn \) of one data set is higher than that of another, it should, but does not, remain higher for all conditions tested [71]. In \( ApEn \), to avoid the occurrence of \( \ln(0) \) in the calculations, the comparison between the template vector and the rest of the vectors also includes comparison with itself (i.e. self-matching). As a result, a lower value of \( ApEn \) is achieved and thus the analyzing sequence is interpreted as more regular than it actually is.

To reduce these shortcomings of \( ApEn \), a new and related measure, \( SampEn \) has been developed in [72] with a small computational difference. The details of the formulation of \( SampEn \) is described in Section 4.3.1. The usefulness of \( SampEn \) in noisy speech signal segmentation is also investigated in Chapter 4 of this thesis.
2.2.5 Time Scaling

Time scaling is the process of stretching or compressing a signal. Time scaling techniques are usually employed to shorten or lengthen the time duration of the audio and speech signals (i.e. to accelerate or slow the audio signal). There are a number of applications for time-scale modification of signals in the areas of speech and audio processing such as interactive real time audio processors and PC-based sound editors. Time scaling techniques can also be applied to a musical instrument or an audio effects processor to make effects in film, games, music, DVD and DTV [73, 74].

Time scaling techniques can be classified into time domain and frequency domain based techniques. Time domain based techniques usually suffer artifacts when they are applied to complex signals, or when a large modification factor is used. To avoid these drawbacks, the frequency domain based phase-vocoders are usually applied in the time scale modification of audio and speech signals. Using phase vocoders, time stretching techniques are designed to stretch sound files in their duration without affecting their pitch. Phase vocoder consists of two main parts: an analysis and a synthesis which are usually based on short time Fourier transform. Implementations of phase vocoder have been extensively described in the literature [75, 76, 77]. Fundamental elements of a phase vocoder [78] can be presented as a schematic diagram as shown in Fig. 2.2.

The short time Fourier transform (STFT) of the input signal \( x(n) \) (with an analysis window of \( N \) samples and hop size of \( M \) at the time index \( n \) and in the frequency index \( k \), is given by

\[
X(n, k) = X_R(n, k) + jX_I(n, k) = |X(n, k)|e^{j\phi(n,k)}
\]

where \( |X(n, k)| \) represents the magnitude and \( \phi(n, k) \) is the phase of the time varying spectrum. After transformation by the function \( F \), the following is obtained:

\[
\hat{X}(n, k) = \hat{X}_R(n, k) + j\hat{X}_I(n, k) = |\hat{X}(n, k)|e^{j\hat{\phi}(n,k)} = F(X(n, k))
\]
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where $|\hat{X}(n,k)|$ and $\hat{\varphi}(n,k)$ represent the modified magnitude and phase functions. The function $F$ is a transformation process where a modification of the parameters resulting from the analysis stage can be performed. For example, time scaling can be performed by modifying the derivative of the phase function before synthesis. Lastly, the output signal $y(n)$ is obtained by the inverse Fourier transform (IFFT).
Chapter 3

Speech/Non-Speech Detection

This chapter presents a new method to detect speech/non-speech components of a given noisy signal. Employing the combination of binary Walsh basis functions and an analysis-synthesis scheme, the original noisy speech signal is modified first. From the modified signals, the speech components are distinguished from the non-speech components by using a simple decision scheme. Minimal number of Walsh basis functions to be applied is determined using singular value decomposition (SVD). The main advantages of the proposed method are low computational complexity, less parameters to be adjusted and simple implementation. It is observed that the use of Walsh basis functions makes the proposed algorithm efficiently applicable in real world situations where processing time is crucial. Simulation results indicate that the proposed algorithm achieves high speech and non-speech detection rates while maintaining a low error rate for different noisy conditions.
3.1 Introduction

Speech/non-speech detection is simply the task of discriminating noise-only frames of a signal from its noisy speech frames. In the literature, this process is usually known as voice activity detection (VAD) and it becomes an important problem in many areas of speech processing such as real-time noise reduction for speech enhancement, speech recognition, digital hearing aids and modern telecommunication systems. In multimedia communications, silence compression algorithms are usually applied to reduce the average transmission rate during silence periods of speech. These compression algorithms are also based on speech/silence detection and they allow the speech channel to be shared with other information so that the capacity of channel can be improved. Furthermore, VAD is an essential component in variable rate speech coders to achieve efficient bandwidth reduction without a speech quality degradation. Several methods that trade off the accuracy, delay, perceptual quality and computational complexity have been proposed in the literature to deal with the problem of speech/non-speech detection.

A silence compression speech communication system with VAD was standardized by ITU-T Recommendation G. 729 Annex B [17]. It uses a feature vector consisting of four differential parameters: full-band energy, low-band energy, zero-crossing rate and a spectral measure for the multiboundary decision. The multi-boundary initial voice activity decision is obtained based on the difference between each parameter and its respective long-term average. The initial voice activity decision is set to 1 if one of the 14 boundary decisions in the 4-dimensional space is true. Final decision is made by smoothing the initial decision in four stages. (i.e. hangover scheme) A voice detection algorithm based on a pattern recognition approach and fuzzy logic was proposed for wireless communications in noisy environments [7]. This algorithm uses
the same acoustic parameters adopted by G.729 for feature extraction. Furthermore, in [79], the support vector machine is applied together with the set of parameters used by G.729 to classify the active and inactive frames of speech signal.

A VAD standardized for the GSM cellular communication system is the ETSI speech coder [8]. This adaptive multi-rate speech coder (AMR) specifies two options for VAD to be used in DTX based on spectral estimation and periodicity detection. In AMR option 1, the input signal is divided into sub-bands and the level of signal in each band is calculated. The VAD decision is made by using the outputs from pitch detection, tone detection, complex signal analysis modules and signal level. A hangover scheme is also added before the final decision is made. On the other hand, in AMR option 2 the input signal is first converted into frequency domain. Then, based on the channel energy estimator, channel SNR estimator, spectral deviation estimator, background noise estimator, peak-to-average-ratio module and voice metric calculation module, the VAD decision is made.

Apart from classical voice activity detection methods, as most of which are based on parameters of speech, model based VADs have been introduced recently. Formulating the problem of speech pause detection into a statistical decision theory, two detectors based on maximum a posteriori probability (MAP) and Neyman-Pearson test were described in [80]. A Gaussian statistical model which assumes that the Discrete Fourier Transform (DFT) coefficients of speech and noise are asymptotically independent Gaussian random variables was proposed [18, 19]. Assuming the distributions of speech and noise signals to be Laplacian and Gaussian models, a soft voice activity detector was developed in [20] by decomposing the speech signal into Discrete Cosine Transform (DCT) components.

In this chapter, a method to discriminate the active and inactive periods of speech signals corrupted by unknown type and unknown level of noise is presented. It is
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Assumed that intervals of the inactive segments can be short as well as long (i.e., while some active segments are located very closely, some active segments may be separated by longer periods). Taking the simplicity of binary Walsh transform as an advantage, the proposed speech/non-speech detection algorithm is developed. First, the signal to be classified is modified employing binary Walsh basis functions. The minimal number of basis functions to be applied is determined by using a technique for the selection of wavelet decomposition at natural scale. Using the statistics of the modified signals, which are highly informative about the characteristics of noisy speech frames as well as noise only frames, classification is performed with a simple decision scheme.

Unlike other VAD methods, in which the decision is made on a frame-by-frame basis, the proposed method instantaneously obtains the sets of consecutive frames as speech and non-speech segments. The effectiveness of the proposed method is evaluated by conducting the objective performance on different types of noise with varying SNRs using the criteria: error rate, speech/non-speech detection rates and false alarm rate. ROC analysis have been used to compare with the standardized algorithms including G.729 and AMR Option 1 and Option 2. Experimental results show that the detection accuracy of the proposed algorithm is high for both speech and non-speech frames regardless of noise levels.

3.2 Proposed Algorithm

The block diagram of the proposed speech/non-speech detection algorithm based on the binary Walsh basis functions is depicted in Fig. 3.1. First, the signal is represented using fast Fourier transform (FFTs). These representations are then modified by Walsh basis functions before reconstructing. The number of basis functions to be applied is determined using SVD. Finally, speech/non-speech periods are detected from the
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modified signals utilizing a decision scheme. Details of the algorithm are explained in the following sections.

![Block diagram of the proposed speech/non-speech detection algorithm.](image)

3.2.1 Transformation of Signals

The noisy input signal is reconstructed as a modified sequence based on an analysis/synthesis scheme described in [77]. Firstly, the input signal $x(n)$ is multiplied by a Hann window to yield successive windowed segments of $x_s(n)$. These window segments are then transformed into the spectral domain by using FFTs. In this manner, a time varying spectrum $X_s(n,k) = |X_s(n,k)|e^{j\phi(n,k)}$ with $n = 0, 1, ..., N - 1$ and $k = 0, 1, ..., N - 1$ for each windowed segment is computed. Here, $X_s(n,k)$ denotes the spectral component of the noisy input signal at frequency index $k$ and time index $n$. Before synthesis, each $s$-th windowed segment is modified as the weighted sum of the
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magnitude $|X_s(n, k)|$ using binary Walsh basis functions. Using Walsh basis functions, the number of parameters to track the variations between active and inactive regions of the noisy signal can be reduced. In this context, SVD is used to determine the minimal number of Walsh basis functions to be applied. The detailed procedure for the identification of the minimal number of Walsh basis functions is described in the next section. Applying the $i$-th basis function $\phi_i$, a modified sequence, $y_s(n)$, for each windowed segment can be obtained [81] as

$$y_s(n) = \sum_{k=0}^{N-1} |X_s(n, k)|\phi_i(k) \quad (3.1)$$

All the modified segments are then concatenated to obtain an output signal $y(n)$ showing as a time-varying magnitude response.

$$y(n) = \sum_{s=0}^{S-1} y_s(n - sN) \quad (3.2)$$

3.2.2 Determination of Minimal Walsh Basis Function

The Walsh transform is a matrix consisting of a complete orthogonal function set having only two values +1 and -1 over their definition intervals. The motivation for using Walsh transform rather than other transforms is its computational simplicity giving a realistic processing time. The Walsh function of order $N$ can be represented as

$$g(x, u) = \frac{1}{N} \prod_{i=0}^{q-1} (-1)^{b_i(x)b_{q-1-i}(u)} \quad (3.3)$$

where $u = 0, 1, ..., N - 1$, $N = 2^q$ and $b_i(x)$ is the $i$-th bit value of $x$. In this context, Walsh functions are arranged into sequency order, (i.e. the number of zero crossings of Walsh function per definition interval), to obtain a set of basis functions. The number of zero crossings increases with the order of basis functions.

It is important to select the proper basis functions so that the variations between
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the dynamics of speech and non-speech can be captured more precisely. A method to select the global natural scale in discrete wavelet transform [82] is adopted to determine the required number of basis functions. This method adaptively detects the optimal scale using SVD technique while decomposition is being carried out.

Consider an input noisy speech signal $x$ of length $V$,

$$x \triangleq \{x(1), x(2), ..., x(V)\}$$ (3.4)

with $\nu = 1, 2, ..., V$; and $y_d(\nu)$ be its modified sequence obtained by applying the basis functions of order $d$ into Eqs. (3.1) and (3.2). Modified sequences $\{y_d(\nu)\}_{d=0}^{D-1}$ can be represented by a matrix $P$ of size $(D \times V)$. To determine the order of basis functions with dominant eigenvalues, the SVD of matrix $P$ is calculated adaptively starting with the first two orders (i.e., $\phi_0$ and $\phi_1$) while adding the higher orders. In order to determine the number of basis functions to be applied, we study the probability distributions of the order of basis functions with respect to SNRs.

In this analysis, speech signals from TIDIGITS database spoken by male and female speakers were used. If there exist long inter-word silences, they were removed first. Silence segments of different sizes were then inserted to get varying intervals between active regions. To generate the noisy signals, the commonly used white Gaussian noise was artificially added with SNR levels of 20, 10, 5 and 0 dB where SNR is defined as

$$\text{SNR} = 10 \log_{10} \left( \frac{\sum_{n=1}^{N_s} s^2(n)}{\sum_{n=1}^{N_n} v^2(n)} \right)$$ (3.5)

where $s$ is speech, $v$ is noise and $N_s$ and $N_n$ are the lengths of speech and noise signals, respectively.

Fig. 3.2 displays the probability distributions of basis function orders, termed as coverage at different levels of SNR. It is observed that dominant eigenvalue is located
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only at the first few basis functions. In particular, the minimal order for highly noisy signals of 5 dB and 0 dB is found to be 1. And for the signals at high SNR of 20 dB, 10 dB and clean speech, the dominant eigenvalue is found when the order of basis function is three. Hence, the lower order basis functions of Walsh transform matrix are highly informative and they should be used in modification process. Moreover, it is found that higher order coefficients carry less weight in terms of their magnitude and may not be evident to interpret a large Walsh kernel [83].

In practice, it is not possible to obtain a priori information about noise level and noise type. Hence, the proposed algorithm defines the minimal order of basis functions $N_{\text{min}} = 3$ throughout the experiments. In the original algorithm of [82], optimal scale is defined as the average of the details from the first level to the natural scale, the level associated with the dominant eigenvalue. However, this averaging may introduce clipping effect for the signals with low level of speech. To avoid this effect, a shifting operator which swaps the right and left halves of the basis function is applied first. Then a good estimate of the binary Walsh basis function at the dominant eigenvalue is defined as

$$
\phi_m = \frac{\phi_0 - \sum_{i=1}^{N_{\text{min}}} CS(\phi_i)}{\max\{|\phi_0 - \sum_{i=1}^{N_{\text{min}}} CS(\phi_i)|\}}
$$

(3.6)

where $N_{\text{min}} = 3$ is the largest order with most prominent eigenvalues and $CS(\cdot)$ is the shifting operator. This new basis function $\phi_m$ provides sharper representation and higher discriminating features. It is also found that identification between noisy speech periods and noise only narrow intervals become more apparent in the modified sequence developed by $\phi_m$.

For length $N$, the function $\phi_m$ consists of 1’s for $n = 0, \cdots, N/2 - 1$ followed by -1’s for $n = N/2, \cdots, 3N/4 - 1$ and 1’s for $n = 3N/4, \cdots, N$, where $n$ is the sample
3.2. Proposed Algorithm

Figure 3.2: The distribution of the order of basis functions for the signals from clean to 0 dB.

index. Substituting the values of $\phi_m$ in (3.1), we find

$$y_s(n) = \sum_{k=0}^{N/2-1} |X_s(n, k)| + \left( \sum_{k=3N/4}^{N-1} |X_s(n, k)| - \sum_{k=N/2}^{3N/4-1} |X_s(n, k)| \right)$$  (3.7)

Since we know that signal information lies between 0 – 2 kHz for the speech spectrum when the sampling frequency is 8 kHz. Therefore, in (3.7), $N$ corresponds to the maximum frequency of 4 kHz, $N/2$ corresponds to 2 kHz and so on. From the expression in (3.7), it can be noticed that the quantity (which may be termed ‘short-term area under the magnitude spectrum’) will be large for 0-2 kHz band (first term) compared to 2-4 kHz band (second term) in the case of noisy speech signal. On the other hand, the corresponding quantity will be small for the noise only case due to the spreadness of the noise spectrum.

In order to compare $\phi_m$ with $\phi_o$, we replace $\phi_i$ with $\phi_o$ and rewrite (3.1) as

$$y_s(n) = \sum_{k=0}^{N-1} |X_s(n, k)|$$  (3.8)

Using (3.8), the difference between the ‘short-term area under the magnitude spectrum’
for the noisy speech case and the noise only case (specially for white Gaussian noise) will be less due to the sum taken over the whole 0-4 kHz frequency band. Based on the expressions of (3.7) and (3.8), we notice that the discrimination between speech and non-speech segments will be higher using $\phi_m$ compared to $\phi_o$.

To demonstrate the effectiveness of the proposed modification presented above, an
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example is also shown in Figs. 3.3-3.6. A clean signal and the corresponding noisy signal in white Gaussian noise at 5 dB SNR are shown in Figs. 3.3 and 3.4. The modified version of the noisy signal using 0-order basis function $\phi_0$ and optimal basis function $\phi_m$ are also shown in Figs. 3.5 and 3.6, respectively. It is observed from Figs. 3.5 and 3.6 that discriminating ability of the modified signal $y_m$ as obtained using $\phi_m$ is higher for the speech and non-speech frames due to its deeper and sharper waveform. It seems that the function $\phi_m$ is more efficient to capture the intra-segment variation between noisy speech and noise only segments of narrow interval. Noted that we have illustrated, in this section, the advantage of using the $\phi_m$ function through a simulation example. In Section 3.3, the performance of basis functions $\phi_0$ and $\phi_m$ will be compared for different types and levels of noise.

Without shifting operation (CS) in Eq. 3.6, the basis function $\phi_m$ of length $N$ will consist of -1’s for $n = 0, \cdots, N/4 - 1$ followed by 1’s for $n = N/4, \cdots, N$ where $n$ is the sample index. Figs. 3.7 - 3.9 show the effect of shifting the basis functions in reconstructing a signal. First, a clean signal is shown in Fig. 3.7. Reconstructed versions of this signal at 5 dB SNR employing $\phi_m$ with and without shifting operator
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are shown in Figs. 3.8 and 3.9. While the locations of segment boundaries are revealed in Fig. 3.8, mid speech clipping is found in the reconstructed signal shown in Fig 3.9. In these figures it can be seen that clipping can be avoided by this shifting operation, thereby reconstruction of signal using shifted basis functions can improve the discriminability between speech and non-speech.

3.2.3 Decision Scheme

First, 0-order basis function, $\phi_0$ is used to produce a modified sequence, $y_0(\nu)$, to get the global information of the original noisy signal. This modified sequence is used as a reference or pilot signal as in the area of telecommunication. In telecommunication, a pilot signal is usually transmitted over a communication system for supervisory, control or reference purposes. Carrying the local characteristics, another modified signal, $y_m(\nu)$, is formed using the new basis function $\phi_m$. From this sequence, locations and durations of speech active and inactive periods can be captured more closely. In this way, the approximate locations of active and inactive frames are first determined from
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Figure 3.7: A clean signal.

the modified signal, \( y_0(\nu) \). Then, the accuracy of these reference decisions are improved by using the second modified signal, \( y_m(\nu) \), containing the detailed information. Applying the reconstructed signals \( y_0 \) and \( y_m \), the procedure of detection scheme can be described as follows.

- Extract the series of local minima, \( \{\alpha_{0i}\}_{i=1}^{L} \) and \( \{\alpha_{mi}\}_{i=1}^{L} \), where \( L \) is the number of frames, from every 4 ms frame of \( y_0(\nu) \) and \( y_m(\nu) \) for which it is assumed that the initial 200 ms consists of noise only periods.

- Set the thresholds for each waveform by using statistics:

\[
\tau_0 = \mu_0 - \kappa \delta_0 \quad \text{and} \quad \tau_m = \mu_m - \kappa \delta_m,
\]

where \( \mu_0 \) and \( \delta_0 \) are the mean and the standard deviation of the first local minimum set and \( \mu_m \) and \( \delta_m \) are those of the second local minimum set and \( \kappa \) is a positive value. After examining the modified waveforms of a number of clean as well as noisy speech signals, \( \kappa \) is set to be 0.75.

- A frame can be considered as inactive if either \( \alpha_{0i} < \tau_0 \) or \( \alpha_{mi} < \tau_m \). In this way, the indices of non-active frames are obtained from \( y_0(\nu) \) and \( y_m(\nu) \) as \( \mathcal{R} \) and \( \mathcal{T} \):

\[
\mathcal{R} = \{r_1, r_2, \ldots, r_P\}
\] (3.9)
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Figure 3.8: The reconstructed signal using shifting operator $CS$.

$T = \{t_1, t_2, ..., t_Q\}$

(3.10)

where $r_i, t_i$ are the inactive frames detected and $P$ and $Q$ are their total number of frames that are detected as inactive from the first and second modified signals, respectively.

- Combine the two initial boundary decisions as follows:

$C = \mathcal{R} \cap T$

(3.11)

where $C = \{c_1, c_2, ..., c_J\}$ is the set of elements common to $\mathcal{R}$ and $T$. By concluding the members of $C$ as inactive frames, final decisions for the speech and non-speech frames are acquired.

In the above, we assume that there exist inactive regions when some or all of the potential local minima found in the first modified signal coincide with the local minima found in the second modified signal. The detected frames, which are not contained in both modifications, are attributed to be noise spikes and discarded.
3.3 Experimental Study and Comparison

In this section, the results and objective evaluation of the proposed method is presented. The detection result for a noisy speech signal is illustrated in Fig. 3.10 as an example. This signal is embedded in white Gaussian noise at 0 dB SNR. The results estimated by the proposed detection method are shown together with real speech and non-speech which were determined manually. It is seen that the detection accuracy of the proposed method is high for both speech and non-speech periods. An thus a good performance level is achieved.

To evaluate the efficiency of the proposed method, its performance was compared with G.729 VAD and AMR Options 1 and 2. For comparison purpose, the speech signals from eleven speakers of TIDIGITS database were extracted. Three signals from each of these male and female speakers were concatenated to generate the signals of 8 s to 11 s long. The sampling frequency was 8 kHz. Silence or pause segments of varying intervals were then introduced between the active segments as described in Section 3.2.2. Test sequences composed of about 70% of active speech components
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and 30% of inactive speech components. The silence segments of very short as well as long durations are included in the test sequences. For reference decisions, active and inactive frames of all clean signals were marked manually. Five types of noise: white Gaussian, babble, car, street and train were added to the original signals with different SNRs (20 dB, 10 dB and 0 dB).

As the performance criteria, speech detection rate, non-speech detection rate and error rate were employed. Speech and non-speech detection rates are defined as correctly classified speech frames to the total number of speech frames and correctly classified non-speech frames to the total number of non-speech frames. Error rate is defined as the ratio of incorrectly classified frames to the total number of frames. In Table 3.1, speech/non-speech detection rates and error rates of the proposed method are compared to the standardized VADs: G.729, AMR Options 1 and 2 under different noise sources and SNR levels.

Speech detection accuracy of ITU G.729, ETSI AMR1 and AMR2 decreases with increasing noise levels in all noise types. Proposed binary Walsh transform based
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Table 3.1: Comparison of speech detection rates, non-speech detection rates and error rates of proposed method to standard methods, G.729, AMR1 and AMR2 for different levels of SNRs in various noisy environments.

| Noise  | SNR | Proposed | G.729 | AMR1 | AMR2 | Proposed | G.729 | AMR1 | AMR2 | Proposed | G.729 | AMR1 | AMR2
|--------|-----|----------|-------|------|------|----------|-------|------|------|----------|-------|------|------
| White  | 20dB| 89.20    | 96.79 | 96.26| 97.07| 95.48    | 31.51 | 61.09| 48.21| 9.81     | 20.85 | 12.41| 15.56|
|        | 10dB| 88.48    | 90.42 | 93.03| 92.01| 95.13    | 42.21 | 45.11| 52.52| 10.53    | 22.74 | 18.68| 18.12|
|        | 0dB  | 87.07    | 67.09 | 81.32| 60.57| 81.26    | 62.37 | 56.98| 77.97| 15.97    | 34.72 | 24.72| 35.49|
| Car    | 20dB| 88.76    | 97.65 | 97.84| 98.06| 96.40    | 19.19 | 62.61| 45.95| 9.76     | 23.55 | 11.04| 15.62|
|        | 10dB| 88.01    | 95.42 | 96.36| 93.64| 92.47    | 17.04 | 51.21| 50.31| 11.74    | 25.59 | 15.30| 17.76|
|        | 0dB  | 87.37    | 91.55 | 81.02| 64.46| 70.35    | 16.57 | 55.33| 70.50| 18.28    | 28.67 | 26.10| 34.92|
| Babble | 20dB| 88.34    | 97.02 | 98.20| 97.82| 95.45    | 19.60 | 56.84| 42.51| 10.33    | 23.84 | 12.32| 17.17|
|        | 10dB| 89.11    | 93.85 | 98.44| 95.28| 84.44    | 18.58 | 29.09| 40.81| 13.48    | 26.91 | 19.81| 19.69|
|        | 0dB  | 86.19    | 90.46 | 90.85| 85.87| 56.32    | 14.44 | 31.02| 37.46| 22.74    | 29.99 | 25.04| 27.23|
| Street | 20dB| 88.55    | 96.41 | 97.33| 98.37| 95.20    | 21.85 | 66.16| 47.36| 10.31    | 23.90 | 10.45| 15.07|
|        | 10dB| 89.60    | 92.49 | 97.36| 93.12| 83.51    | 17.28 | 45.98| 51.95| 12.95    | 27.75 | 15.85| 17.79|
|        | 0dB  | 84.51    | 88.81 | 86.80| 69.22| 65.61    | 13.75 | 46.46| 67.87| 21.55    | 31.26 | 23.89| 31.71|
| Train  | 20dB| 88.86    | 97.22 | 97.20| 98.66| 95.85    | 23.47 | 67.40| 50.69| 9.84     | 22.91 | 10.20| 13.85|
|        | 10dB| 88.10    | 93.47 | 96.44| 96.08| 92.90    | 25.50 | 60.08| 54.42| 11.50    | 24.66 | 12.68| 14.81|
|        | 0dB  | 84.83    | 90.92 | 86.10| 78.88| 82.87    | 14.22 | 62.16| 70.22| 16.75    | 29.65 | 19.91| 23.89|

The proposed method can consistently detect the speech frames with almost constant rate regardless of noise types and levels. Considering the non-speech detection rates, G.729 is the worst with an accuracy of less than 20% for most of the times. Although AMR1 and AMR2 yield better detection rate than G.729, the proposed method is found to be the best one in the problem of non-speech detection for all noise conditions. Moreover, the proposed method can detect both speech and non-speech frames with least error probabilities for all levels of SNRs in all environments. Furthermore, most of noise only segments of short durations are only detected by the proposed algorithm.

The results of the performance comparisons for average rates of speech detection, non-speech detection and error of the proposed method to ITU G.729, AMR Options 1 and 2 in five background noise (white, babble, car, street and train) and SNR ranging from 20 dB to 0 dB are provided in Figs. 3.11, 3.12 and 3.13. Average speech detection
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rates of the proposed method is nearly constant for varying SNRs of 20 dB, 10 dB and 0 dB having respective values of 88.74%, 88.66% and 85.99%. Although the speech detection rates of above standardized methods are high in 20 dB, their performance is decreased with decreasing SNRs. In terms of non-speech detection rates, G.729 yields the lowest rates followed by AMR1. The non-speech hit rates of the proposed algorithm are the highest although AMR2 achieves improved rates over G.729 and AMR1. The proposed method yields the significant lowest error rates (10.00%, 12.04% and 19.05%) for SNRs of 20 dB down to 0 dB. Error rates of AMR2 is found to be dependent on the noise levels although it offers moderate non-speech detection rates over G.729 and AMR1.

Moreover, we have studied the discrimination ability of the basis functions $\phi_0$ and $\phi_m$ for speech dataset described above. Table 3.2 compares the proposed method by using the basis functions $\phi_0$ and $\phi_m$ individually in terms of speech hit rate, non-speech hit rate and error rate. At low level of SNR, non-speech detection rate of $\phi_m$ is superior to $\phi_0$ for almost all types of noise. However, at high level of SNRs, the
difference between non-speech detection rate obtained by $\phi_m$ and $\phi_0$ is not significant. For speech detection, nearly equal rates are obtained by both basis functions for all levels of SNRs in most background noises. From the Tables 3.1 and 3.2, it is found that VAD results of the proposed method improve the speech detection accuracy with the lowest error rates when both basis functions are employed. Again, non-speech detection rate of the proposed method is higher than other standardized methods.

### 3.4 Receiver Operating Characteristics Analysis

In this section, the detectability and discriminability of the proposed method is verified in terms of receiver operating characteristics (ROC) analysis. In the signal detection area, the relationship between detection and false alarm probabilities are often characterized by ROC curves. Only the subset of speech database in white Gaussian noise as described in Section 3.3 has been used in this ROC analysis. Figs. 3.14, 3.15 and 3.16 show the result of ROC analysis at 20 dB, 10 dB and 0 dB SNRs. For each noise
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![Figure 3.13: Performance comparison for average error rate of the proposed method and standard VADs (G.729, AMR1 and AMR2) in different backgrounds with varying SNRs.](image)

level, non-speech hit rate (non-speech detection rate) and false alarm rate (1 – speech detection rate) are determined over the proposed method, G.729, ETSI AMR1 and AMR2. Since each algorithm produces a binary decision, only a single operating point is generated in ROC space. The operating points of G.729, AMR1 and AMR2 shift to the right in ROC space with decreasing SNRs. However, the operating point of the proposed method can maintain an almost constant false alarm rate.

False alarm rates of G.729 increases with decreasing SNR although it achieves a lower non-speech hit rates across varying SNRs. Among these standard VADs, ETSI AMR1 maintains the lowest false alarm rate. However, it has poor non-speech hit rate. While working with lower false alarm rate than G.729, detectability of non-speech in AMR2 is better than AMR 1. Obviously, the proposed method yields 10-40% improvement in non-speech hit rate over other methods with the lowest false alarm rates in all instances. For a given non-speech hit rate, the proposed scheme can detect the signal with the lowest false alarm rate. In addition, for a given false alarm rate, the highest non-speech hit rate can be yielded by our method. From this objective
3.5 Conclusion

In this chapter, a speech/non-speech detection problem in the presence of noise is considered. A method, which is based on the binary Walsh basis functions is developed. The basic idea is to reconstruct the noisy speech signal as modified sequences from which speech and non-speech frames are detected. The main advantage of this method is its very low computational complexity. The Walsh basis functions make the proposed algorithm efficient, simple, fewer parameters to be optimized and faster in implementation. Thus the algorithm is applicable in practical situations where processing time is critical. Experimental results indicate that the proposed method can detect speech

<table>
<thead>
<tr>
<th>Noise</th>
<th>SNR</th>
<th>$\phi_0$</th>
<th></th>
<th>$\phi_m$</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$DS$(%)</td>
<td>DNS(%)</td>
<td>$E$(%)</td>
<td>$DS$(%)</td>
<td>DNS(%)</td>
</tr>
<tr>
<td>White</td>
<td>20 dB</td>
<td>86.42</td>
<td>97.98</td>
<td>10.78</td>
<td>85.95</td>
</tr>
<tr>
<td></td>
<td>10 dB</td>
<td>84.92</td>
<td>97.63</td>
<td>11.97</td>
<td>84.67</td>
</tr>
<tr>
<td></td>
<td>0 dB</td>
<td>82.63</td>
<td>88.21</td>
<td>16.51</td>
<td>81.35</td>
</tr>
<tr>
<td>Car</td>
<td>20 dB</td>
<td>86.33</td>
<td>98.03</td>
<td>10.86</td>
<td>85.59</td>
</tr>
<tr>
<td></td>
<td>10 dB</td>
<td>86.65</td>
<td>94.85</td>
<td>11.67</td>
<td>84.87</td>
</tr>
<tr>
<td></td>
<td>0 dB</td>
<td>90.52</td>
<td>58.07</td>
<td>19.62</td>
<td>85.18</td>
</tr>
<tr>
<td>Babble</td>
<td>20 dB</td>
<td>86.84</td>
<td>97.88</td>
<td>10.55</td>
<td>86.10</td>
</tr>
<tr>
<td></td>
<td>10 dB</td>
<td>86.90</td>
<td>91.90</td>
<td>12.32</td>
<td>85.85</td>
</tr>
<tr>
<td></td>
<td>0 dB</td>
<td>83.51</td>
<td>60.79</td>
<td>22.95</td>
<td>83.03</td>
</tr>
<tr>
<td>Street</td>
<td>20 dB</td>
<td>87.11</td>
<td>97.44</td>
<td>10.49</td>
<td>86.16</td>
</tr>
<tr>
<td></td>
<td>10 dB</td>
<td>87.44</td>
<td>87.53</td>
<td>13.11</td>
<td>87.01</td>
</tr>
<tr>
<td></td>
<td>0 dB</td>
<td>77.71</td>
<td>70.87</td>
<td>24.14</td>
<td>79.22</td>
</tr>
<tr>
<td>Train</td>
<td>20 dB</td>
<td>86.74</td>
<td>97.98</td>
<td>10.58</td>
<td>85.65</td>
</tr>
<tr>
<td></td>
<td>10 dB</td>
<td>85.11</td>
<td>97.47</td>
<td>11.95</td>
<td>84.14</td>
</tr>
<tr>
<td></td>
<td>0 dB</td>
<td>80.91</td>
<td>77.41</td>
<td>20.65</td>
<td>81.31</td>
</tr>
</tbody>
</table>

evaluation, it can be concluded that discriminability of the proposed method in speech with noise is superior to all of these standardized methods.
3.5. Conclusion

Figure 3.14: Receiver operating characteristic analysis for proposed method, ITU G.729, AMR1 and AMR2 at 20 dB white Gaussian noise.

as well as non-speech frames with lower error rates across different types of noise with varying SNRs. ROC analysis also shows that the proposed method consistently outperforms G.729, AMR1 and AMR2 in terms of discriminability between speech and noise. Since the computational complexity of the algorithm is relatively low, the algorithm can be applied in the areas such as real time noise cancellation systems and noise reduction for enhancement of speech signals.
3.5. Conclusion

Figure 3.15: Receiver operating characteristic analysis for proposed method, ITU G.729, AMR1 and AMR2 at 10 dB white Gaussian noise.

Figure 3.16: Receiver operating characteristic analysis for proposed method, ITU G.729, AMR1 and AMR2 at 0 dB white Gaussian noise.
Chapter 4

Segmentation Based on Genetic Algorithm

A new approach to automatically segment speech signals in noisy environments is described in this chapter. Speech segmentation is formulated as an optimization problem and boundaries of the speech segments are detected using a genetic algorithm (GA). The number of segments present in a segmenting signal is initially estimated from the reconstructed sequence of the original signal using the minimal number of binary Walsh basis functions. A multi-population GA is then employed to determine the locations of segment boundaries. The segmentation results are improved through the generations of GA by introducing a new evaluation function, which is based on the sample entropy and a heterogeneity measure. The results of the experiments, which have been carried out on TIDIGITS database demonstrate that the proposed genetic segmentation algorithm can accurately detect the noisy speech segments as well as noise only segments under various types and levels of noise.
4.1 Introduction

Segmentation is the process of partitioning a signal into its homogeneous units. Automatic segmentation is a crucial part in many areas of speech and audio processing such as automatic speech recognition (ASR), transcription, classification of audio visual data, indexing, segmenting of broadcast news and speech/music discrimination. Usually, the input data to these systems consist of continuous audio stream which is needed to be segmented for further level of processing. Since manual segmentation is tedious and time consuming, it is unrealistic for real applications where the systems have to deal with larger amount of data.

In general, speech segmentation can be divided into two main categories; phoneme unit segmentation and syllabic unit segmentation. Phonemes are basic unit of the human speech having varying acoustic values while syllables are perceptually more meaningful units having relatively constant values in a word. Syllable units are used as basic components in speech recognition [84, 85] and syllabic segmentation algorithms are proposed in [86, 87]. Approaches for automatic phonetic segmentation of spoken speech are described in [88, 89, 90].

Various speech segmentation algorithms for word boundary detection, syllable segmentation and phoneme segmentation have been addressed in the literature. According to [91], these algorithms can be broadly categorized into rule-based or metric based segmentation and classifier-based segmentation. Rule-based methods usually employ the acoustic properties of the signal. Energy and zero-crossing rates are most widely used parameters of the signal [92, 93]. Mel frequency cepstrum coefficients (MFCC) are also applied in rule-based segmentation algorithms [25]. Following the feature extraction, rules relating to these acoustic properties are usually derived heuristically.

Formulating speech segmentation as a classification problem, classifier-based meth-
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Methods use two separate models for speech and non-speech events. Gaussian Mixture Models (GMM) and Hidden Markov Models (HMM) are commonly used models [94, 95]. In the rule-base methods, fine tuning is always necessary for the rules and the parameters applied to these rules. In general, the segmentation accuracy of classifier-based methods is better than rule-based methods. However, classifier-based segmentation methods are computationally complex and they need extensive training time to achieve reasonable good results for different acoustic conditions. For example, GMM-based algorithms are very efficient when training condition matches with testing condition.

Noise is one of the most prominent source of errors in speech processing applications such as ASR and telecommunication. Usually, these application systems are designed to work in controlled conditions. Thus acceptable performances are obtained when they are applied in noise free situations. However, these performances degrade dramatically when they are applied in noisy environments. When a speech processing system is to be applied in noisy environments, it must be robust against various noise types in wide range of SNRs. Although there have been many segmentation methods described, segmentation algorithms which are efficient and robust to different types and levels of noise with low computational load are still required.

In this chapter, a method to detect spoken words of a speech signal which are corrupted by unknown level and type of noise is considered. The segmentation method described in this chapter is based on the genetic algorithm, which is a stochastic global search method. Using the ability of GA which can utilize parallel exploration of the search space, the proposed method can reduce the possibility of being stuck in local optima. The algorithm of proposed GA based speech segmentation can be divided into two stages. The algorithm first reconstructs the original signal into a modified sequence using minimal binary Walsh basis function. Obtaining the local and global variations from the reconstructed signal, the number of segments (i.e. words) present
4.2. Determination of Number of Segments

In this speech segmentation algorithm, the number of segments present in a signal is estimated from its reconstructed sequence. In order to modify the original signal, an analysis and synthesis scheme and a set of basis functions are employed. By using the basis functions, the identification of a highly varying signal such as speech can be controlled more properly. Moreover, the number of parameters in tracking along the variations between active and inactive regions of noisy signal can be lessened.

In this context, binary Walsh basis functions are selected for modification since they are computationally simple and they can be implemented quickly. The analysis and synthesis scheme and optimal basis function \( (\phi_m) \) which have been described in Section 3.2.1 and Section 3.2.2 are used to reconstruct the original signal. The approx-
imate number of segments present in a given signal is obtained from this modified or reconstructed signal applying the *mean difference measure*.

### 4.2.1 Mean Difference Measure

From the modified sequence as obtained above, the input to GA (i.e. the number of segments) is determined using mean difference measure described in [96]. In this approach, two adjacent windows of equal length are moved through the modified signal. At each position, the magnitude of the difference of the means within each window is calculated. This mean differences sequence is thresholded to determine the local maxima of a certain value. Local maxima having a width greater than a specified value are taken as segments. All the other maxima which do not meet these conditions are discarded. Finally, the total number of significant local maxima which satisfy both requirements are assumed to correspond to the number of segments present in the segmenting signal. Here, we have used the width of window as 62.5 ms (500 samples).

### 4.3 Segmenting by a Genetic Algorithm

As second step, the locations of the segment boundaries are detected using a genetic algorithm. Depending on the total number of segments estimated from the first step as discussed in the previous section, an initial population is randomly generated. To guide the search space of GA, a new evaluation function is introduced. First the irregularity in the time series (i.e. modified sequence) is investigated using *sample entropy* \((\text{SampEn})\). Measuring the *homogeneity* and *heterogeneity* of the candidate segments, the fitness of the evaluation function is designed. Through the generations of GA, the locations of segment boundaries are optimized.
4.3.1 Sample Entropy

In this GA based segmentation method, the boundaries of speech segments (spoken words) are determined using a similarity measure of time series, i.e., the values of sample entropy. The changes in speech signals are therefore determined from sample entropy sequence. Sample entropy (SampEn) is developed in [72] to measure the complexity and regularity of clinical and experimental time series data similarity.

The origin of sample entropy is the approximate entropy (ApEn), which is introduced in [71] to measure the regularity in time series. ApEn(m, r, N) is defined as the negative natural logarithm of the conditional probability that a data set of length N, having repeated itself within a tolerance r for m points, will also repeat itself for m + 1 points. Small values of ApEn indicates a high regularity in time series while large values of ApEn implies that the time series is irregular. Recently, ApEn is applied to analyze the time series of clinical data [98, 99]. Since the ApEn algorithm counts self-matching, it (i) lacks of relative consistency and is (ii) heavily dependent on the record length.

To reduce the bias and inconsistent results caused by self-matching, sample entropy (SampEn) that does not count self-matches is developed in [72]. SampEn(m, r, N) is also defined as the negative natural logarithm of the conditional probability that a data set of length N, having repeated itself within a tolerance r for m points, will also repeat itself for m + 1 points, without allowing self-matches. Thus, a low value of SampEn reflects a high degree of self-similarity in a time series. In [64], the dynamics of neonatal heart rate variability is investigated using SampEn.

For an input signal u of length N, \{u(j) : 1 \leq j \leq N\} forms the N − m + 1 vectors \(x_m(i)\) for \{i|1 \leq i \leq N − m + 1\}, where \(x_m(i) = \{u(i + k) : 0 \leq k \leq m − 1\}\) is the vector of m data points from \(u(i)\) to \(u(i + m − 1)\). In this context, only the first \(N − m\)
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vectors of length \( m \) are considered to ensure that, \( x_m(i) \) and \( x_{m+1}(i) \) are defined for \( 1 \leq i \leq N - m \). Let \( B^m(r) \) be the probability that two sequences will match for \( m \) points and \( A^m(r) \) be the probability that two sequences will match for \( m + 1 \) points. \( B^m_i(r) \) is defined as \( (N - m - 1)^{-1} \) times the numbers of vectors \( x_m(j) \) within \( r \) of \( x_m(i) \), where \( 1 \leq j \leq N - m \), and \( j \neq i \) to exclude self-matches. Then \( B^m(r) \) is defined as

\[
B^m(r) = (N - m)^{-1} \sum_{i=1}^{N-1} B^m_i(r) \quad (4.1)
\]

Similarly, \( A^m(r) \) is defined as \( (N - m - 1)^{-1} \) times the numbers of vectors \( x_{m+1}(j) \) within \( r \) of \( x_{m+1}(i) \), where \( 1 \leq j \leq N - m \) and \( j \neq i \). Then set \( A^m(r) \) as

\[
A^m(r) = (N - m)^{-1} \sum_{i=1}^{N-1} A^m_i(r) \quad (4.2)
\]

Finally, sample entropy (\( SampEn \)) is calculated by

\[
SampEn(m, r, N) = -\ln \frac{A^m(r)}{B^m(r)} \quad (4.3)
\]

\( SampEn \) measures the regularity of data sequence. A low value of \( SampEn \) indicates that the sequence is regular. With increasing irregularity, a larger value of \( SampEn \) is obtained. Fig. 4.1 (b) illustrates a sequence of sample entropy calculated for a clean speech shown in Fig. 4.1 (a). For non-speech portions, the value of \( SampEn \) is the smallest. Then \( SampEn \) increases for speech segments and decreases during the appearance of non-speech regions. Fig. 4.2 also shows the analysis of \( SampEn \) for a speech signal in a noisy background. The plots of the clean signal and the noisy signal at 5 dB SNR are shown in Fig. 4.2 (a) and (b). The sample entropy sequence calculated for noisy signal is shown in the Fig. 4.2 (c). The value of SampEn decreases at the locations of non-speech segments as in the clean speech case. From these results, it is observed that \( SampEn \) of speech signal is increased before noisy speech components and decreased quickly thereafter. Hence, the dynamics of segmenting speech signal
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can be investigated through the sample entropy sequence. And sample entropy can be applied as a useful tool to determine the locations of the noisy segments as well as noise only segments for a noisy speech data.

![Figure 4.1: The analysis of sample entropy in a clean speech signal.](image)

![Figure 4.2: The analysis of sample entropy in a noisy speech signal.](image)

4.3.2 Genetic Algorithm

Genetic algorithms (GAs) are numerical optimization algorithms inspired by both natural selection and natural genetics [100]. Instead of single solution, GAs operate on a
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population of chromosomes, that is, a group of potential solutions of a problem. To measure how good or bad the solutions within the population, fitness of each chromosome is calculated applying an evaluation function. At each generation, a new set of solutions are produced by selecting the fittest chromosomes in the problem domain and through the application of the genetic operators such as crossover and mutation. A review of the fundamental operations of a simple GA can be found in [101]. The procedure of a simple GA can be described as follows, where the population of candidate solutions at time $t$ is represented by $P(t)$:

begin
    $t = 0$;
    initialize $P(t)$;
    while not termination criteria do
        begin
            $t = t + 1$;
            select $P(t)$ from $P(t-1)$;
            reproduce pairs in $P(t)$;
            evaluate $P(t)$;
        end
    end

Initial Population

The number of potential local minima, determined from Section 4.2 is considered as the number of segments present in a given signal. In order to detect both start and end locations of each segment, a population of GA is generated with chromosomes
whose length is two times the total number of segments obtained above. Although the binary-coded GAs are the most commonly used representation, a more natural real-valued representation is used in this system to increase the efficiency of GA. Using the real-valued chromosomes, there is no need to convert chromosomes to phenotypes before fitness function evaluation and thus it would be faster in computation.

**Evaluation Function**

In GAs, an evaluation function or fitness function is usually used to evaluate the performance of the chromosomes in the problem domain. In order to obtain accurate boundaries of each segment, the evaluation function is designed using the heterogeneity measure and sample entropy. This function simultaneously maximizes the homogeneity within the segments and heterogeneity among different segments using sample entropy.

In this context, $SampEn$ of the original segmenting signal is calculated first to investigate the dynamics. To prevent the requirement of heavy computational time (i.e. to obtain a feasible computation time and to make the proposed algorithm tractable), $SampEn$ is calculated on each data set of length 80 (i.e. $N=80$) within a tolerance $r$ of $0.1 \times SD$ for 1 point (i.e. $m=1$). Here, $SD$ is the standard deviation of the data set. Let $H_w$ be the total within-segment heterogeneity and $H_b$ denotes the total between-segment heterogeneity, a segmentation evaluation function is defined as

\[
H = \frac{H_b + 1}{H_b + H_w + 1}
\]  

where total within-heterogeneity $H_w$ is defined as

\[
H_w = \frac{\sum_{i=1}^{S} L_i \sigma_i^2}{L}
\]  

where $L$ is the total length of the segmented signal, $L_i$ is the length of the $i$-th segment, $\sigma_i^2$ is the variance of the sample entropy of $i$-th segment and $S$ is the number of segments.
in the segmented signal. The between-segment heterogeneity, $H_b$, is defined as the average Euclidean distance between the mean value of the sample entropy of any two adjacent segments.

$$H_b = \frac{\sum_{(i,j) \in \text{adjacent}, i \neq j} \| \mu_i - \mu_j \|^2}{ns}$$

(4.6)

where $ns$ is the total number of the adjacent segments in the segmented signal, $\mu_i$ and $\mu_j$ are the mean value of the sample entropy of the $i$-th and $j$-th segments. $H$ reaches one when the internals of all segmented speech are completely homogeneous.

**Evolution Procedure**

In order to effectively search the solution space, and to take advantage of the parallelism of GAs, the proposed algorithm applies a multiple subpopulations approach provided by [49] for the evolutionary process. A problem with simple or sequential GA is premature convergence on a suboptimal solution. Parallel GAs can search in parallel different subspaces of the search space, thus making it less likely to become trapped by low-quality subspaces. Multiple populations GA is a widely used parallel GA model where multiple subpopulations evolve independently toward different optima. More diverse subpopulations can be maintained by exchanging genetic materials between subpopulations. The premature convergence effect of simple GA can then be mitigated by this approach. To reduce the required computational time, it is implemented through the use of high-level genetic operator functions and exchanging individuals between subpopulations as described in Section 2.2.3.

Over the generations, each subpopulation is evolved as in traditional simple genetic algorithm (SGA) using the basic operators: crossover and mutation. Depending on the migration interval (i.e. the number of generations between successive migration) and the migration rate (i.e. the number of individuals to be migrated from one sub-
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population to another), individuals from one subpopulation migrate to another from time to time. The initial population is created using 8 subpopulations containing 20 individuals each. At each generation, 90% of the individuals with higher fitness values within each subpopulation are selected for breeding using a stochastic universal sampling function which has minimum spread and zero bias.

In GAs, a recombination operator is usually used to produce the new offsprings. By applying discrete recombination crossover, a uniform crossover for real-valued representation, the new offsprings within each subpopulation are produced. Normally, offsprings are mutated after recombination to prevent the population from converging to local minima. And new possible solutions can be introduced to the population by mutating the offsprings. In this system, a mutation rate of $1/nvar$ is used, where $nvar$ is the length of an individual.

When the offsprings produced are less than the size of the original population, the new offsprings have to be reinserted into the population to maintain the size of the original population. Similarly, when not all the offsprings are to be used at each generation, or if the offsprings produced are more than necessary, a reinsertion scheme must be used. This scheme determines which individuals should be replaced by the offsprings produced and which individuals should be inserted into the new population. In this segmentation method, offsprings are inserted into the appropriate subpopulations depending on fitness-based reinsertion with a rate of 0.9.

In this multi-population GAs, migration of individuals between subpopulations is performed at every 20 generations with a migration rate of 0.2. After GA iterates for $maxgen$ times (here $maxgen=80$), the evolution of this GA stops. The best individual with the maximum fitness value presents the optimized solution for boundaries of the segments of the segmented signal.
4.4 Experimental Results

To evaluate the performance of the proposed GA based segmentation, the experiments are carried out on the speech signals of 20 speakers (10 male and 10 female) from the TIDIGITS database. 10 digit strings of lengths varying from 3 to 7 digits have been considered from each speaker. If there exist long inter-word silences, they are extracted first. For reference decisions, the boundaries of each segment are manually determined. White noise, babble noise, car noise, street noise and train noise are then added to obtain the corrupted signals at different SNRs (20 dB, 15 dB, 10 dB, 5 dB and 0 dB). Therefore, a total of 5000 signals sampled at 8 kHz are applied to the proposed algorithm.

![Figure 4.3: (a) Noisy input signal at 5 dB SNR; (b) segmentation results shown in vertical lines together with the clean speech signal.](image)

Figs. 4.3 and 4.4 demonstrate the segmentation results of input noisy speech signals. The speech signals in white Gaussian noise at 5 dB and 0 dB SNR are shown in Figs. 4.3(a) and 4.4(a), respectively. The corresponding clean signals are displayed in Figs. 4.3(b) and 4.4(b). The detected boundaries of each segment are also shown in Figs. 4.3(b) and 4.4(b) by the vertical dashed line. It is found that the difference between
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the deviation from the boundaries of segments in signal of 5 dB SNR and from that of the signal in 0 dB SNR is not significant. This indicates that the proposed GA based segmentation algorithm is robust against noise and can yield satisfactory results.

Figure 4.4: (a) Noisy input signal at 0 dB SNR; (b) segmentation results shown in dashed lines together with the clean speech signal.

When there is no inter-word silences between consecutive digits, the proposed method can detect them as one segment only. To tackle this problem, durational information of digits, studied in [87], is applied. When a detected segment has a duration greater than 390 ms, the mean duration of digits spoken by male speakers, further segmentation is performed to find another segment within this interval. Similarly, if the duration of a segment is less than 150 ms, it is merged to one of its neighboring segments having shorter duration. The overall improvement is achieved by including the durational information although it becomes the limitation of the proposed algorithm. We have also investigated the algorithm on the TIMIT database without using durational information. The algorithm can detect most of the boundaries except for some spurious boundaries. Here, the difference between the actual and estimated number of boundaries may be due to the algorithm, which defines each segment with start and end boundaries. However, there might exist common boundaries for some of the
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Table 4.1: Relative error at different SNRs.

<table>
<thead>
<tr>
<th>Noise Types</th>
<th>SNR</th>
<th>White</th>
<th>Car</th>
<th>Babble</th>
<th>Street</th>
<th>Train</th>
</tr>
</thead>
<tbody>
<tr>
<td>20 dB</td>
<td>0.0858</td>
<td>0.0983</td>
<td>0.1077</td>
<td>0.0963</td>
<td>0.0983</td>
<td></td>
</tr>
<tr>
<td>15 dB</td>
<td>0.1088</td>
<td>0.1194</td>
<td>0.1314</td>
<td>0.1228</td>
<td>0.1165</td>
<td></td>
</tr>
<tr>
<td>10 dB</td>
<td>0.1378</td>
<td>0.1512</td>
<td>0.1737</td>
<td>0.1523</td>
<td>0.1417</td>
<td></td>
</tr>
<tr>
<td>5 dB</td>
<td>0.1753</td>
<td>0.1883</td>
<td>0.1990</td>
<td>0.1936</td>
<td>0.1800</td>
<td></td>
</tr>
<tr>
<td>0 dB</td>
<td>0.2092</td>
<td>0.2332</td>
<td>0.2553</td>
<td>0.2316</td>
<td>0.2222</td>
<td></td>
</tr>
</tbody>
</table>

connected words.

4.4.1 Evaluation Metrics

Relative Error

As a performance measure, relative error of a segment \( RE \) is calculated as follows:

\[
RE = \frac{|AD - ED|}{AD}
\]  

(4.7)

where \( AD \) is the duration of the segment which is determined manually and \( ED \) is duration of the segment estimated by the proposed method. In Table 4.1, the results for the performance measure of the proposed segmentation algorithm for different types of background noise and varying SNR are given. From this table, it can be seen that nearly 96% of the segments are detected within 30 ms of manually determined boundaries. Note that a high degree of accuracy is achieved for speech segments in varying environmental conditions.

When the SNR is 20 dB, the average segmentation error is almost less than 10% of the duration of segments for all noise types. The segment boundaries determined by the proposed algorithms deviate from 10% and 13% of the manual segmentations
when SNR level is 15 dB. For the signals at 10 dB and 5 dB, the relative segmentation errors lie between (13-17)% and (17-19)%, respectively. The highest segmentation errors occur at 0 dB SNR with the values between 20% and 25%. Considering the different noisy environments, it is found that white noise has the lowest segmentation errors at all levels of SNRs, while the babble noise has the highest relative error for all instances. On average, the smallest relative error for SNR levels ranging from 20 dB down to 0 dB is observed at white noise followed by train noise, car noise, street noise and babble noise.

Fig. 4.5 shows the variations of the relative error with respect to the number of generations allowed. This convergence curve is generated by testing on the signals of one speaker in white Gaussian noise. From this figure, it can be seen that the relative error of the proposed method decreases rapidly up to 60 generations. When more generations were performed, it was found that no further improvement is obtained after 80 generations.

![Figure 4.5: Variation of the relative error with the number of generations.](image-url)
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Hit Rate

Assuming that the difference between the durations of segments detected by the presented method and those of segments manually determined of 25 ms is acceptable, hit rate is defined as the fraction of all manually determined segments that are detected by the proposed algorithm within this error range. The hit rate is also examined across varying SNR levels in five types of background noise. In Fig. 4.6, the hit rate obtained as a function of SNRs is presented. It can be seen that hit rates achieved by the proposed algorithm are acceptable. Moreover, in each level of SNRs, almost the same hit rate is obtained for different noise types.

![Figure 4.6: Hit rate as a function of SNR in different noise backgrounds.](image)

Precision and Recall

The error of segmentation results can also be categorized into insertion error and deletion error. If a detected segment has the relative error of greater than 25ms, we assumed that segment is missed by the proposed method and a deletion error occurs. If a detected segment boundaries is not found in the manual detection, an insertion error
Table 4.2: Results of recall (RCL), precision (PRC) and F on different types of noise.

| Noise   | 20dB | 15dB | 10dB | 5dB | 0dB | 20dB | 15dB | 10dB | 5dB | 0dB | 20dB | 15dB | 10dB | 5dB | 0dB |
|---------|------|------|------|-----|-----|------|------|------|-----|-----|------|------|------|-----|-----|-----|
| White   | 0.90 | 0.85 | 0.79 | 0.67| 0.56| 0.79 | 0.75 | 0.69 | 0.59| 0.50| 0.83 | 0.79 | 0.73 | 0.62| 0.51|
| Car     | 0.90 | 0.86 | 0.78 | 0.67| 0.54| 0.84 | 0.79 | 0.72 | 0.62| 0.50| 0.86 | 0.82 | 0.75 | 0.64| 0.50|
| Babble  | 0.87 | 0.82 | 0.74 | 0.64| 0.52| 0.82 | 0.78 | 0.71 | 0.62| 0.50| 0.84 | 0.80 | 0.73 | 0.62| 0.51|
| Street  | 0.89 | 0.83 | 0.76 | 0.64| 0.53| 0.84 | 0.79 | 0.72 | 0.60| 0.53| 0.86 | 0.81 | 0.73 | 0.62| 0.51|
| Train   | 0.88 | 0.82 | 0.76 | 0.64| 0.52| 0.84 | 0.79 | 0.73 | 0.62| 0.53| 0.85 | 0.80 | 0.74 | 0.63| 0.52|

occurs. In the literature of information theory, two measures are often used, namely precision (PRC) and recall (RCL). Corresponding to the deletion and insertion error with precision and recall respectively, they are defined as

\[
RCL = \frac{\text{number of hit segments}}{\text{total number of detected segments}} \quad (4.8)
\]

\[
PRC = \frac{\text{number of hit segments}}{\text{total number of reference segments}} \quad (4.9)
\]

Combining the precision and recall, a performance criteria \(F\)-measure is often used. It is defined as

\[
F = \frac{2 \times PRC \times RCL}{PRC + RCL} \quad (4.10)
\]

The value of \(F\) lies between 0 and 1, where larger values are desirable. The results of the proposed method conducted at various environments are presented in the Table 4.2. It is observed that the proposed algorithm can maintain high recall rates as well as high precision rates at different SNR levels.

**Speech and Non-speech Frames Classification**

The performance of proposed method is also evaluated in terms of speech and non-speech detection accuracy. For this evaluation, we have tested the speech signals in white Gaussian noise of the above database. Table 4.3 shows the result for the detection
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Table 4.3: Classification accuracy of speech and non-speech frames.

<table>
<thead>
<tr>
<th>SNR</th>
<th>$E_r$ (%)</th>
<th>$D_n$ (%)</th>
<th>$D_s$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20 dB</td>
<td>6.13</td>
<td>96.10</td>
<td>91.55</td>
</tr>
<tr>
<td>15 dB</td>
<td>7.47</td>
<td>95.53</td>
<td>89.66</td>
</tr>
<tr>
<td>10 dB</td>
<td>9.29</td>
<td>95.00</td>
<td>86.72</td>
</tr>
<tr>
<td>5 dB</td>
<td>11.49</td>
<td>93.60</td>
<td>83.67</td>
</tr>
<tr>
<td>0 dB</td>
<td>13.55</td>
<td>92.21</td>
<td>81.18</td>
</tr>
</tbody>
</table>

Table 4.4: Processing time.

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>20.34 s</td>
</tr>
<tr>
<td>Median</td>
<td>18.98 s</td>
</tr>
<tr>
<td>Minimum</td>
<td>14.11 s</td>
</tr>
<tr>
<td>Maximum</td>
<td>30.93 s</td>
</tr>
<tr>
<td>25th Percentile</td>
<td>15.96 s</td>
</tr>
<tr>
<td>75th Percentile</td>
<td>23.68 s</td>
</tr>
</tbody>
</table>

accuracy of proposed method. $D_s$ and $D_n$ are the ratios of correct speech decisions to the total number of manually marked speech frames and correctly detected non-speech decisions to manually determined non-speech frames, respectively. $E_r$ is the ratio of total false decisions to total number of frames. In this comparison, we have used 10 ms frame size. Under different levels of SNR, our method achieves high performance in both speech and non-speech detections with small error rates.

Computational Complexity

The proposed GA based speech signal segmentation is implemented using Matlab programming language. The computational cost of our algorithm is measured in terms processing time. The processing time needed to complete the whole process running on Pentium IV 3 GHz PC is summarized in Table 4.4.
4.5 Conclusion

A scheme for the segmentation of speech signals in different noisy backgrounds is presented in this chapter. The problem of segment boundary detection is formulated as an optimization problem. Based on the genetic algorithm (GA), the start and end points of the segments are determined. Using sample entropy (i.e., a regularity measure of time series) and heterogeneity measure, an evaluation function of GA is designed. The optimal locations of the boundaries are achieved through the evolution of genetic algorithm. The efficiency and simplicity of Walsh basis functions also make the proposed scheme to be effective to determine the segments present in the segmenting signals. The performance of the method is evaluated using speech signals in different noise conditions. The results show that the proposed method can precisely detect the speech segments as well as noise only segments.
Chapter 5

Segmentation of Narrowly Spaced Noisy Audio Signals

In this chapter, the segmentation of narrowly spaced noisy speech signals is addressed. The purpose of this segmentation is to estimate the locations and durations of noise only narrow gaps which are located among the signal components in order to segment the whole noisy input signal. To deal with this problem, two segmentation techniques have been proposed.

5.1 Introduction

Nowadays, web-audio technology is developing with the increasing demand of multimedia applications, such as audio, video conferencing, voice over IP and distance learning over the Internet. However, quality of service (QoS) for real time multimedia applications has not been completely provided yet. Yet there are challenges for real-time transmission due to the constraints such as bandwidth, packet loss and delay jitters. For example, signal drop outs and/or extraneous noise can occur as a result of
transmission error through the digital communication channels. Drop outs can result in small intervals where the audio signal from the transmitter becomes noisy or lost completely. Signal loss can also occur due to spurious noises such as clicks, pops, and crackles. In general, these types of noise have shorter durations and are often present in data restoration of old disk records. In the presence of signal loss, the quality of perceived audio usually degrades significantly. In many application areas of speech and audio signal processing, detection and reconstruction algorithms for missing audio data is always necessary. Much work on detection and reconstruction of missing audio therefore have been reported in the literature [102, 103, 104]. An overview of packet loss recovery techniques for streaming audio can be found in [105].

In the previously reported segmentation algorithms, the algorithms are based on the acoustic parameters such as energy, entropy, zero-crossing rate, LPC coefficients, mel cepstrum coefficients (MFCC) [106, 107]. Extraction time of these parameters to describe the process is quite long in all these methods. Often complex strategies are needed to achieve the desired level of accuracy.

In contrast to those previously described methods, the first segmentation method proposed in this chapter is mainly based on a time scaling approach (Section 5.2). Utilizing FFT and binary Walsh transform, the signal to be segmented is time scaled first. Employing this time scaled modified signal, the locations and durations of noisy segments as well as noise only narrow segments are determined. Although the computational complexity of this algorithm is relatively low, the preliminary segmentation results are accurate without a priori information about signal or noise.

The second segmentation algorithm has been developed exploiting the convexity measure and the residual signal (Section 5.3). Depending on the potential local minima of the residual signal, narrowly spaced audio segments are detected. Using an analysis by synthesis scheme and binary Walsh transform, the original input signal
is reconstructed as the residual signal. Boundaries of noisy and noise only segments are initially determined from the residual signal. The results for the location of segment boundaries are then improved by adopting the \textit{convexity} measurement. As in the time scaling based segmentation algorithm, the determination of narrow gaps is accomplished while detecting the noisy segments. To evaluate the efficiency of this approach, experiments have been carried out on noisy speech signals which are created using five types of noise from the NOISEX-92 database and three types of noise from the database in [108].

### 5.2 Time Scaling Based Segmentation

Most of the segmentation techniques that have been described in the literature are metric based approaches. Usually, they are implemented using the combination of two or more acoustic features extracted from the audio signal to be segmented. In this section, a new method to segment a noisy speech signal based on time scaling technique is proposed. It is assumed that noise only gaps buried between signal components are relatively smaller than signal components. Using the time stretched or time scaled modified version of the original noisy signal, the presence of narrow gaps as well as noisy speech components are determined. The use of binary Walsh transform for the segmentation of noisy audio signals is also investigated.

Time scaling techniques are usually employed when we need to modify the time scale of a speech or audio waveform without losing the perceptual quality. They usually shorten or stretch out the length of a sound file with a desired scaling factor. Several methods have been addressed for the issue of time scaling of acoustic signals [109, 110] as they are applicable in a number of occasions.
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5.2.1 Vocoder Based Time Scaling

The basic idea of this method is to enhance the input signal with time scale expansion from which locations and periods of the gaps and segments are to be obtained. By stretching the audio signal, the reconstructed signal becomes more meaningful than the original signal since the algorithm can more easily differentiate the changes between speech segments and noise gaps. In this system, a phase vocoder based time scaling approach is employed with a sequence of analysis, modification, and resynthesis. The standard phase vocoder technique for time scaling is described in [76]. The main algorithm of time scaling is to define an analysis hop factor which is different from the synthesis hop factor. Here, we denote the analysis hop factor as $R_a$ and synthesis hop factor as $R_s$. The scaling factor $\alpha$ is then defined as

$$\alpha = \frac{R_a}{R_s} \quad (5.1)$$

Traditionally, phase vocoder based time stretching algorithms keep the magnitude unchanged and modify the phase using phase unwrapping by preserving the instantaneous frequencies. Finally, the signal can be reconstructed as the weighted sum of cosines using the filter bank approach or IFFT approach.

First, we have modified the signal as weighted sum of cosine as described in [77, 76]. This time scaling algorithm first extracts a series of sequential blocks by setting analysis time instants along the input signal for successive integer values. For each block, FFT is computed over a Hann windowed portion of the original signal to obtain a magnitude and phase representation for every $R_a$ samples as follows.

$$X(t_a^n, \Omega_k) = \sum_{n=-\infty}^{\infty} h(n)x(t_a^n + n)e^{-j\Omega_k n} \quad (5.2)$$

Here, STFT representation of the input signal $x$, $X(t_a^n, \Omega_k)$, is obtained for the analysis time instants $t_a^n$ for set of successive integer values $u$ starting at 0. $h(n)$ is the
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analysis Hann window, $\Omega_k = \frac{2\pi k}{N}$ is the centre frequency of the $k$th vocoder channel, $N$ is the size of Fourier transform and $t_a^u = uR_a$.

At each synthesis time instants $t_s^u$, a short-time signal $y_u(n)$ is obtained for $t_s^u=R_s u$ by taking the inverse Fourier transform of the synthesis STFT as $Y(t_s^u, \Omega_k)$.

$$y_u(n) = \frac{1}{N} \sum_{k=0}^{N-1} |Y(t_s^u, \Omega_k)| e^{j\Omega_k n} \tag{5.3}$$

where interpolated magnitude values are the same as the analysis magnitude values.

$$|Y(t_s^u, \Omega_k)| = |X(t_a^u, \Omega_k)| \tag{5.4}$$

When all the short-time signals are concatenated together, the output signal $y(n)$ is obtained as:

$$y(n) = \sum_{n=-\infty}^{\infty} y_u(n - t_s^u) \tag{5.5}$$

In this context, to calculate the phase of $Y(t_s^u, \Omega_k)$, the phase increment per sample is also necessary to be computed as the hop size for the synthesis is different from the analysis.

$$\Delta \Phi_k^u = \angle X(t_a^u, \Omega_k) - \angle X(t_a^{u-1}, \Omega_k) - R_a \Omega_k \tag{5.6}$$

The instantaneous frequency $\hat{w}_k(t_a^u)$ is then derived after taking the principal value of the phase increment, $\Delta_p \Phi_k^u$.

$$\hat{w}_k(t_a^u) = \Omega_k + \frac{1}{R_a} \Delta_p \Phi_k^u \tag{5.7}$$

After the instantaneous frequency at time $t_a^u$ is estimated, the phase of the time-scaled STFT at time $t_s^u$ is set using the following formula.

$$\angle Y(t_s^u, \Omega_k) = \angle Y(t_s^{u-1}, \Omega_k) - R_s \hat{w}_k(t_a^u) \tag{5.8}$$

An example of this scheme is given in Fig. 5.1. A clean speech signal is depicted in Fig. 5.1(a), where the narrow gaps are located between samples 2300 and 4450. When
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This signal is corrupted by noise, it is difficult to detect the location of the gaps as shown in Fig. 5.1(b). The time scaled version of this noisy speech signal using phase vocoder approach is displayed in Fig. 5.1 (c). Here, the signal is expanded by a scaling factor $\alpha=2$. Obviously, the time stretched signal as sum of sinusoids cannot give any indicative representations for the locations of speech segments, or noise only narrow gaps.

As we are less concerned about perfect reconstruction, the binary Walsh transform is replaced at the resynthesis phase to reconstruct the signal as a weighted sum of Walsh coefficients as follows.

$$y_u(n) = \sum_{k=0}^{N-1} |X(t^n_{a}, \Omega_k)| \cdot \phi(k) \quad (5.9)$$

where $\phi$ represents a binary Walsh basis function of Walsh ordering. The resultant modified sequence is shown in Fig. 5.1(d).

It is observed that each time a gap or boundary of a segment appears in the processing signal, sharp and sudden changes always occur in the reconstructed or time scaled signal. In other words, the magnitude of the modified signal may reach its minimum in accordance with the scaling factor. On the other hand, the changes in the remaining parts of the expanded signal are not noticeable. Thus the significant information for the detection of narrow gaps in noisy speech waveforms can be achieved by simply applying this Walsh transform based synthesized signal.

Furthermore, computational efficiency can be achieved by using binary Walsh transform. For example, Walsh-Hadamard matrices of order $N$ can be generated using the recursive relationship $H_N = H_{N/2} \otimes H_2$ where $N$ is the power of 2. In that case, '$\otimes$' denotes the Kronecker product and the lowest order $H_2$ is of the following form:
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Figure 5.1: (a) Noise-free signal; (b) noisy signal; (c) time-scaled version of noisy signal using sinusoidal analysis-synthesis; (d) time-scaled signal using Walsh transform.

\[ H_2 = \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix} \]  

(5.10)

Since waveform characteristics of the proposed time scaled modified signal is highly informative, we only set a threshold to determine the location of gap boundaries. We have investigated many time scaled speech waveforms of speech signals in different noise levels using the proposed time scale modification technique. An example of a clean signal including narrow gaps is given in Fig. 5.2 (a). The waveform of this signal at 20 dB SNR is shown in Fig. 5.2 (b). Time-scale modification of this signal is shown in Fig. 5.2 (c), where the abrupt changes occur according to the locations of gaps. In Fig. 5.2 (e), the time-stretched waveform of the signal at 0 dB (Fig. 5.2 (d)) is also shown. Here, magnitude of the time stretched modified signal decreases significantly at the locations of narrow gaps as in Fig. 5.2 (c) despite high noise level.
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Figure 5.2: (a) Noise-free signal; (b) signal at 20 dB SNR; (c) modified time-stretched signal (d) signal at 0 dB SNR (e) modified time-stretched signal.

In general, after time scaling of the input signal, a gap occurs with decrease variation in the stretched waveform. Thus, we set a global threshold from the magnitude of the reconstructed signal. Here, the median of the magnitude of the reconstructed signal is set as threshold. First, the consecutive locations of the reconstructed signal whose magnitude is less than, or equal to this threshold is assumed as noise only gaps. Start and end locations of gaps are then determined from the interval of the candidate gaps. Here, the beginning and local minima of this interval are taken as start and end locations of the gaps. If an estimated interval of a gap is less than 4 ms (for sampling frequency of 8 kHz), we declare that it is a segmentation boundary.
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5.2.2 Experimental Study

In order to evaluate the described time scaling based segmentation method, simulations were performed using music and noisy speech signals. Each of speech signals consist of speech segments as well as gaps of various sizes and they are assumed to be buried under white Gaussian noise. Fig. 5.3 illustrates the result of segmentation of a noisy speech utterance. Narrow gaps are manually allocated between the signal components as in Fig. 5.3(a). However, the presence of these gaps are diminished when it is corrupted by the noise as it can be seen in Fig. 5.3(b). This noisy speech waveform is scaled and reconstructed by the proposed Walsh transform based time-scaling method. We have found that if the scaling factor applied is greater than 2, the phase shifting is occurred at the scaled signal. Therefore, we set the scaling factor as $1 \leq \alpha \leq 2$ throughout the simulation study. The time scaled signal with the scaling factor of 2 is shown in Fig. 5.3(c). The segmentation results are displayed by the vertical solid lines in Fig. 5.3(d).
According to these lines, we can detect the segments of speech. Every two solid lines between two arrows estimates the location a gap and a single solid line may be start or end point of a segment. From there we can determine in which part of the signal there exist noise only components and where the components of combining speech and noise are.

![Waveform Diagram](image)

Figure 5.4: Modification of a music excerpt. (a) original signal; (b) modification without stretching; (c) modification with stretching factor $\alpha = 2$; (d) signal with gaps; (e) modification without stretching; (f) modification with stretching factor $\alpha = 2$.

As another possible application, segmentation of music signals for onset detection is considered in this section. A music excerpt of 3.25s is extracted from “Around the World” by ATC. The waveform of the music signal is shown in Fig. 5.4(a) where
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Music events are closely located in time. The signal is first converted into modified waveform with a scaling factor $\alpha = 1$ (i.e. no stretching). The resulting waveform revealing sudden changes for music events is shown in Fig. 5.4 (b). In other words, the onset of music segments can be detected by tracking the abrupt variations in the modified waveform. In Fig. 5.4 (c), the signal is modified with scaling factor $\alpha = 2$ (i.e. time stretching). Comparing the modified waveforms of Fig. 5.4 (b) and Fig. 5.4 (c), the variations in this stretched modified waveform is more visible with sharper local minima. In general, a segmentation point can be identified whenever a sharp decrement of the modified waveform occurs.

The advantage of modification with time stretching is also shown when the signal contains narrow gaps as in Fig. 5.4(d). Modification of this waveform with stretching factors 1 and 2 are shown in Figs. 5.4 (d) and 5.4 (e), respectively. The resulting modified waveforms provide local minima at the onsets of music segments. However, due to more sharp representation of the stretched waveform, the narrow gaps and music segment boundaries can be detected more easily (Fig. 5.4 (e)).

5.2.3 Discussion

Segmentation of closely spaced noisy speech signal is described in this section. Based on a new time-scaling technique applying linear binary Walsh transform, a segmentation algorithm for closely spaced noisy audio signal is presented. Applying the reconstructed or time stretched signal, segmentation of speech components and detection of gaps are performed. Moreover, estimated durations of the narrow gaps can also be determined. The result of the experiments are accurate in the absence of a priori knowledge. According to the experiments conducted on several speech signals, the scaling factor, $\alpha$ should lie within 1 and 2 to capture the dynamics of the detecting signal. However,
modification of the algorithm is required to improve the efficiency of this method. By using the variable scaling factors at the transitions of signal components is still under study.

5.3 Segmentation Based on Residual Signal and Convexity Measure

In this section, we propose a fast and efficient method to detect the audio segments in noisy situation where noise level is high and noise type is unknown. Instead of extracting the features from the input signal, the noisy audio segments are identified from a residual signal, which is derived from the reconstructed versions of the segmenting signal. As in the previous section, we assumed that adjacent signal components are closely located and the time interval between them are unknown. While determining the presence of the signal components having signal plus noise information, the durations of those noise only narrow gaps are also estimated.

The process of the proposed method can be divided into three major stages. The input signal is firstly reconstructed as a residual signal using a modified analysis/synthesis scheme and binary Walsh transform. A threshold scheme is then applied to the resulting reconstructed signal to obtain the baseline segments. Finally, the locations of baseline segments are validated with a measurement called convexity. As stated in the previous chapters, the choice of Walsh transform rather than other transform is its simplicity in computation, involving only addition and subtraction operations. We observed that higher order Walsh functions yield smaller amplitudes and they cannot provide the discriminative features for the locations of segments and gaps. Therefore, we have used only the lower order of Walsh functions having localization property. The
performance of the algorithm is also enhanced due to its low computation complexity. The speech signals with signal-to-noise ratio as low as 0 dB in five different noise conditions have been tested for performance evaluation.

5.3.1 Analysis-Synthesis Process

The main idea behind the proposed method is to reconstruct the noisy input signal as a residual signal, from which the desired segmentation function can be derived. This is implemented by using an analysis-synthesis scheme of [77] and Walsh functions of lower order sequencies. The purpose of this analysis-synthesis scheme is to modify the original signal before resynthesis.

In the analysis phase, the input signal \( x(n) \) is multiplied by a sliding window of length \( N \), which provides successive windowed signal segments. These windowed signal segments are then transformed to the frequency domain by using FFTs. In this way, a time-varying spectrum \( X(n, k) = |X(n, k)|e^{j\varphi(n, k)} \) with \( k = 0, 1, ..., N - 1 \) is calculated for each windowed segment.

In the synthesis phase, only the magnitude portion of this short-time spectrum is taken out and reconstructed into two synthesized sequences using two different Walsh functions. Output segments are then overlapped and added accordingly to yield the two output signals. In this method, only the Walsh functions of sequency order 0 and 2 are used as they can provide more detailed local variations of the input signal. Walsh function \( \phi_2 \) is shifted prior to the application to move the zero frequency components to the center of the spectrum. Walsh function \( \phi_2 \) consists of 1’s for \( n = 0, ..., N/4 \), followed by -1’s from \( N/4 + 1, ..., 3N/4 \) and 1’s for \( n = 3N/4, ..., N \). After shifting, Walsh function \( \phi_2 \) will contain -1’s for \( n = 0, ..., N/4 \), followed by 1’s from \( N/4 + 1, ..., 3N/4 \) and -1’s for \( n = 3N/4, ..., N \). Since most of the speech energy is present in the lower
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frequencies from 0 up to 2 kHz for the sampling frequency of 8 kHz, we can correspond $N$ to maximum frequency of 4 kHz, $N/2$ as 2 kHz and so on. Thus, shifted $\phi_2$ contains more significant energy comparing to $\phi_2$. As a result of this shifting, the residual signal becomes more informative and more indicative having sharper waveform with higher magnitudes.

Since the first few functions of the Walsh matrix(i.e. $\phi_0$, $\phi_2$) are necessary in this implementation, the other functions can be discarded using a proper algorithm. This also reduces the computational time drastically. Finally, the output residual signal is reconstructed by taking the difference between these two synthesized signals. Fig. 5.5 illustrates the block diagram of the proposed modified analysis-synthesis scheme.

5.3.2 Detection Scheme

While the signal components have both signal and noise information, gaps contain noise only. Thus, the amplitude of the residual signal drops significantly at the locations of gaps. Observing that, a sequence of local minima, $\{\gamma_a\}_{a=1}^L$, are detected from the residual signal after being smoothed by a moving average filter. A frame is considered as a noise only frame if its local minimum is below a preset amplitude threshold, $th$. This threshold is set as $th = \mu_{\gamma} - 0.5\sigma_{\gamma}$, where $\mu_{\gamma}$ and $\sigma_{\gamma}$ are mean and standard deviation of $\gamma_a$.

After applying the threshold, $th$, positions of narrow gaps and baseline segments can be preliminarily determined. At this stage, fine-tuning is required to reduce the over and under segmentation rate. For this purpose, we empirically set the thresholds $\eta_1$ and $\eta_2$ on temporal distance. The segments whose temporal distance is smaller than $\eta_1$ are to be merged with a neighboring segment. And if the temporal distance of a baseline segment exceeds $\eta_2$, it needs to be split up. In this case, a local minimum is
searched between two consecutive local maxima within this segment and set this local minimum as a segmentation point.

### 5.3.3 Convexity

We have mentioned that the amplitude of the residual signal falls significantly at the intervals of narrow gaps and it increases thereafter. When the signal is at high SNR, this property is more prominent and we can easily determine the presence of the boundaries by using the predefined thresholds $th, \eta_1$ and $\eta_2$. However when the signal of interest
is at low SNR, there are more potential boundaries than real segment boundaries. In this case, justifying the positions of the boundaries with a bound, *convexity*, may be appropriate. The main reason of why we are interested in convexity is that *over the interval of convexity there is only one minimum*. Here, we use the definition given in [111].

*The set $A$ in $\mathbb{R}^n$ is said to be convex if whenever it contains two points, it also contains the line segment joining them. Algebraically, $A$ is convex if $\lambda x + \mu y \in A$ whenever $x, y \in A$ and $\lambda, \mu \geq 0$ with $\lambda + \mu = 1$.*

In this context, we search a set of points which are convex with a minimum within every two consecutive baseline segment boundaries obtained after preliminary detection. Then we define the points of this convex set as the interval of narrow gaps. Fig. 5.6 illustrates how the convexity measurement can improve the base line segmentation results. Fig. 5.6(a) and (b) are the clean signal and noisy signal, respectively. The reference segments and gaps acquired before the convexity measurement are shown in Fig. 5.6(c). It can be seen that the duration of the detected second gap becomes wider than the actual gap size. However, after the convexity measurement, this widening effect is reduced to an acceptable level as illustrated in Fig. 5.6(d).

### 5.3.4 Experiments and Evaluations

**Test Data Set I**

The described segmentation method has been evaluated with several simulations tested on the speech signals corrupted by high levels of noise. This test database contains 172 speech utterances of 10 speakers (5 males and 5 females) from TIDIGITS. In order to obtain the closely spaced signals, small gaps of varying durations were randomly inserted among the signal components before the addition of noise. Mean duration of
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the gaps is 56.98 ms and the standard deviation of the duration is 39.06 ms. Five types of typical noise from NOISEX-92 were considered: white, volvo, babble, F-16 cockpit and factory floor. To generate the contaminated signals, the noise signals were added to the clean speech signals with different SNRs including 20 dB, 15 dB, 10 dB, 5 dB, and 0 dB. Thus, a total of 4300 utterances were used in this experiment.

Figure 5.6: Segmentation result of a noisy signal (a) noise-free signal; (b) noisy signal; (c) segmentation result before convexity measurement (d) segmentation result after convexity measurement.

For this test data set I, the performance evaluation is described in terms of recall and precision. Assuming that manually determined segment boundaries are the best segmentation points, these two performance indices are calculated with respect to the total number of speech segments which are determined manually as follows.

\[
Precision = \frac{\text{number of correctly detected segments}}{\text{total number of detected segments}} \quad (5.11)
\]

\[
Recall = \frac{\text{number of correctly detected segments}}{\text{total number of segments}} \quad (5.12)
\]

Figs. 5.7 and 5.8 show the results as a function of SNRs in different noise types. It is observed that the proposed method can detect the speech segments with high accuracy in adverse environments. When SNR is between 5 dB and 20 dB, 90% of precision and
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Figure 5.7: The recall rate for test data set I across five SNRs and five noise conditions. Recall rates can be achieved. The average lowest rates of precision and recall are found in babble noise followed by F-16, factory floor, volvo and white Gaussian noises.

**Test Data Set II**

This data set also consists of speech signals from TIDIGITS database which are different from Test Data Set I. In this case, 150 speech signals spoken by 10 speakers (5 males and 5 females) were extracted. Before adding the noise, narrow gaps of different sizes were randomly inserted among the audio components. Then noisy signals of SNRs 0 dB, 5 dB, 10 dB, 15 dB and 20 dB were generated by adding noise signals to each clean signal. Three types of noise signals from [108] were considered: white Gaussian, car and street. Therefore a total of 2250 noisy audio signals were conducted in this simulation. Table 5.1 and Table 5.2 list the results using the evaluation metric: precision and recall. As high precision and high recall rates are achieved at different noisy situations, the method is robust against noise. In this experiment, an evaluation index which is presented in [112] is also considered. We have measured the difference between the real and estimated onset on the same set of noisy audio signals. Different
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Figure 5.8: The precision rate for test data set I across five SNRs and five noise conditions.

Table 5.1: Precision rate with different SNRs.

<table>
<thead>
<tr>
<th>SNR</th>
<th>White</th>
<th>Car</th>
<th>Street</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 dB</td>
<td>92.69</td>
<td>88.50</td>
<td>90.98</td>
</tr>
<tr>
<td>5 dB</td>
<td>95.79</td>
<td>94.69</td>
<td>93.96</td>
</tr>
<tr>
<td>10 dB</td>
<td>96.62</td>
<td>95.31</td>
<td>96.62</td>
</tr>
<tr>
<td>15 dB</td>
<td>98.49</td>
<td>97.19</td>
<td>97.86</td>
</tr>
<tr>
<td>20 dB</td>
<td>98.85</td>
<td>98.50</td>
<td>98.89</td>
</tr>
</tbody>
</table>

distributions of audio segments in each simulated signal, different levels of SNRs and different types of noise lead to different errors in detection as shown in Fig. 5.9. A positive error corresponds to an anticipated detection and a negative error corresponds to a delayed estimate. The bias of the onset estimate is lower than 10 ms and the standard deviation of the onset estimate also reduces when the range of SNR varies.
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Table 5.2: Recall rate with different SNRs.

<table>
<thead>
<tr>
<th>Noise Types</th>
<th>SNR</th>
<th>White</th>
<th>Car</th>
<th>Street</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0 dB</td>
<td>94.15</td>
<td>91.53</td>
<td>94.67</td>
</tr>
<tr>
<td></td>
<td>5 dB</td>
<td>96.17</td>
<td>94.92</td>
<td>95.06</td>
</tr>
<tr>
<td></td>
<td>10 dB</td>
<td>96.26</td>
<td>95.74</td>
<td>96.64</td>
</tr>
<tr>
<td></td>
<td>15 dB</td>
<td>97.84</td>
<td>97.06</td>
<td>97.59</td>
</tr>
<tr>
<td></td>
<td>20 dB</td>
<td>98.48</td>
<td>97.99</td>
<td>98.52</td>
</tr>
</tbody>
</table>

Figure 5.9: The error (difference between the real and estimated onset) of segments for 450 signals at SNR = 20, 15, 10, 5, 0 dB by investigating on three types of noise.

5.4 Conclusion

Segmentation is a prerequisite for a number of application in speech and audio processing. Performance of segmentation methods usually degrades when the signals are contaminated by noise. Therefore, the aim of this chapter is to address the issue of noisy audio segmentation. In particular, segmentation of audio signal with narrow interval gaps is considered. This type of algorithms are suitable for the detection and reconstruction of missing audio data for the streaming data.
5.4. Conclusion

In this chapter, we have intended to propose the segmentation methods which are simple and efficient for different noisy conditions. For this purpose, first we have investigated the potential of using Walsh transform in a time scaling approach. It is shown that Walsh transform based time stretched signal is highly informative to be applied in detecting the segments of noisy audio signal.

Based on an analysis-by-synthesis scheme and Walsh basis functions, a residual signal has been developed in the second method. The algorithm has been tested with noisy speech signals consisting of various size of narrow gaps and segments. The experimental results indicate that the proposed methods are robust and can be applicable in different environmental conditions. Moreover, high precision and high recall rates are achieved across the varying SNRs while the overall onset error was relatively low. From these results, it can be concluded that Walsh transform based time scaled signal and residual signal can be utilized as a useful tool in audio segmentation.

Since the proposed algorithms are simple and computationally inexpensive, it can be applied in many areas of audio processing including online systems. In this study, we have tested the efficiency of proposed methods only on the speech signals. Extension of our proposed segmentation algorithm can include the detection of signals such as electromyograph (EMG) signals and phonocardiogram (PCG) signals.
Chapter 6

Segmentation of Noisy Multicomponent Audio Signals in Time-Scale Domain

This chapter proposes two efficient segmentation methods of multi-component noisy signals using Morlet wavelet transform (Section 6.4) and a linear binary time-scale transform (Section 6.5), when the signal components are closely spaced and the time interval between adjacent signal components are unknown. The segmentation problem is formulated using the paradigm of estimating the locations and durations of noisy narrow gaps of the input noisy signals.

6.1 Introduction

Segmentation of audio components separated by narrow gaps are considered in this chapter. The segmentation problem is formulated using the paradigm of estimating the locations and durations of noisy narrow gaps of the input noisy signals. All the
signal components are clubbed together to form one set containing signal plus noise, while the noise components residing in the inactive time period between the signal components form another set containing only the noise.

Segmentation of signal components involves exploiting the time domain, spectral and spatial parameters. The key time, scale/frequency and spatial domain parameters are the time location and duration, center frequency and bandwidth, and spatial location of the waveform. In this chapter, we restrict our study to time and scale parameters. Adjacent signal components are distinguished from another signal component in terms of their time and scale domain parameters. To exploit the time characteristic, high frequency (low-scale) components are employed to separate signal component from noise while to separate adjacent signal components low frequency (high-scale) are employed.

6.2 Signal Model

A multi-component signal is formed of $L$ signal components, which may overlap both in time and in frequency. We may express the signal, $s_o(k)$, as follows:

$$s_o(k) = \sum_{i=1}^{L} \alpha_i s_{oi}(k - k_i)$$

where $k$ is the time index, $s_{oi}(k)$ is the $i$-th component signal, $\alpha_i$ is its weight and $k_i$ is its time delay. The measured signal, $y_o(k)$, is corrupted by noise, $v_o(k)$.

$$y_o(k) = s_o(k) + v_o(k)$$

It is assumed that the duration of the signal segment is much larger than that of the noisy gap. In another way, the activation intervals in the signal are much longer than the noisy silence/quiet intervals.
6.3 Assumptions

- \( y_o \) is a slowly time-varying signal so that it may be assumed to be block-wise stationary.

- The noise, \( v_o \), is assumed to be a zero-mean white Gaussian noise process and is uncorrelated with the signal components.

- The bandwidth of the overall signal, \( s_o \), (and not the individual components, \( \{s_i, i = 1, \ldots, L\} \)) is either known a priori, or may be determined from the Fourier transform of the measurement, \( y_o \). Thus we need to estimate the bandwidth of \( s_o \) and not the bandwidth of the individual components, \( \{s_i, i = 1, \ldots, L\} \).

6.4 Segmentation Using Wavelet Transform

A new segmentation method of multi-component noisy signals using wavelet transform is proposed in this section. It is shown that the Morlet wavelet transform is useful for segmenting a noisy signal, when the signal components are closely spaced. A wavelet scale sequence comprising of the highest absolute scales for each time instant is employed as test statistics for segmentation. A number of selected local maxima obtained from the wavelet scale sequence correspond to the position of the noisy gaps. Finally, windowed approximate entropy is calculated for the masked noisy signal to estimate the locations and durations of the narrow noisy gaps as well as the noisy segments.
6.4. Segmentation Using Wavelet Transform

6.4.1 Morlet Wavelet Transform

The objective is to use the features (e.g. the scale) of the wavelet transform, \( \{ \phi(k, m) \} \), so that the given noisy signal can be segmented efficiently. The choice of the wavelet transform is problem dependent, that is, it depends upon the requirement of the time-frequency/scale resolutions. If the signal components are closely spaced in time but overlap in frequency, then time resolution is important. If the signal components are closely spaced in frequency but overlap in time, then frequency resolution is important. The wavelet transform can handle a wide class of problems including those requiring high time resolution, and those requiring high frequency/scale resolution by choosing appropriate wavelet parameters.

There are many choices within the wavelet family. In our case, the Morlet wavelet transform, \([113, 114]\), is employed because of its ability to provide different window lengths for signals composed of different frequencies/scales, and the time-bandwidth product is minimal providing thereby a good time and frequency resolution. The relative bandwidth, which is the ratio of the bandwidth, \( \Delta f \), to the center-frequency of the input signal, given by, \( \Delta f / f_o \), is constant for all frequency. The time resolution becomes very good at high frequencies, while the frequency resolution becomes very good at low frequencies. Thus the Morlet wavelet is ideal for commonly occurring signals, which contain components of low frequencies with longer duration, and components of high frequencies components with short duration. The Morlet wavelets form a non-orthogonal basis function with considerable spectral overlap among the basis functions. The Morlet wavelet transform \([113, 114]\) is given by

\[
\phi(k, m) = \pi^{-1/4} e^{j2\pi f_o k/m} e^{-k^2/2m^2} \quad (6.3)
\]

The Fourier transform of the Morlet wavelet is given by

\[
\Phi(\omega, m) = \pi^{-1/4} e^{-(\omega - \omega_o/m)^2/2}, \quad \omega \geq 0 \quad (6.4)
\]
6.4.2 Windowed Approximate Entropy

A statistic called Approximate Entropy (ApEn) was introduced by Pincus [63] to measure the regularity or predictability of time series. A time series containing many repetitive patterns has a relatively small ApEn; a less predictable process has a higher ApEn. The original formulation of the ApEn by Pincus [63, 115] which has been described in Section 2.2.4 is a computationally expensive measurement which characterizes the irregularity of a finite sequence from start to end of the sequence. Therefore, a windowed version of the ApEn is considered which processes only $M$ signal values at a time for a window of length $M$.

Consider an input signal $y(n)$ of length $N$ such that $1 \leq n \leq N$,

$$y = [y(1), y(2), \ldots y(N)]^T$$

(6.5)

where $T$ denotes transpose. First, $(N - M + 1)$ number of windowed sequences of length $M$ are constructed from the input signal. Here, a windowed sequence $w_l$ of length $M$ is of the following form

$$w_l = [y(l), y(l + 1), \ldots y(l + M - 1)]$$

(6.6)

where $l = 1, 2, \ldots, N - M + 1$.

To compute the ApEn of each windowed sequence, $(M - m + 1)$ blocks of length $m$ are then constructed. A block $x$ of length $m$ is

$$x_{l,i} = [w_l(i), w_l(i + 1), \ldots w_l(i + m - 1)]$$

(6.7)

where $i = 1, 2, \ldots, M - m + 1$.

To measure the similarity between the two blocks, the difference between these two blocks is calculated. The distance measure between two blocks, $x_{l,i}$ and $x_{l,j}$, of length
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$m$ is defined as [115]

\[ d(x_{l,i}, x_{l,j}) = \max_{k = 1, 2, \cdots, m} |x_{l,i}(k) - x_{l,j}(k)| \]  

(6.8)

Two blocks, $x_{l,i}$ and $x_{l,j}$, are similar when the distance between these two blocks is less than a threshold $T$, which is defined as

\[ T(l, r) = r\sigma \]  

(6.9)

where $r < 1$ and $\sigma = \text{std}[w]$. ‘std’ refers to standard deviation.

Considering all the blocks of length $m$ within a windowed sequence, we find the number of blocks in that sequence that resemble to a block $x_{l,i}$ using the threshold $T(l, r)$.

\[ C_{l,i}(m, r) = \frac{\text{number of } j \exists d(x_{l,i}, x_{l,j}) \leq T(l, r)}{M - m + 1} \]  

(6.10)

where $j \leq M - m + 1$ and $C_{l,i}(m, r)$ is the probability that any block of $x_{l,j}$ is within the threshold $T(l, r)$ of $x_{l,i}$. Then the average of the natural logarithms of the functions $C_{l,i}(m, r)$ is calculated.

\[ \Theta_l(m, r, M) = \frac{1}{M - m + 1} \sum_{i=1}^{M-m+1} \ln C_{l,i}(m, r) \]  

(6.11)

The windowed ApEn is finally defined as

\[ \text{ApEn}(m, r, l, M) = \Theta_l(m, r, M) - \Theta_l(m + 1, r, M) \]  

(6.12)

where $m \geq 1$.

It is noted that during the software implementation of the windowed ApEn, the evaluated time instant is placed in the center of the odd length window (or one of the center for the case of an even length window) instead of at the trailing edge of the window as shown in (6.6).
6.4.3 Algorithm

The proposed algorithm is based on two stages. The first stage is the time-scale transformation while the second stage is the implication of a decision strategy for segmentation based on scale information along time. This segmentation algorithm, thereby, consists of the following steps (step 1 corresponds to stage 1, whereas steps 2 to 6 corresponds to stage 2:

1. The input noisy signal is transformed into time-scale domain from the time-domain using Morlet wavelet. Here, the Morlet’s wavelet filter bank divides input signal spectrum into $J$ number of octave scales (e.g., $J = 64$ is used in our examples).

2. Then a wavelet scale sequence containing the highest absolute scale (i.e., the scale with the highest absolute value) at each time instant is obtained from the time-scale representation of the input signal. This scale sequence will be then used as a test statistics for segmentation using the following steps.

3. A number of local maxima/minima for the wavelet scale sequence are detected due to the sharp transitions in the scale sequence. It is found that the presence of the noise gaps can be realized from the sharp variations in scale values with respect to time instants.

4. In order to reduce the false detection of the noisy narrow gaps, the local maxima/minima are selected according to the following rules:

   - Select only the local maxima and discard the local minima since it is observed that the local maxima represent mostly the locations of the noise gaps.

   - Remove the local maxima which are close to the start and end boundaries of the signal. It is found that those maxima are appeared due to the truncation effect during the processing.
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- Also discard the maxima which are close together and consider the maxima which are apart from each other. Since we assume that the noise gaps are quite narrow compared to the length of each signal segment.

5. Then the input noisy signal is masked by considering only the signal values around the selected maxima by multiplying with a binary function. The binary function is set ones for the neighbouring samples of the input noisy signal around each of the selected maxima and zeros elsewhere.

6. Finally, the windowed approximate entropy is measured for the masked noisy signal to estimate the locations and durations of the narrow noisy gaps as well as the noisy segments. In this context, a binary segmentation function is obtained from the ApEn measurements. We estimate the gap durations as half the total number of ApEn values higher than the mean ApEn value. The binary segmentation function thus shows the estimated locations and durations of the noise gaps as well as the durations of the signal segments.

6.4.4 Evaluation

The proposed scheme is evaluated on a number of simulated examples for the synthetic signals buried in noise. In the following, we present results for a synthetic signal consisting of closely spaced four different sinusoids buried in zero-mean white noise. The period of the wavelet must be chosen to be small (i.e. large scale/high frequency) compared to the narrow time-gap between the components which is of 4 samples (See Fig. 6.1(a)). In fact, the gap sizes, which are chosen to be equal in this example, can be considered to be varied. Using a larger wavelet period (i.e. small scale/low frequency) may miss the narrow gaps. We have chosen the total number of octave scales $J = 64$, where the scale, $j$, varies from 1 to $J$. For the windowed ApEn calculation, we have
used $r = 0.5$, $M = 6$ and $m = 1$ as considered in other methods (e.g. in [116]) and the window is chosen as rectangular window. Fig. 6.1 illustrates the results of segmentation for the synthetic signal. Fig. 6.1 also demonstrates how effectively segmentation is performed by exploiting both the time and scale domain properties using Morlet wavelet. The results are shown for a low SNR (e.g. 4 dB).

![Figure 6.1](image.png)

Figure 6.1: The results of our scale domain segmentation when the noise standard deviation is 1. (a) noise-free signal; (b) noisy signal; (c) highest absolute scales (for total number scales, $J=64$) vs. time; (d) local maxima/minima; (e) selected local maxima; (f) masked/extracted noisy input signal; (g) approximate entropy; (h) binary segmentation function/estimated segment intervals and noisy gaps.
6.4. Segmentation Using Wavelet Transform

Fig. 6.1(a) and (b) show the noise-free and noisy input signals. Fig. 6.1(c) shows the variations of the highest absolute scale values with respect to time. The local maxima/minima obtained from Fig. 6.1(c) are shown in Fig. 6.1(d). The selected local maxima selected according to step 4 in Section 5 are plotted in Fig. 6.1(e). Fig. 6.1(f) shows the extracted noisy sequence using a narrow rectangular window at the positions of the selected maxima. The positions of the selected maxima estimate the locations of the noisy gaps. The windowed ApEn, which are then measured for the extracted noisy sequence in Fig. 6.1(f), is plotted in Fig. 6.1(g). The duration of the noisy narrow gaps are estimated from the ApEn as shown in Fig. 6.1(h). In Fig. 6.1(h), the binary segmentation function (solid line) is showing the estimated noisy gaps as well as the signal segments. Comparing Fig. 6.1(h) with 6.1(a), it is found that the estimated location of the first noisy gap is correct while the estimated duration is 6 samples which is larger than the actual duration of 4 samples and the estimated locations for the second and third gaps are slightly shifted although their gap intervals are estimated correctly, i.e. 4 samples.

Figs. 6.2 and 6.3 demonstrate the effectiveness of the time-domain and our scale-domain segmentation method in terms of noise level or signal-to-noise ratio (SNR). According to Fig. 6.2(b) the narrow gaps at low SNR (with \( \sigma = 1 \)) can be detected using scales, i.e. by exploiting scale domain features. It is not possible to do segmentation in the time-domain properties due to the presence of spurious noise peaks in the time domain plot (see Figs. 6.2(c)–(e)). For the signal with higher SNR (with \( \sigma = 0.2 \)) (see Fig. 6.3(c)) the time domain characteristics are able to separate as shown by Figs. 6.3(d)–(e), while the scale domain characteristics, i.e. scales are constant for all components and unable to separate the signal (Fig. 6.3(b)). It is noted that the time-domain method is based on the energy of the wavelet transform outputs, while the test statistics and the threshold are estimated by the following principle component.
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analysis (PCA) method.

Figure 6.2: The results of segmentation are illustrated for low SNR (noise standard deviation=1.0) using the noisy signal in Fig. 6.2(c). Note that for segmentation in low SNR only the scale domain plot (see Fig. 6.2(b)) can be exploited, while time domain plots (see Figs. 6.2(d)-(e)) are difficult to exploit. (a) noise-free signal; (b) highest absolute scales (for total number scales, \( J = 64 \)) versus time; (c) noisy signal; (d) normalized average instantaneous energy; (e) estimated segments and noisy gaps.

Some statistical evaluations are shown for the uniform noisy gaps of 4 samples in Fig. 6.4. For each SNR value, the results of 750 realizations are shown using generated synthetic signals corrupted by additive white Gaussian noise. Fig 6.4 shows the mean errors of the segmentation results taken over the three uniform noisy gaps for the 750 simulated signals at SNR of 14 dB, 5 dB and 0 dB. The errors for both the gap location and gap duration are calculated as the differences between the real and estimated gap position as well as the real and estimated gap duration.
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Figure 6.3: The results of segmentation are illustrated for high SNR (noise standard deviation = 0.2) using the noisy signal in Fig. 6.3(c). Note that the scale domain characteristics are the same for all components as we have used high frequency/scale wavelets. The high wavelet scales are able to separate in time domain. (a) noise-free signal; (b) highest absolute scales (for total number scales, $J=64$) versus time; (c) noisy signal; (d) normalized average instantaneous energy; (e) estimated segments and noisy gaps.

Figs. 6.4(a)-(c) show the errors for the gap locations while Figs. 6.4(d)-(f) show the errors for the gap durations. The bias of the mean error for Figs. 6.4(a)-(c) are found to be 1.02, 0.96, 0.92, while the standard deviation (std) of the mean error are obtained as 0.027, 0.34, 0.35, respectively. Similarly, the bias for Figs. 6.4(d)-(f) are found to be 2.16, 2.14, 0.37, while the standard deviation (std) of the mean error are obtained as 2.63, 4.02, 5.99, respectively. According to the above statistics, it is remarkable that bias of the error is lowered as the SNR is decreased although it is found the probabilities of false detection and false rejection are increasing with the decrease of SNR. One can
then expect to achieve better performance using the scale-domain method instead of
time-domain method in the high noise condition.

![Graphs showing error (difference between the real and estimated gap positions, as well as real and estimated gap durations) for simulated noisy signals at various SNRs.](image)

Figure 6.4: Error (difference between the real and estimated gap positions) as well as real and estimated gap durations for simulated noisy signals at 14 dB (noise std=0.5), 5 dB (noise std=.75), and 0 dB (noise std=1) SNR (Figs.6.4(a) and (d): 14 dB SNR; Figs.6.4(b) and (e): 5 dB SNR; Figs.6.4(c) and (f): 0 dB SNR). (X-axis=Trail, Y-axis=Mean error (in sample))

### 6.4.5 Application with Real Speech Signals

In this section, we have shown the segmentation results for the recorded speech signals when the sampling rate is 8,000 Hz. Figs. 6.5(a) and 6.5(b) illustrate the segmentation
results for the multicomponent speech signals. The results are promising since the signals are segmented into speech segments and non-speech segments correctly.
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Figure 6.5: Segmentation results for real speech signals (The segmentation functions (scaled by 5) is plotted together with the input speech signal).

### 6.5 Segmentation Using Linear Binary Time-Scale Transform

This section proposes an efficient segmentation method of narrowly spaced noisy audio signals using a linear binary Walsh transform. It is shown that Walsh transform is appropriate for segmenting a noisy waveform. A subset of Walsh functions are chosen to cover principally the noise subspace such that the resulting linear combination of the selected basis functions captures the features that can discriminate between signal and noise. In the absence of \textit{a priori} information about the signal and noise statistics, the proposed scheme is based on the linear combination of those basis functions which must be able to identify the adjacent components. It is not necessary that the basis functions reconstruct the noise-free versions of the signal components. The only restrictions is
that the segment length should be some integer power of 2 for the most accurate segmentation.

### 6.5.1 Choice of the Transform

The objective is to choose the basis functions, \( \{ \phi(k, m) \} \), or equivalently the transform matrix, \( W_k \), so that the given waveform can be segmented efficiently. The choice of the basis functions is problem dependent, that is, it depends upon the requirement of the time, scale and time-scale resolutions. The basis functions are to be selected to give a compact and efficient representation—fewer number of terms to capture the distinguishing features of the signal and not the noise components.

The binary transform can handle the segmentation efficiently when the received signal is highly noisy and narrowly separated by choosing the appropriate binary functions. There are many choices within the binary transform family. In this sequel, Walsh transform given in [117] is employed because of its ability to detect the sharp changes from signal plus noise case to noise only case.

The shape of the binary transform, e.g. Walsh transform can match the narrow gaps more appropriately compared to the non-binary transforms. In order to do that large binary functions having good frequency resolutions can be used to separate signal components from noise.

Moreover, any scale transform attenuates the noise components. A signal component, which is transient, requires a fewer number of large binary functions, while the noise requires a very large number of tiny scale components to represent effectively. Hence by neglecting the coefficients related to tiny scale basis functions, the noise can be filtered out.
6.5.2 Basic Concept

This segmentation approach is based on extracting merely the features, which are relevant for waveform segmentation. The time instants when feature change are estimated. The Walsh transform is employed to extract features relevant for segmentation. An estimate of the noise-free waveform is expressed as a linear combination of Walsh basis functions. The weights of the basis functions are obtained by minimizing the least-squares estimation error.

The Walsh basis function is binary assuming values of -1 and 1 over sub-intervals. The number of sub-intervals increases with the order of the basis function; the first-order basis function has only one sub-interval, which is the entire data-record duration, the second-order basis function has two equal sub-intervals and $i$th order has $2^i$ sub-intervals. For segmentation the period of the highest order Walsh function should be such that duration of each of the signal components should be integer multiple of the period of the highest order Walsh functions.

The least-squares estimate of the weight takes the form of a sum of additive and subtractive combinations of averages of the noisy waveform over sub-intervals. The averaging operation attenuates zero-mean white noise corrupting the waveform. The estimate of the waveform as a weighted linear combination show a jump at the transition region between adjacent signal components. The waveform is segmented from the locations of the jump. For accurate segmentation, the duration of each of the signal components must be equal to some integer power of 2 so as to match the transition intervals of the basis functions.
6.5.3 Method

The proposed method is based on representing a binary function (staircase type) for segmentation of noisy signals when the segment intervals are determined by the constant intervals and the narrow gaps are located by jumps.

Let $y(k)$ be the estimate of the waveform $y_0(k)$ given as a linear combination of Walsh functions $\{\phi_i(k), i = 0, 1, ..., M - 1\}$

$$y(k) = \sum_{i=0}^{M-1} a_i \phi_i(k)$$  \hspace{1cm} (6.13)

Expressing in vector-matrix form, we get

$$\mathbf{y} = \mathbf{W}^T \mathbf{a}$$  \hspace{1cm} (6.14)

where superscript $T$ indicates transpose, $\mathbf{a}$ is an $(M \times 1)$ vector, $\mathbf{y}$ is $(N \times 1)$ and $\mathbf{W}$ is $(N \times M)$ matrices given by

$$\mathbf{a} = [a_0 \ a_1 \cdots a_{M-1}]^T$$  \hspace{1cm} (6.15)

$$\mathbf{y} = [y_0 \ y_1 \cdots y_{N-1}]^T$$

$$\mathbf{W} = [\ \phi_0 \ \phi_1 \cdots \ \phi_{M-1}]$$  \hspace{1cm} (6.16)

where $\phi_i$ is the $i$th basis function. The coefficient vector $\mathbf{a}$ is obtained from the least squares minimization

$$\min_{\mathbf{a}} \| y_0 - \mathbf{y} \|^2$$  \hspace{1cm} (6.17)

Substituting for $\mathbf{y}$, we get

$$\min_{\mathbf{a}} \| y_0 - \mathbf{W}^T \mathbf{a} \|^2$$  \hspace{1cm} (6.18)

The optimal least squares estimate [118] is given by

$$\mathbf{a} = (\mathbf{W} \mathbf{W}^T)^{-1} \mathbf{W} y_0$$  \hspace{1cm} (6.19)
Exploiting the binary level property of Walsh basis functions, the optimal coefficients \( \{a_i, i = 0, 1, \ldots, (M - 1)\} \) takes the following form:

\[
a_0 = \frac{1}{N} \sum_{k=0}^{N-1} y_0(k)
\]

(6.20)

\[
a_1 = \frac{1}{N} \left\{ \sum_{k=0}^{N/2-1} y_0(k) - \sum_{k=N/2}^{N-1} y_0(k) \right\}
\]

(6.21)

\[
a_2 = \frac{1}{N} \left\{ \sum_{k=0}^{N/4-1} y_0(k) - \sum_{k=N/4}^{N/2-1} y_0(k) + \sum_{k=N/2}^{3N/4-1} y_0(k) - \sum_{k=3N/4}^{N-1} y_0(k) \right\}
\]

(6.22)

\[
a_j = \sum_{i} \sum_{k \in I_{ij}} b_{ij} y_0(k)
\]

(6.23)

where \( b_{ij} \) are the coefficients of Walsh transform with \( i = 0, 1, \ldots, M - 1, j = 0, 1, \ldots, N - 1 \) and \( I_{ij} \) represents the time interval. The coefficients \( \{a_i, i = 0, 1, \ldots, (M - 1)\} \) capture the features of the waveform in a hierarchical form. The coefficient \( a_0 \) captures merely the average value of the waveform, \( a_1 \) captures the difference between the averages of the waveform over two equal time intervals, \( a_2 \) captures the features obtained from averages over four equal intervals, \( a_3 \) captures the features obtained from averages over eight equal intervals, \( a_j \) captures the features obtained from averages over \( 2^j \) equal intervals, and finally \( a_{M-1} \) captures the features obtained from averages over \( 2^{M-1} \) equal intervals. Thus the information about the waveform is captured progressively from a macroscopic detail to microscopic detail: \( a_0 \) gives the macroscopic detail while \( a_{M-1} \) gives the complete microscopic detail.

The averaging operation involved in the coefficient calculation attenuates the zero-mean uncorrelated error, \( v_0 \) corrupting the measured waveform \( y_0 \). Therefore, the choice of the number of Walsh basis functions employed in estimating the given waveforms must be large enough to capture the features of the waveform, but small enough to attenuate the noise. \( a_0 \) gives the least information, while \( a_{M-1} \) will contain detailed
information about the waveform but it is affected by the noise as the averaging interval gets progressively reduced from the basis function $\phi_0$ to $\phi_{M-1}$.

### 6.5.4 Evaluation

The proposed method is evaluated on a simulated example of a the synthetic signals buried in noise. Here we have illustrated results for a synthetic waveform consisting of four different closely spaced sinusoids (i.e., $L=4$) buried in zero-mean white noise. The signal is assumed to be unknown except that the spectral bandwidth of the entire signal, $s_0$, is assumed to dominate the noise over its dominant frequencies.

Figs. 6.6 and 6.7 demonstrate how effectively segmentation is performed by exploiting both the time and scale properties. According to Figs. 6.6(c) and 6.7(c) the narrow-gaps at low SNR can be detected using scales, i.e. by exploiting scale domain features. For signal $y_0$ of length 256 in Figs. 6.6(b) and 6.7(b), we have used the Walsh transform matrix of order 8, providing $2^8 = 256$ binary functions of length 256 ($2^8$). The first four of the lowest frequency (highest scale) Walsh functions, $\phi(k,m), k = 0, \cdots, 255; m = 0, \cdots, 3$ and the corresponding coefficients $a_0, a_1, a_2$ and $a_3$ are linearly combined and used as the detection index for segmentation defined by segmentation index, as shown in Figs. 6.6(c) and Figs. 6.7(c). Note that the segmentation examples are illustrated in Figs. 6.6 and 6.7, when the noise standard deviations are 0.5 and 1.0, respectively. From Figs. 6.6(c) and 6.7(c), it seems that the segmentation index functions are seemed robust against noise level and therefore, is able to separate both the noisy waveforms.

Figs. 6.8 and 6.9 show the results of segmentation with respect to the choice of total number of coefficients ($a_0, a_1, \cdots, a_{M-1}$) and their corresponding basis functions ($\phi_0, \phi_1, \cdots, \phi_{M-1}$). In Figs. 6.8 and 6.9, the results are shown for the signal in 6.6(a).
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Figure 6.6: The results of segmentation are shown at low SNR when noise standard deviation is 0.5. (a) noise-free signal; (b) noisy signal; (c) segmentation using time-scale domain.

with $\sigma_v=0.5$ and 1.0, respectively. According to Figs. 6.8 and 6.9, the period of the highest order basis function should be less than each of the segment intervals. Besides as we can see the interclass variation (i.e. the changes due to narrow gaps between two adjacent segments) is larger than the intra-class variation (i.e. the changes in the same segment without any narrow gaps). These might provide a method to select the total number of coefficients as well as Walsh functions to be used for segmentation providing attenuation of the noise.

An application for segmenting the voiced speech is shown as it is needed for speaker identification/verification. Fig. 6.10(a) shows a voiced signal (phoneme signal), which is taken from the TIMIT data base. The segmentation result is shown in Fig. 6.10(b), where the signal is segmented into four small segments. In Fig. 6.11(a), the noisy voiced speech is shown which is found by adding Gaussian noise to the clean signal shown in Fig. 6.10(a). The segmentation is successful in the high noisy case to be seen by Fig.
6.6 Discussion

Packet loss is an undesirable and unavoidable problem in streaming audio. Consecutive packet loss always renders a number of gaps in the streaming data. Thus, the intelligibility of the received audio is impaired with increasing loss rates. To repair these damaged audio stream, lost detection and loss-recovery methods are developed at the either side of transmission or receiving. For the streaming audio over the Internet, gap detection is the one of the most common loss-detection techniques. Therefore, gap detection for missing streaming audio data would be the one of the good applications.

Figure 6.7: The results of segmentation are shown at low SNR when noise standard deviation is 1. (a) noise-free signal; (b) noisy signal; (c) segmentation using time-scale domain.

6.11(b), which indicates that this method would be quite useful for segmentation and pitch analysis of the voice signals in noisy speaker identification/verification scheme [119]. It is noted that the same parameters are used as before.
6.7 Conclusion

Two segmentation methods for narrowly spaced noisy multicomponent signals are presented. Our methods are not based on strong a priori assumptions which make our techniques more generally applicable with respect to other methods. In our segmentation schemes both the signal components (i.e. activity intervals) and gaps (i.e. quiet intervals) are segmented from the high noisy background. The proposed schemes are evaluated on a number of synthetic signals and real signals. The preliminary results of segmentation are quite promising. Moreover, a comparison has been shown between our wavelet transform based segmentation method with the PCA based time-domain

Figure 6.8: The results on segmentation are shown for the choice of number of coefficients \((a_0, a_1, \cdots, a_{M-1})\) and the corresponding basis functions \((\phi_0, \phi_1, \cdots, \phi_{M-1})\) to be used for segmentation; (a) using only \(a_0\), (b) using \(a_0\) and \(a_1\), (c) using \(a_0\), \(a_1\) and \(a_2\), (d) using \(a_0\), \(a_1\), \(a_2\) and \(a_3\), (e) \(a_0\), \(a_1\), \(a_2\), \(a_3\) and \(a_4\) (The noise standard deviation is 0.5 and the segments are powers of 2).

for the methods presented in this chapter.
Figure 6.9: The results of segmentation are shown for the choice of number of coefficients \((a_0, a_1, \cdots, a_{M-1})\) and the corresponding basis functions \((\phi_0, \phi_1, \cdots, \phi_{M-1})\) to be used for segmentation; (a) using only \(a_0\), (b) using \(a_0\) and \(a_1\), (c) using \(a_0\), \(a_1\) and \(a_2\), (d) using \(a_0\), \(a_1\), \(a_2\) and \(a_3\), (e) \(a_0\), \(a_1\), \(a_2\), \(a_3\) and \(a_4\) (The noise standard deviation is 1 and the segments are powers of 2).

segmentation method with respect to noise level or SNR. However, further improvement of the algorithm is needed to use in some real cases where the noise could be correlated with the signal components. In addition to gap detection for lost detection of streaming audio, the proposed methods, for example, can be applied to speech signals in voice activity detection and in the detection and classification of the events of biomedical signals in clinical diagnosis.
Figure 6.10: Segmentation for a clean voiced speech; (a) clean voiced speech, (b) segmentation function describing the segments.

Figure 6.11: Segmentation for a noisy voiced speech; (a) noisy voiced speech, (b) segmentation function describing the segments.
Chapter 7

Conclusions And Recommendation

In this thesis, new methods for audio segmentation in the presence of noise were investigated. We have focused on the use of transforms to achieve robust, faster and accurate segmentation results. The major contributions of this thesis are summarized in this chapter.

7.1 Speech/Non-Speech Detection

To determine the different components of speech, namely active components and inactive components, a speech/non-speech detection technique is presented in Chapter 3. In this case, the active corresponds to speech or noisy speech segments and silence or background noise corresponds to the inactive components. The proposed method is mainly based on the reconstructed version of the original noisy signal using the binary Walsh basis functions and an analysis by synthesis scheme. In this algorithm, a method in [82] has been incorporated to select the minimum number of Walsh basis functions.

Since only a few Walsh basis functions are necessary, the computational complexity
of this method is relatively low. Furthermore, the use of Walsh transform makes the implementation of the algorithm to be simple. Unlike the previously reported VADs which have slower response time due to the processes like feature extraction, modelling of speech and non-speech and hangover scheme, the proposed method is faster in implementation with fewer parameters to be adjusted.

This method has been evaluated on speech signals in five types of noisy environments with a range of SNR varying from 0 dB to 20 dB. The results show that the proposed method is able to detect speech as well as non-speech frames with lower error rates than the standardized VADs of G.729, ETSI AMR1 and AMR2. Discriminability between speech and noise using ROC analysis has also shown its use in real time problems. Therefore, applications can be found in real time noise cancellation systems, noise reduction for speech enhancement, discontinuous transmission based on speech/non-speech detection, data compression and silence compression allowing the speech channel to be shared with other information in multimedia communication.

### 7.2 Segmentation Based on Genetic Algorithm

A segmentation scheme for speech signals in different noisy backgrounds is presented in Chapter 4. The main contribution of this thesis is to formulate the problem of segment boundary detection as an optimization problem. For that purpose, start and end points of speech segments are determined based on a genetic algorithm (GA)- a stochastic optimization algorithm. The possibility of being stuck in local optima is reduced by exploiting the ability of GA, which can utilize parallel exploration of the search space.

A new and effective evaluation function is designed using sample entropy, a regularity measure of time series, and heterogeneity measure. The optimal locations of
segment boundaries are determined through the evolution of genetic algorithm. The efficiency and simplicity of Walsh basis functions also makes the proposed algorithm to be effective in determination of segments present in the segmenting signals. The feasibility of proposed GA based segmentation technique for noisy speech segmentation has been shown by the performance measure using the speech signals in different noisy environments. It has been found that average deviation error in segment boundaries is less than 20% of the actual duration of the segment. For 96% of the segments determined by the presented method, the deviation of detected boundaries from manually determined ones is less than 30 ms.

7.3 Segmentation of Narrowly Spaced Noisy Audio Signals

The aim of this part to address the issue for the segmentation of audio signals where some signal components may have a relatively short duration while some components may have longer duration. Speech and biomedical signals can be such type of signals. The potential of time scaling approach based on Walsh transform was investigated for the detection of these narrowly spaced noisy audio segments. In this chapter, the problem is also investigated through a technique based on residual signal and convexity measure.

Different from the segmentation methods in the literature, the proposed methods do not need feature extraction. The experimental results as shown for noisy speech signals indicate that the ability of the proposed methods in various situations although the performance decrease slightly with the decrement of SNRs. Moreover, high precision rate and recall rate can be achieved while the overall onset error is found relatively
low. Since the algorithms are computationally inexpensive, it can be applied in many areas of real audio processing including online systems.

7.4 Segmentation of Noisy Multicomponent Audio Signals in Time-Scale Domain

The problem to segment of noisy audio signals based on minimal a priori information was considered. Details are describe in Chapter 6. Two efficient algorithms for segmenting audio signal in the presence of noise are presented. It is also assumed that signal components are closely spaced and time intervals between adjacent signal components are unknown.

A new segmentation method of multicomponent noisy signals using wavelet transform is proposed. Locations and durations of signal components (i.e. active intervals) and noisy narrow gaps (i.e. inactive intervals) of the input noisy signals are estimated. It has been shown that the Morlet wavelet transform is useful for segmenting a noisy signal, when the signal components are closely spaced. To estimate the locations and durations of the narrow noisy gaps as well as noisy segments, the windowed approximate entropy is calculated for the masked noisy signal. Since this method is not based on strong a priori assumptions, it makes this technique more generic. The preliminary results as obtained using a number of synthetic signals are found promising.

In the second segmentation method, the desired components are segmented from high noisy background using a linear binary Walsh transform. A subset of Walsh functions are chosen to cover principally the noise subspace so that the linear combination of the selected basis functions captures the discriminating features between signal and noise. The linear combination of the selected basis functions is able to identify the
adjacent signal components. The limitation of this method is that the segment length should be some integer power of 2 for the most accurate segmentation. The results, as shown for the synthetic signals are found quite promising. This proposed scheme can be applied on a number of real signals such as speech, music and PCG signals.

7.5 Recommendation

New segmentation techniques for audio signals in noisy conditions are presented in this thesis. Specifically, four aspects of audio segmentation are explored using the Walsh and wavelet transforms. Some of the possible extensions for the proposed works in this thesis are as follows.

One of the possible extensions for the works presented in this thesis is speech/music discrimination. In most of the speech/music discrimination techniques, a set of features are extracted to train the classifiers such as HMM or GMM from which the discriminated result to be determined. Usually, the extraction of features to characterize the signals is computationally expensive. Instead of this feature extraction, the reconstructed versions of input signal, which have been analyzed in this thesis can be investigated to analyze the dynamics of the signal. The discrimination between speech and music can then be performed by either using a HMM classifier or Independent Component Analysis (ICA) as in [120].

It would be possible to extend speech/non-speech detection algorithm presented in this thesis in video segmentation. Detection of speech and non-speech is the initial stage of video segmentation with the help of audio analysis. Further classification of non-speech frames into music, environmental sound and silence segments can also be accomplished by introducing the entropy metric (approximate entropy, windowed approximate entropy and sample entropy) which have been efficiently utilized in this
7.5. **Recommendation**

thesis.

Several proposals have addressed the problems of detection, estimation and classification of biological signals such as PCG signals, surface EMG signals and uterine EMG signals and acceleration signals for walking type analysis exploiting the wavelet transforms. Biological signals consist of short-lived, high-frequency components closely located in time as well as long duration components closely spaced in frequency [121]. Traditionally, electrocardiogram (ECG) signals consist of four main events of cardiac cycles: P wave, QRS complex, ST segment and T wave. The automatic detection of these characteristic components in ECG cardiogram is an important task in monitoring the heart abnormalities. The study of wavelet transform and genetic algorithm to segment ECG signals would be another future direction. In this case, the fitness function can be designed using entropy metric suite as the method proposed in Chapter 4.

Furthermore, segmentation and identification of first and second sounds of heart sound signals (PCG signals) is crucial to characterize the murmurs present in the cardiac cycles. It would be a good investigation to study the effects of different Walsh basis functions and wavelets to segment PCG signals. Detected segments can then be classified into different type of heart sounds using a classifier, such as neural network classifier.
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