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Summary

In this dissertation, we apply the main technical tools from the theory of Jordan algebras to explore a conic programming problem that minimizes a convex quadratic function over the intersection of a symmetric cone with an affine subspace. Our adaptation is called convex quadratic symmetric cone programming (CQSCP). This optimization problem subsumes linear programming, quadratic programming, second-order cone programming and semidefinite programming as special cases.

Under a mild assumption, we reformulate this problem as the problem of minimizing the maximum eigenvalue of an affine function. We present an inexact spectral bundle method for solving this eigenvalue minimization problem. This method is a first-order method, hence it requires much less computational cost in each iteration than second-order approaches such as interior-point methods. While sometimes providing solutions of low accuracy, such method can attack large scale problems. In each iteration of our method, we compute the largest eigenvalue inexacty, and solve a small convex quadratic symmetric cone program as a subproblem. We give a proof of the global convergence of this method using techniques from the analysis of the standard bundle method, and provide a Lipschitzian error bound under a Slater type condition for the reformulation of the problem under consideration.

Another purpose of this dissertation is to investigate a Lipschitzian error bound for the CQSCP problem. We start by considering a sequence of strictly feasible solutions within a wide neighborhood of the central trajectory for the monotone symmetric cone linear complementarity problem (SCLCP). Under assumptions of strict complementarity and Slater’s condition, we derive a necessary condition of a Lipschitzian error bound for the monotone SCLCP in general Euclidean Jordan algebras, and provide four different characterizations of such error bound in the setting of Euclidean Jordan algebras.
algebras embedded in associative algebras. Under Slater’s condition, the monotone SCLCP is at least as general as CQSCPs. As a consequence, the error bound results for the monotone SCLCP apply to CQSCP.

Finally, we describe an application of our proposed method to convex quadratic semidefinite programming problems. Numerical experiments with matrices of order up to 2000 are performed, and the computational results establish the effectiveness of this method.
Notation

Scalars

\[ \delta_{ij} \equiv \begin{cases} 1 & \text{if } i = j, \\ 0 & \text{otherwise}; \end{cases} \] 
the Kronecker delta

\[ \bar{n} \equiv \frac{n(n+1)}{2} \]

\( \mathbb{R} \) the real line

\( \mathbb{R}_{++} \) the real positive numbers

\( |\tau| \) the absolute value of a scalar \( \tau \)

\( \tau^+ \equiv \max\{0, \tau\} \); the positive part of a scalar

Sets

\[ \arg\min_S f \] 
the set of constrained minimizers of \( f \) on \( S \)

\( B(x, \gamma) \) the open ball in a Euclidean space with center \( x \) and radius \( \gamma \)

\( |S| \) the cardinality of a finite set \( S \)

\( \text{conv}(S) \) the convex hull of a set \( S \)

\( \overline{S}, \text{int}(S) \) the topological closure and interior of a set \( S \), respectively

\( \text{relint}(S) \) the relative interior of a set \( S \)

\( \tau S \) the coset \( \{\tau s \mid s \in S\} \) of a set \( S \) in a Euclidean space and a scalar \( \tau \)

Spaces

\( \mathbb{R}^m \) the \( m \)-dimensional real vector space

\( \mathbb{R}^{m \times n} \) the space of \( m \times n \) real matrices

\( \mathbb{S}^n \) the space of real symmetric matrices of order \( n \)

\( \mathbb{S}^n_+ \) the cone of positive semidefinite matrices in \( \mathbb{S}^n \)

\( \mathbb{S}^n_{++} \) the cone of positive definite matrices in \( \mathbb{S}^n \)
Matrices

\[ 0 \] matrix of all zeros of appropriate size
\[ I \] identity matrix of appropriate order
\[ A^{-1} \] the inverse of a matrix \( A \)
\[ A^T \] the transpose of a matrix \( A \)
\[ A \cdot B \] the Hadamard product of two matrices \( A \) and \( B \) in \( \mathbb{R}^{m \times n} \)
\[ A \succeq (\succ) B \] the partial ordering: \( A - B \in S_+^n(S_{++}^n) \)
\[ \|A\|_2 \equiv \sqrt{\lambda_{\text{max}}(A^TA)} \] the operator norm of \( A \in \mathbb{R}^{m \times n} \), the largest singular value of \( A \)
\[ \|A\|_F \equiv \sqrt{\text{tr}(A^TA)} \] the Frobenius norm of \( A \in \mathbb{R}^{m \times n} \)
\[ \lambda_{\text{max}}(A) \] the largest eigenvalue of a matrix \( A \in \mathbb{S}^n \)
\[ \text{tr}(A) \equiv \sum_{i=1}^{n} A_{ii} \] the trace of a matrix \( A = (A_{ij})_{n \times n} \in \mathbb{S}^n \)
\[ \text{Diag}(y) \] the diagonal matrix with diagonal elements equal to the components of the vector \( y \)

Vectors

\[ 1 \] vector of all ones of appropriate size
\[ 1_i \] vector of appropriate size with 1 in the \( i \)-th coordinate and 0’s elsewhere
\[ \langle x, y \rangle \equiv x^T y \] the standard inner product of vectors \( x \) and \( y \) in \( \mathbb{R}^m \)
\[ \|x\|_2 \equiv \sqrt{x^T x} \] the \( l_2 \)-norm of \( x \in \mathbb{R}^m \)
\[ \|x\|_M \equiv \sqrt{x^T M x} \] the norm induced by the matrix \( M \in \mathbb{S}^m_{++} \)

Algebra

\[ * : \mathbb{A} \rightarrow \mathbb{A} \] involution on an algebra \( \mathbb{A} \)
\[ 0 \] zero element in an algebra or zero mapping on an algebra; its precise meaning depends on the context
\[ \mathbb{C} \] the field of complex numbers
\[ \mathbb{A} \] power-associative or associative algebra, unless otherwise specified
\[ \mathbb{V} \] Euclidean Jordan algebra, unless otherwise specified
\[ \mathbb{K} \] the cone of squares in \( \mathbb{V} \)
\[ \lambda_{\min}(x) \] the smallest eigenvalue of an element \( x \) in a power-associative algebra
\[ \lambda_{\max}(x) \] the largest eigenvalue of an element \( x \) in a power-associative algebra
\[ \lambda_i(x) \] (for \( 1 \leq i \leq r \)) the \( i \)-th largest eigenvalue of an element \( x \) in
a power-associative algebra with rank $r$

$\lambda(x)$ ordered vector of eigenvalues of an element $x \in V$ (see Section 2.3)

$\lambda(x, U)$ ordered vector of eigenvalues of an element $x$, considered in the subalgebra $U \subseteq V$

$rk(\mathbb{A})$ the rank of an algebra $\mathbb{A}$

$rk(x)$ the rank of an element $x \in V$

$tr(x)$ the trace of an element $x$ in a power-associative algebra (see Section 2.1)

$e$ unit element in an algebra

$xy$ the associative product of two elements $x$ and $y$ in an associative algebra

$x \cdot y \equiv tr(xy^*)$; the trace inner product of two elements $x$ and $y$ in an associative algebra

$u \circ v$ the Jordan product of two elements $u$ and $v$ in a Jordan algebra

$\langle u, v \rangle \equiv tr(u \circ v)$; the trace inner product of two elements $u$ and $v$ in $V$

$\|u\|_F \equiv \sqrt{\langle u, u \rangle}$; the Frobenius norm of $u \in V$

$I : \mathbb{A} \to \mathbb{A}$ identity map on an algebra $\mathbb{A}$

$Q : V \to V$ a self-adjoint positive semidefinite (resp. definite) linear operator on $V$, namely, $\langle Q(x), y \rangle = \langle x, Q(y) \rangle$

and $\langle Q(x), x \rangle \geq 0$ (resp. $> 0$) for all $x, y \in V$

$Q$ the matrix representation of $Q$ with respect to a given canonical orthonormal basis of $V$

$tr(Q)$ the trace of $Q$, it is the sum of all eigenvalues of $Q$

$\|Q\|_2 \equiv \|Q\|_2$; the operator norm of $Q$,

$\|Q\|_F \equiv \|Q\|_F$; the Frobenius norm of $Q$

$\|x\|_M \equiv \sqrt{\langle x, M(x) \rangle}$; the norm induced by the self-adjoint positive definite linear operator $M$

$L_x$ the Lyapunov transformation for an element $x$ in a Jordan algebra

$P_x$ the quadratic representation of an element $x$ in a Jordan algebra

$P_{x,y}$ the polarized quadratic operator of two elements $x$ and $y$ in a Jordan algebra

$\{x, y, z\} \equiv P_{x+z}(y) - P_x(y) - P_z(y) = 2P_{x,z}(y)$; the triple product in a Jordan algebra
Mapping and Functions

\( \mathcal{A}^* \)  
the adjoint operator of a linear mapping \( \mathcal{A} \)

\( \text{dist}(x,S) \)  
\( \equiv \begin{cases} 
\inf_{y \in S} \| x - y \| & \text{if } S \text{ is nonempty}, \\
+\infty & \text{otherwise}, 
\end{cases} \)

where \( \| \cdot \| \) denotes an appropriate norm;
the distance from a point \( x \) to the set \( S \) in a normed linear space

\( f \circ g \)  
composition of two functions \( f \) and \( g \)

\( f^\sharp(y) \)  
the conjugate of a convex function \( f(x) \)

\( O(g(x)) \)  
the class of all functions \( f(x) \) such that \( ||f(x)|| \leq \xi g(x) \) for some constant \( \xi > 0 \)
and all \( x \in \hat{S} \), where \( f : S \to \mathbb{V}, g : S \to \mathbb{R}_{++} \), \( S \) is an arbitrary set, \( \hat{S} \subseteq S \),
and \( \| \cdot \| \) denotes an appropriate norm

\( \Theta(g(x)) \)  
the class of all functions \( F(x) \) such that \( F(x) = O(g(x)) \) and \( F(x)^{-1} = O(\frac{1}{g(x)}) \)
for all \( x \in \hat{S} \subseteq S \), where \( F : S \to \text{int}(\mathbb{K}) \) and \( S \) is an arbitrary set

Functional analysis

\( JF \)  
the Jacobian of a mapping \( F \)

\( \partial f(x) \)  
\( \equiv \{ g \in \mathbb{R}^m | f(y) \geq f(x) + \langle g, y - x \rangle \text{ for all } y \in \mathbb{R}^m \} \); 
the subdifferentiable of \( f \) at \( x \in \mathbb{R}^m \)

\( \partial_\varepsilon f(x) \)  
\( \equiv \{ g \in \mathbb{R}^m | f(y) \geq f(x) + \langle g, y - x \rangle - \epsilon \text{ for all } y \in \mathbb{R}^m \} \); 
the \( \varepsilon \)-subdifferentiable of \( f \) at \( x \in \mathbb{R}^m \)
Chapter 1

Introduction

Convex quadratic symmetric cone programming includes the important class of convex quadratic semidefinite programming (CQSDP) problems. The motivation for the work in this thesis emanates from the question of solving large scale CQSDPs with reasonable storage requirement. Since interior-point methods are inappropriate for large scale CQSDPs due to their memory requirements, one goal of this thesis is to propose an inexact spectral bundle method for a convex quadratic problem involving symmetric cones, which comprise positive orthants, second-order cones and positive semidefinite cones, among others. As an arbitrary symmetric cone can be visualized as the cone of squares in an associated Euclidean Jordan algebra, our approach enables one to study major classes of optimization problems (e.g. the standard convex quadratic programming, second-order cone programming and CQSDP) with the help of a simple and unifying Jordan-algebraic technique.

1.1 Convex quadratic symmetric cone programming

Let $\mathcal{V}$ be a finite-dimensional Euclidean Jordan algebra (see Section 2.3 for its definition) of rank $r$, endowed with the trace inner product

$$\langle u, v \rangle = tr(u \circ v)$$
for all $u, v \in V$. The convex quadratic symmetric cone program (CQSCP) is

$$\begin{align*}
\min & \quad \frac{1}{2} \langle x, Q(x) \rangle + \langle \hat{s}, x \rangle =: h(x) \\
\text{s.t.} & \quad A(x) = b \\
& \quad x \in K,
\end{align*}$$

(P)

where $K$ is the cone of squares of $V$, $Q$ is a self-adjoint positive semidefinite linear operator acting on $V$, $A$ is a linear operator from $V$ to $\mathbb{R}^m$, $\hat{s} \in V$, and the scalar product $\langle , \rangle$ is the aforementioned trace inner product. Let $A^*$ be the adjoint of $A$. The Lagrange dual is equivalent to the following problem, called the dual convex quadratic symmetric cone program.

$$\begin{align*}
\min & \quad \frac{1}{2} \langle x, Q(x) \rangle + b^T y =: g(x, y) \\
\text{s.t.} & \quad z = Q(x) + A^*(y) + \hat{s} \\
& \quad x \in V, \ y \in \mathbb{R}^m, \ z \in K.
\end{align*}$$

(D)

Under a mild assumption

$$(A1) \text{ there exists some } \bar{y} \in \mathbb{R}^m \text{ such that } e = A^*(\bar{y}),$$

in Chapter 3, we show that the Lagrange dual (D) is equivalent to the following eigenvalue minimization problem with an appropriate choice of $\alpha$.

$$\begin{align*}
\min_{x,y} & \quad \alpha \lambda_1(-\hat{s} - A^*(y) - Q(x)) + b^T y + \frac{1}{2} \langle x, Q(x) \rangle =: f(x,y),
\end{align*}$$

(Eigform)

where $\lambda_1(-z)$ is the largest eigenvalue of $-z = -\hat{s} - A^*(y) - Q(x)$. Our proposed method is aimed at solving this eigenvalue minimization problem.

Primal-dual path-following interior point algorithms have been provided in the literature for solving the CQSCP (P), see, for instance, [24, 60]. The former discusses a short-step path-following algorithm for the CQSCP (P), while the latter proposes an inexact primal-dual infeasible path-following algorithm for it. Both of them present the polynomial complexity bound in terms of the rank of the underlying Euclidean Jordan algebra. The paper [23] showed that the CQSCP (P) can be reformulated as a monotone symmetric cone linear complementarity problem (SCLCP), and vice versa. Therefore, methods for solving the monotone SCLCP can be used to solve
the CQSCP (P), see, [23, Chapter 7] and [21, 22, 51, 52]. The main event in each iteration of interior point algorithms is to solve for a search direction from a linear system of equations. Since the direct monotone SCLCP reformulation will double the dimension of the linear system, interior point algorithms may be inefficient for large scale CQSCPs.

When \( Q = 0 \), we arrive at the class of symmetric cone programming. This is considered in, for instance, [4, 18, 89, 90]. In particular, it includes linear semidefinite programming (SDP) problems if \( K \) is the cone of symmetric positive semidefinite matrices. The SDPs have been exploited to develop approximation algorithms for NP-hard combinatorial optimization problems, such as the max cut problem and the traveling salesman problem.

By restricting \( V = S^n \) and \( K = S^n_+ \) in the general formulation of CQSCP in (P) and (D), we obtain a pair of primal-dual CQSDPs. Henceforth, by abuse of notation, we still denote the primal CQSDP by CQSDP (P). Note that the CQSDP (P) is a special case of convex quadratically constrained quadratic semidefinite programs (CQCQSDPs) proposed by Sun and Zhang in [97], where the constraints are quadratic and convex.

The CQSDP (P) has many practical applications in economics and engineering. It captures several well-studied problems in the literature as special cases. An example is the nearest correlation matrix problem, where given a data matrix \( B \in S^n \) and a self-adjoint operator \( \mathcal{L} \) on \( S^n \), one wants to solve

\[
\begin{align*}
\min & \quad \frac{1}{2} \| \mathcal{L}(X - B) \|_F^2 \\
\text{s.t.} & \quad X_{ii} = 1, i = 1, \ldots, n \\
& \quad X \succeq 0
\end{align*}
\]

(1.1)

It arises in finance [36] and machine learning [34]. Another example is the Euclidean distance matrix completion problem (see, e.g., [2]). Various methods have been developed for solving the nearest correlation matrix problem. Very recent works include [27, 31] and the references therein. The former presents a second-order algorithm—an inexact smoothing Newton method—to solve it and demonstrates high
efficiency of the proposed method with numerical experiments. Incidentally, second-order techniques may be applied to bundle methods, see, e.g., [79]. Such methods have high accuracy but high computational cost. The latter uses an augmented Lagrangian dual-based approach which is quadratically convergent. For more applications of the convex quadratic semidefinite programming, we refer the readers to [100] and to the references therein.

The CQSDP (P) can be solved by several existing methods. It can be reformulated as either a standard semidefinite-quadratic-linear program (see [102]) by introducing a few additional linear constraints and variables, or a semidefinite linear complementarity problem (see [53]) via its KKT system. However, their computational costs leave a lot to be desired for large scale problems. Therefore it is indispensable to design algorithms specifically for large scale convex quadratic symmetric cone programs, which are amenable to take advantage of the specific structure of the problem. To the best of our knowledge, there is so far just a few such methods even for the special case CQSDP (P). A theoretical primal–dual potential reduction algorithm using NT directions was proposed in [78]. The authors suggested the use of the conjugate gradient method to compute an approximate search direction. The paper [100] proposed an inexact primal–dual path-following method with three classes of pre-conditioners for the augmented equation via the preconditioned symmetric quasi-minimal residual (PSQMR) iterative solver. It converges quickly under suitable nondegeneracy assumptions. In our numerical experiments, it is this algorithm that we are going to compare with. In addition, this algorithm was adopted to obtain a positive semidefinite correlation matrix in [26]. In her thesis [107], Zhao designed a semismooth Newton-CG augmented Lagrangian method for large scale convex quadratic semidefinite programs. Note that all these methods are not first-order methods.

More recently, a modified alternating direction method for the more general case of CQCQSDPs was proposed in [97]. It is a first-order method. Its main idea is to reformulate CQCQSDP as a variational inequality problem, and then apply the alternating direction method to the reformulated problem. The authors showed the global convergence and provided numerical evidence to show the effectiveness of this method. The computation time for our numerical experiments will be comparable with those in [72].
1.2 Motivation and organization of the thesis

It is known that symmetric cones are completely classified as direct sums of the following five concrete types of simple symmetric cones (see, e.g., [23, Chapter V]): (1) the second-order cone, (2) the cone of positive-definite real symmetric matrices, (3) the cone of positive-definite complex Hermitian matrices, (4) the cone of positive-definite quaternion Hermitian matrices, and (5) the exceptional 27-dimensional octonion cone. By convex quadratic symmetric cone programming, we can deal with these conic quadratic programming problems in a unified way. Convex optimization problem that minimizes a convex quadratic function over the intersection of an affine subspace with the nonnegative orthant, the second-order cone or the cone of positive semidefinite matrices, is well-studied, see, e.g., [2, 10, 81, 100]. Complex semidefinite programming (CSDP) is to minimize a linear function over a feasible set given as the intersection of an affine subspace and a cone of complex Hermitian positive semidefinite matrices. CSDP has been studied in [104, 106] to yield a good approximation ratio for a classical combinatorial optimization problem, known as the max-3-cut problem. Subsequently, the authors of [56] applied the rounding procedure used by [104] for CSDP to solve the problem of arranging elements on a circle so as to approximately preserve specified pairwise distances, which is closely related to optimization problems found in genome assembly. In addition, approximation algorithms were designed in [62] to obtain approximate ratio for the max 3-section problem via CSDP relaxation.

The code **SBmethod** is a C++ implementation of the spectral bundle method of nonsmooth optimization, which is publicly available. Based on the results of evaluating all computer codes submitted to the Seventh DIMACS Implementation Challenge on Semidefinite and Related Optimization Problems, **SBmethod** is very efficient for a special class of large scale linear SDP problems, such as max cut problems, min $k$-uncut problems from frequency assignment, min bisection problems from circuit partitioning and problems involving computing the theta function of Hamming graphs.

As mentioned in [97], first-order methods usually require much less computation
per iteration, and therefore might be suitable for relatively large problems. Meanwhile, this type of method is relatively easy to implement but at the cost of a poor convergence rate, which will be illustrated by the performance results (see Chapter 7) of our proposed Algorithm 4.4 on the nearest correlation matrix problem. The SBmethod is a first-order algorithm and hence provides a plan of attack for large scale linear SDP problems. It is this main strength of SBmethod that spurs us to extend the spectral bundle method for convex quadratic symmetric cone programming problems.

We do not review the state-of-the-art of bundle methods but are inclined to provide some elementary references here. The work [67] is an excellent primer and [11, 42] are complete treatment of the subject. Furthermore, the work [66] addresses a complete development and history of bundle methods. Owing to the fact that interior-point algorithms perform poorly with large scale problems because of their high demand for storage and being time-consuming, there has been a recent, renewed interest in bundle methods. There are very recent related works on this subject presented in, for instance, [5, 8, 46, 48, 50, 77, 92] and the references therein. We emphasize that a bundle method has been employed to solve a quite general problem—the equilibrium problem in [77], which covers a wide range of problems, such as the optimization problem, the variational inequality problem, the Nash equilibrium problem in noncooperative games, the fixed point problem, the nonlinear complementarity problem and the vector optimization problem. At the same time, they are increasingly used in many practical applications, for instance, in economics, optimal control and engineering, see, for example, [12, 21, 87, 98] and the references therein.

The spectral bundle method [36, 38] is a specialization of the proximal bundle method of Kiwiel [49] to the largest eigenvalue optimization problem, which is one of three popular types of first-order bundle methods. We refer the readers to [98] for realizing a classification of bundle methods.

In this thesis, we propose an inexact spectral bundle method to solve the large scale CQSCP (P). Our proposed method has the advantage of being simple and cheap in computational costs. At each iteration one only needs to compute a maximum eigenvalue and a small-sized subproblem, which is a convex quadratic symmetric cone program. It is “small-sized” in the sense that the rank of the underlying Euclidean
Jordan algebra is less than 8. A major difference between our method applied to CQSDP (3) and the spectral bundle method for linear semidefinite programming (15) is that the maximum eigenvalue problem is no longer sparse in the case where both the linear map $\mathcal{A}$ and the matrix $\hat{s}$ are sparse. To avoid the high cost of computing the maximum eigenvalue, we use an existing program $\text{eigifp}$ (45) to compute it inexactly in our numerical experiments. Meanwhile, the subproblems can be solved efficiently by an interior-point algorithm.

The essential structure of our proposed Algorithm 4.4 is that of Algorithm 4.1 in (38). Our proposed Algorithm 4.4 generates a sequence of trial points $\{(x_k, y_k)\}_{k=1}^\infty$, which contains a subsequence of stability centers $\{\left(\hat{x}_k, \hat{y}_k\right)\}_{k=1}^\infty$, starting from $(x_0, y_0)$ and defined by

$$
(x_{k+1}, y_{k+1}) = \arg \min_{x,y} \left\{ f_{W_k}(x,y) + \frac{\nu_k}{2} \left( \|x - \hat{x}_k\|_{M_{x,k}}^2 + \|y - \hat{y}_k\|_{M_{y,k}}^2 \right) \right\},
$$

where $f_{W_k}(x,y)$ is an approximation of $f(x,y)$ (see Section 4.2.1 for its definition), the weight $\nu_k > 0$ controls the effect of the proximity to the previous iterate, $M_{x,k} : \mathbb{V} \to \mathbb{V}$ is a given self-adjoint positive definite linear operator defining the norm $\|\cdot\|_{M_{x,k}} = \langle \cdot, M_{x,k} \cdot \rangle$, and $M_{y,k}$ is a positive definite matrix. When $(x_{k+1}, y_{k+1})$ is a good trial point in the sense that it brings significant decrease in the value of $f$, we shall say that a serious step or descent step is made. Otherwise, a null step occurs. As has been pointed out in (69), the underlying structure of bundle methods is that of the approximate proximal point method in Algorithm 4.4.1 in (69). Moreover, (88) demonstrates that bundle methods for computing zeros of general maximal monotone operators can be cast as a special case in a certain class of hybrid proximal point algorithms, and proves a linear rate of convergence for bundle methods. In brief, bundle methods in the literature combine the cutting plane method and Moreau-Yosida regularization technique, which guarantee both descent and stability properties. They are nonsmooth optimization methods. In addition, an entropy-like proximal point algorithm was designed for minimizing a convex function subject to the nonnegative orthant in (20). This algorithm is extended to solve the problem of minimizing a closed proper convex function subject to symmetric cone constraints in (17).

In this thesis, our proposed method is a triple generalization of the spectral bundle
method of [33]. Firstly, it extends to an inexact setting. It is “inexact” in the sense that it does not require to compute the exact eigenvalues. Instead, the approximated eigenvalues satisfy a sequence of prescribed tolerances. Our method can be viewed as a dual approach in the sense that we will solve the equivalent form of the dual problem under a reasonable assumption. We show that the sequence of stability centers \( \{ (\hat{x}^k, \hat{y}^k) \}_{k=1}^{\infty} \) generated by our proposed algorithm either is unbounded or converges to an exact solution for the reformulated problem, if the error in eigenvalue approximation approaches zero; otherwise it converges to an approximate solution. In addition, our proposed method produces a sequence of points as a byproduct, whose accumulation point is an exact or approximate solution for the CQSCP (10).

Secondly, we extend the domain of \( f \) to \( V \times \mathbb{R}^m \), while [33] considered the case when \( f \) is defined on \( \mathbb{R}^m \). It is the variable in a Jordan algebra that necessitates the use of \((M_{x,k}, M_{y,k})\). Theoretically, we establish that our proposed Algorithm 4.4 converges globally with the hypothesis that

\[
\| x \|_{M_{x,k+1}} \leq \| x \|_{M_{x,k}} \quad \text{and} \quad \| y \|_{M_{y,k+1}} \leq \| y \|_{M_{y,k}} \quad \text{for any} \quad x \in V, y \in \mathbb{R}^m \tag{1.3}
\]

at a descent step, while

\[
\| x \|_{M_{x,k+1}} \geq \| x \|_{M_{x,k}} \quad \text{and} \quad \| y \|_{M_{y,k+1}} \geq \| y \|_{M_{y,k}} \quad \text{for any} \quad x \in V, y \in \mathbb{R}^m \tag{1.4}
\]

at a null step, and the assumption that \( \{ M_{x,k} \} \) converges to a self-adjoint positive definite linear operator and \( \{ M_{y,k} \} \) converges to a positive definite matrix, as the number of null steps or descent steps approaches infinity. However, in terms of computational cost, we expect that a good choice should make the subproblems more tractable. For instance, \((M_{x,k}, M_{y,k}) = (I, I)\) is accepted in theory, since it possesses properties (1.3) and (1.4). However, in general, it may be difficult to solve the subproblems efficiently with this choice, regardless of how robust the strategy is for modifying \( \nu_k \). The reason is that this choice results in computing the inverse of the operator \( Q + \nu_k I \), whose computational cost may be the same as that of solving the minimum eigenvalue problem (Eigform) for large-scale problems. In Chapter 7, we provide an efficient choice of \((M_{x,k}, M_{y,k})\).

Thirdly, we provide an orthonormalization process to create a system of mutually
orthogonal primitive idempotents from a finite set of primitive idempotents, which includes a new approximate subgradient. We exploit this new system of primitive idempotents to generate the underlying subalgebra of \( \mathcal{W}^{k+1} \). Our orthonormalization process can ensure that the updated model \( \mathcal{W}^{k+1} \) possesses a desirable property to guarantee convergence of our proposed method.

The study of error bounds has attracted a lot of attention and found many important applications during recent years, see [82] and [22, Chapter 6] for excellent surveys. In particular, error bounds can not only give us help in designing solution methods for solving optimization problems, for instance, in providing an effective and reasonable termination criteria, but can also be used to analyze the convergence rate. Moreover, it can be exploited in the sensitivity analysis of the problems when their data is subject to perturbation, see, e.g. [29, 94].

Another aim of the thesis is to explore a more desirable kind of error bounds, a Lipschitzian error bound, which is an upper bound estimation of the distance from a given point in a specified set to the solution set of the problem in terms of some residual functions. More precisely, let \( E \) be a normed linear space, let \( S \) and \( T \) be two subsets of \( E \), and let \( r : S \cup T \to (0, \infty) \) be a problem-specific residual function with the property that \( r(x) = 0 \) if and only if \( x \in S \). It is well known that a Lipschitzian error bound holds for the pair \((S,T)\) if there exists a constant \( \tau > 0 \) such that

\[
\text{dist}(x,S) \leq \tau r(x) \quad \text{for all} \quad x \in T.
\]  

When \( r(x) = \varphi(x) - \min_{x \in T} \varphi(x) \) and \( S = \arg \min_{x \in T} \varphi(x) \), where \( \varphi \) is a lower semi-continuous proper convex function, the inequality (1.5) defines a notion of weak sharp minima, which has been much discussed in the literature; see [13–16]. In our context, using the same residual function, namely, \( r(x,y) = f(x,y) - \inf_{x,y} f(x,y) \) but a different set \( T = \{(x^k, y^k)\}_{k=1}^N \) with prescribed properties, we obtain a Lipschitzian error bound for the eigenvalue minimization problem (Eigform). This error bound, in turn, establishes the reasonability of the stopping rule in our proposed method.

In the thesis, we also study some necessary and sufficient conditions of a Lipschitzian error bound for the CQSCP (P) under the Slater condition (A2) the CQSCP (P) is strictly feasible.
This study is motivated from the recent work [19], where the residual function is specified as duality gaps of primal-dual solutions that lie within a certain neighborhood of the central path of a pair of primal-dual semidefinite programming problems. Under strict complementarity and Slater’s condition, the paper [19] proved that the analyticity of extended Cholesky weighted centers provides a sufficient condition for such Lipschitzian error bound, and provided two necessary and sufficient conditions for this error bound. Such Lipschitzian error bound is also discussed in [64, 93]. As we mentioned earlier, the CQSCP (P) can be reformulated as a monotone symmetric cone linear complementarity problem. This reformulation offers us a much more tractable framework for the study of error bounds. We establish our error bound results by exploring the limiting behavior of a sequence of strictly feasible solutions within a wide neighborhood of central trajectory for the monotone SCLCP reformulation.

The structure of the remaining chapters is given as follows.

- In Chapter 2, we present several definitions, examples and results from the theory of Euclidean Jordan algebras, as well as some decomposition structures in associative algebras, used in this thesis.

- In Chapter 3, we consider the conic programming model of minimizing a convex quadratic function over the intersection of a symmetric cone with an affine subspace. We discuss a relationship of this problem with a well-known eigenvalue optimization problem of minimizing the maximum eigenvalue function. In addition, we review the necessary concepts of subgradients and approximate subgradients that are key notions in nonsmooth analysis, and introduce a Ritz-type triplet to define an inexact computation of the largest eigenvalue.

- In Chapter 4, we first recall some theoretical issues related to general bundle methods. Our proposed Algorithm is a specialization of the general scheme for bundle methods. Since the description of our algorithm is quite involved, we start with conceptual comments, passing to technical details gradually. In particular, we design an orthonormalization process to update the model \( \hat{W}_k \). We provide a proof of the global convergence of this algorithm using techniques from the analysis of the general bundle method.
In Chapter 5, we study the limiting behavior of a sequence of stability centers \( \{(\hat{x}^k, \hat{y}^k)\}_{k=1}^{\infty} \) as \( k \to \infty \) in the situation when the error in eigenvalue approximation tends to a positive constant. We deduce that each accumulation point of this sequence is an approximate solution of the minimum eigenvalue problem (Eigform) with the prescribed requirements for the approximate largest eigenvalue computation and the choice of the weight \( \nu_k \). Likewise, under a Slater type condition, we explore a Lipschitzian error bound for the eigenvalue minimization problem (Eigform) to measure how good each \((x^k, y^k)\) is. We should mention that the Weyl’s inequality in general Euclidean Jordan algebras plays a crucial role in the analysis of such Lipschitzian error bound. In matrix theory, the well-known Weyl’s inequality establishes relations between the eigenvalues of two Hermitian matrices with those of their sum. This result was generalized recently to the setting of simple Euclidean Jordan algebras in [72]. We further prove Weyl’s inequality in general Euclidean Jordan algebras.

In Chapter 6, we first discuss some properties of the solution set of a monotone symmetric cone linear complementarity problem, and then consider the limiting behavior of a sequence of strictly feasible solutions within a wide neighborhood of central trajectory for the monotone SCLCP. Under assumptions of strict complementarity and Slater’s condition, we derive a necessary condition of a Lipschitzian error bound for the monotone SCLCP in general Euclidean Jordan algebras, and provide four different characterizations of such error bound in the setting of Euclidean Jordan algebras embedded in associative algebras. Thanks to the observation that the a pair of primal-dual CQSCPs is an instance of the monotone SCLCP, we obtain the same error bound results for the CQSCP (P) as a byproduct.

In Chapter 7, to validate our approach, we describe a MATLAB implementation of the inexact spectra bundle method for computing large scale CQSDPs, and analyze its performance on several data sets of test problems.

In Chapter 8, we sum up the major results of this thesis and discuss a few possible future work directions.
Chapter 2

Jordan Algebras

Jordan algebras sprung from the search for elucidating a particular aspect of physics, quantum-mechanical observables. Surprisingly, they came out to have illuminating connections with a very large spectrum of mathematics. The book [68] provides a colloquial survey of Jordan algebras.

In this chapter, we briefly present some basic concepts and the main technical tools that are of a constant use in the study of Jordan algebras. They include the characteristic polynomial, the Peirce decomposition theorems and the spectral decomposition theorems. We also need the Schur complement and associative Peirce decomposition to explore the error bound analysis. The readers can find a more detailed discussion on Jordan algebra theory, for instance, in [23] and [68].

2.1 Power-associative and associative algebras

An $n$-dimensional vector space $\mathbb{A}$ over the field $\mathbb{R}$ or $\mathbb{C}$ is called an algebra over $\mathbb{R}$ or $\mathbb{C}$ if it is equipped with a bilinear mapping $(x, y) \to xy$ (multiplication). If for any $x \in \mathbb{A}$ and any positive integers $p$ and $q$, $x^p x^q = x^{p+q}$, then $\mathbb{A}$ is said to be power associative. Here $x^p$ is defined recursively by $x^{p+1} = xx^p$, with $x^1 \equiv x$.

If for some element $e \in \mathbb{A}$, $xe = ex = x$ for every $x \in \mathbb{A}$, then $e$ is called a unit element of $\mathbb{A}$. The unit element, if it exists, is unique. An algebra $\mathbb{A}$ does not necessarily have a unit element.
Let \( A \) be a power-associative algebra with the unit element \( e \). For each \( x \in A \), let
\[
\deg(x) = \min \{ k > 0 \mid \{ e, x^1, \cdots, x^k \} \text{ are linearly dependent} \}.
\]
Then \( \deg(x) \) is called the degree of the minimal polynomial of \( x \), which is the monic polynomial \( p \) over the field \( \mathbb{R} \) or \( \mathbb{C} \) of least degree such that \( p(x) = 0 \). The rank of \( A \), \( \operatorname{rk}(A) \), is defined by
\[
\operatorname{rk}(A) = \max \{ \deg(x) \mid x \in A \}.
\]
An element \( x \) is called regular if \( \deg(x) = \operatorname{rk}(A) \).

**Proposition 2.1.** [\( \square \), Proposition II.2.1] Let \( A \) be a power associative algebra with its canonical topology as a finite-dimensional vector space over \( \mathbb{R} \) or \( \mathbb{C} \), unit element \( e \) and rank \( r \). The set of regular elements is open and dense in \( A \). There exist polynomials \( a_1, a_2, \cdots, a_r \) on \( A \) such that the minimal polynomial of every regular element \( x \) is given by
\[
p(\lambda; x) = \lambda^r - a_1(x)\lambda^{r-1} + a_2(x)\lambda^{r-2} + \cdots + (-1)^r a_r(x).
\]
The polynomials \( a_1, a_2, \cdots, a_r \) are unique and \( a_j \) is homogeneous of degree \( j \).

We define the characteristic polynomial of a regular element \( x \) to be its minimal polynomial, then we can continuously extend characteristic polynomials to all elements \( x \in A \) since the set of regular elements is dense. Hence, the characteristic polynomial \( p(\lambda; x) \) is a degree \( r \) polynomial in \( \lambda \). Its roots \( \lambda_1, \lambda_2, \cdots, \lambda_r \) are the eigenvalues of \( x \). The characteristic and minimal polynomials have the same set of roots, and the minimal polynomial has only simple roots. Thus the degree \( \deg(x) \) is the number of distinct eigenvalues of \( x \).

We call
\[
\operatorname{tr}(x) := a_1(x) = \lambda_1 + \lambda_2 + \cdots + \lambda_r
\]
and
\[
\operatorname{det}(x) := a_r(x) = \lambda_1\lambda_2\cdots\lambda_r
\]
the trace and the determinant of \( x \), respectively.

An involution, \( * \), on an algebra \( A \) is a map which satisfies the following properties:

1. \( * : A \to A \) is linear and \( (x^*)^* = x \),
(2) \((xy)^* = y^*x^*\).

(3) \(tr(xx^*) \geq 0\).

If \(x^* = x\), then \(x\) is self-adjoint. We denote \(\mathbb{V} = \{x \in A \mid x^* = x\}\), the set of self-adjoint elements of \(A\). Plainly, \(\mathbb{V}\) is a subspace of \(A\).

Let \(A\) be a power-associative algebra with unit element \(e\) and involution \(\ast\). We define the trace inner product as

\[ x \bullet y = tr(xy^*) \text{ for all } x, y \in A. \]

This inner product induces a norm given by \(\|x\|_{F/A} = \sqrt{tr(xx^*)}\).

An algebra \(A\) is associative if

\[ (xy)z = x(yz) \text{ for all } x, y, z \in A. \]

We further assume that \(A\) has the unit element \(e\). An element \(x\) is said to be invertible if there is a unique element \(x^{-1}\) such that \(xx^{-1} = x^{-1}x = e\). In an associative algebra with the unit element, it is easy to verify that for each \(x\) and invertible \(p\), both \(x^*\) and \(pxp^{-1}\) have the same characteristic polynomial as \(x\), and thus the same eigenvalues, trace, and determinant. Likewise, if \(x\) is invertible, then \(xy = x(yx)x^{-1}\), thus \(xy\) and \(yx\) have the same characteristic polynomial.

### 2.2 Jordan algebras

**Definition 2.1.** An algebra \(\mathbb{V}\) over the field \(\mathbb{R}\) or \(\mathbb{C}\) is said to be a Jordan algebra if

(i) \(xy = yx\) for all \(x, y \in \mathbb{V}\), and

(ii) \(x(x^2y) = x^2(xy)\) for all \(x, y \in \mathbb{V}\).

We also use \(x \circ y\) to denote the product \(xy\) in a Jordan algebra, and call it the Jordan product. Jordan algebras are not necessarily associative, but they are power associative, see Proposition II.1.2 in [23]. Therefore, the definitions of rank, characteristic polynomial, eigenvalues, trace, and determinant remain valid for them.

Let \(A\) be an associative algebra with unit \(e\) and involution \(\ast\). It is well known that
the algebra $A$ equipped with the product

$$x \circ y = \frac{xy + yx}{2}$$

is a Jordan algebra. This Jordan algebra is called the Jordan algebra derived from $A$.

We call a Jordan algebra special if it is isomorphic to the Jordan algebra derived from an associative algebra; otherwise it is called exceptional.

Let $(V, \circ)$ be a Jordan algebra. We assume throughout that there is a unit element $e \in V$. We say that an element $x$ is invertible if there exists a unique element $y$ such that $x \circ y = e$. The inverse of $x$ is denoted by $x^{-1}$. For each $u \in V$, we write $L_u$ for the Lyapunov transformation $L_u(v) := u \circ v$ for all $v \in V$. Two elements $u, v \in V$ are said to operator commute if $L_u L_v = L_v L_u$. The quadratic representation of $u$ is $P_u := 2L_u^2 - L_u x$. We define $P_{u,v} = L_u L_v + L_v L_u - L_{uv}$. Note that $L_u, P_u$ and $P_{u,v}$ are linear endomorphisms of $V$. For each linear endomorphism $A$ of $V$, the trace of $A$ is well defined, and denoted as $\text{tr}(A)$. We follow the definition from [68]: for $x, y, z \in V$, the triple product $\{x, y, z\}$ is given by $P_x (y) - P_y (x) - P_z (y)$. Note that $\{x, y, z\} = 2P_{x,z}(y)$.

When $V$ is the Jordan algebra derived from an associative algebra, we obtain for any $x, y, z \in V$,

$$P_x (y) = xyx$$

and

$$P_{x,z}(y) = \frac{xyz + zyx}{2}.$$ 

2.3 Euclidean Jordan algebras

A Jordan algebra $(V, \circ)$ is Euclidean if there exists a positive definite symmetric bilinear form $\langle \cdot, \cdot \rangle$ on $V$ which is associative, that is

$$\langle x \circ y, z \rangle = \langle y, x \circ z \rangle \quad \text{for all } x, y, z \in V.$$ 

This bilinear form is an inner product on $V$. Since the bilinear form $\text{tr}(u \circ v)$ is symmetric positive definite and associative by [68, Proposition II 4.3], in the rest of
this thesis we will assume that the inner product on $V$ is given by the trace inner product
\[ \langle u, v \rangle = \text{tr}(u \circ v) \]
for all $u, v \in V$. Such algebras extend many properties of symmetric matrices, for instance, having real eigenvalues, the orthogonal eigenvectors, and the notion of Schur complement.

Note that $L_u$, whence $P_u$, is self-adjoint under $\langle \cdot, \cdot \rangle$ by [23, Proposition II 4.3].

Henceforth, to ease the writing, $V$ shall denote a Euclidean Jordan algebra of finite dimension with unit $e$. Given a Euclidean Jordan algebra $V$, its cone of squares is
\[ K = \{ x^2 \mid x \in V \}. \]

For an element $v \in V$, we write $v \succeq 0$ if and only if $v \in K$. By Theorem III 2.1 in [23], the interior $\text{int}(K)$ of $K$ is a symmetric cone, i.e., $\text{int}(K)$ is a convex, homogeneous and self-adjoint cone. Thus $x \in K$ (resp., $x \in \text{int}(K)$) if and only if $\langle x, y \rangle \geq 0$ (resp., $\langle x, y \rangle > 0$) for all $y \in K$ (resp., $0 \neq y \in K$).

**Example 2.1.** Let $\mathbb{S}^n$ denote the set of all $n \times n$ real symmetric matrices with the Jordan product defined by
\[ X \circ Y := \frac{1}{2}(XY + YX). \]
In this setting, $(\mathbb{S}^n, \circ)$ is a Euclidean Jordan algebra, and the cone of squares $\mathbb{S}^n_+$ is the set of all positive semidefinite matrices in $\mathbb{S}^n$. $\square$

**Example 2.2.** Let $\mathbb{L}^n$ be the $n$-dimensional real vector space whose elements $x$ are indexed from zero, i.e.
\[ x = \begin{bmatrix} x_0 \\ \bar{x} \end{bmatrix}. \]
The Jordan product is given by
\[ x \circ y = \begin{bmatrix} x_0 \\ \bar{x} \end{bmatrix} \circ \begin{bmatrix} y_0 \\ \bar{y} \end{bmatrix} := \begin{bmatrix} x^T y \\ x_0 \bar{y} + y_0 \bar{x} \end{bmatrix}. \]
The algebra \((\mathbb{L}^n, \circ)\) is a Euclidean Jordan algebra, a.k.a. the Jordan spin algebra. By the definition of the Jordan product, we have

\[
x^2 = \left[ \frac{x_0^2 + \|\bar{x}\|_2^2}{2x_0\bar{x}} \right].
\]

Obviously, \(x_0^2 + \|\bar{x}\|_2^2 \geq 2x_0\|\bar{x}\|\). Therefore, in this algebra, the cone of squares \(\mathbb{L}^n_+\), called the Lorentz cone (or the second-order cone), is

\[
\mathbb{L}^n_+ = \{ x \in \mathbb{R}^n \mid \|\bar{x}\|_2 \leq x_0 \}.
\]

We are now ready to list some fundamental properties of the operator \(P_u\).

**Proposition 2.2.** For elements \(u, v, u_1, \ldots, u_k \in \mathbb{V}\), and an integer \(k\), it holds

(i) \(P_u(e) = u^2\);

(ii) \(P_{P_u(v)} = P_uP_vP_u\);

(iii) \(P_{u^k} = (P_u)^k\);

(iv) if \(u \in \text{int}(\mathbb{K})\), then \(P_u(v) \in \text{int}(\mathbb{K})\);

(v) \(P_{a_1+\cdots+a_k} = \sum_{i=1}^k P_{a_i} + 2\sum_{1\leq i<j\leq k} P_{a_i\circ a_j}\); and

(vi) the element \(u\) is invertible if and only if \(P_u\) is invertible, and \(P_u^{-1} = P_{u^{-1}}\).

**Proof.** For (i), it is straightforward. For (ii), see [23], the proof of (iii) in Proposition II.3.3. For (iii), see [23], the proof of 5 in Lemma 8. For (iv), see [23], Proposition III.2.2 for a proof. For (v), the proof of the formula is a straightforward inductive proof. For (vi), see [23], the proof of Proposition II.3.1. \(\square\)

**Definition 2.2.** An idempotent of \(\mathbb{V}\) is a nonzero element \(c \in \mathbb{V}\) satisfying \(c^2 = c\), it is a primitive idempotent if it cannot be written as a sum of two idempotents. Two idempotents \(c\) and \(d\) are said to be orthogonal if \(c \circ d = 0\). Any idempotent is a sum of orthogonal primitive idempotents.

We now review the Peirce decomposition with respect to an idempotent in a Euclidean Jordan algebra \(\mathbb{V}\). Given an idempotent \(c \in \mathbb{V}\), by virtue of Proposition III.1.3
of $[23]$, the only possible eigenvalues of $L_c$ are $1, \frac{1}{2}, 0$, therefore $V$ is the direct sum of the corresponding subspaces $V(c, 1)$, $V(c, \frac{1}{2})$ and $V(c, 0)$, where

$$V(c, i) = \{ x \in V \mid L_c(x) = ix \}, \quad i \in \{1, \frac{1}{2}, 0\}.$$  

This decomposition is called the Peirce decomposition of $V$ with respect to the idempotent $c$. For any $x \in V$, we write

$$x = x_1 + x_{\frac{1}{2}} + x_0$$

its Peirce decomposition with respect to $c$. We summarize some properties of the above three subspaces.

In what follows, for $A, B, C \subseteq V$, the notation $A \circ B$ means the set $\{ x \circ y \mid x \in A, y \in B \}$, and $\{A, B, C\}$ means the set $\{\{x, y, z\} \mid x \in A, y \in B, z \in C\}$.

The Peirce spaces $V(c, i)$ satisfy certain Peirce multiplication rules, which are stated in the following theorem.

**Theorem 2.1.** Let $c$ be an idempotent in a Euclidean Jordan algebra $V$, we have the following rules for products of Peirce spaces $V(c, i)$. We use the convention that $V(c, l) = \{0\}$ if $l \notin \{0, \frac{1}{2}, 1\}$.

(i) $V(c, 1)$ and $V(c, 0)$ are subalgebras of $V$ and $V(c, 1) \circ V(c, 0) = \{0\}$.

(ii) $V(c, \frac{1}{2}) \circ (V(c, 1) \oplus V(c, 0)) \subseteq V(c, \frac{1}{2})$.

(iii) $V(c, \frac{1}{2}) \circ V(c, \frac{1}{2}) \subseteq V(c, 1) \oplus V(c, 0)$.

(iv) $\{P_u(v) \mid u \in V(c, i), v \in V(c, j)\} \subseteq V(c, 2i - j)$ for $i, j \in \{0, \frac{1}{2}, 1\}$.

(v) $\{V(c, i), V(c, j), V(c, k)\} \subseteq V(c, i - j + k)$ for $i, j, k \in \{0, \frac{1}{2}, 1\}$.

**Proof.** For (i), (ii) and (iii), see the proof of Proposition IV 1.1 in [23]. The proof of (iv) can be found in both [23], Peirce Multiplication Theorem 8.2.1] and [31, Proposition 1]. For (v), see the proof in [23, Peirce Multiplication Theorem 8.2.1].

Let $c$ be an idempotent in $V$, we see that both $V(c, 1)$ and $V(c, 0)$ are Euclidean Jordan algebras by (i) of Theorem [23]. We denote the cones of squares of $V(c, 1)$ and $V(c, 0)$ by $K_1$ and $K_0$, respectively.
For a square matrix given in the block form

\[
A = \begin{bmatrix}
A_1 & A_2 \\
A_3 & A_4
\end{bmatrix},
\]

where \(A_1\) is square, if \(A_1\) is invertible, the Schur complement of \(A_1\) in \(A\) is defined by

\[
A/A_1 = A_4 - A_3A_1^{-1}A_2.
\]

The paper [31] studied the concept of Schur complement in the setting of Euclidean Jordan algebras. The properties of Schur complement will serve as one of our basic ingredients of error bound analysis for convex quadratic symmetric cone programming. We follow the notation and state some elementary results of [31].

**Definition 2.3.** Let \(c\) be an idempotent in \(V\), for \(x \in V\), we write \(x = x_1 + x_2 + x_0\) its Peirce decomposition with respect to \(c\). When \(x_1\) is invertible in \(V(c, 1)\) with inverse \(x_1^{-1}\), the Schur complement of \(x_1\) in \(x\) is defined by

\[
x/x_1 := x_0 - P_{x_2}(x_1^{-1}).
\]

Likewise, if \(x_0\) is invertible in \(V(c, 0)\) with inverse \(x_0^{-1}\), the Schur complement of \(x_0\) in \(x\) is defined by

\[
x/x_0 := x_1 - P_{x_2}(x_0^{-1}).
\]

**Proposition 2.3.** Let \(c\) be an idempotent in \(V\), for \(x \in V\), we write \(x = x_1 + x_2 + x_0\) its Peirce decomposition with respect to \(c\). The following hold.

(i) If \(x_1 \in \text{int}(K_1)\), then \(x \in \text{int}(\mathbb{K})(\text{resp., } x \in \mathbb{K})\) if and only if \(x/x_1 \in \text{int}(K_0)\) (resp., \(x/x_1 \in K_0\)).

(ii) If \(x_0 \in \text{int}(K_0)\), then \(x \in \text{int}(\mathbb{K})(\text{resp., } x \in \mathbb{K})\) if and only if \(x/x_0 \in \text{int}(K_1)\) (resp., \(x/x_0 \in K_1\)).

**Proof.** See the proofs of [31, Proposition 1] and [31, Corollary 5].

**Definition 2.4.** A complete system of \(V\) is a set of orthogonal idempotents \(\{c_1, \cdots, c_k\}\) of \(V\) such that

\[
c_i \circ c_j = 0 \quad \text{if} \quad i \neq j, \quad \text{and} \quad c_1 + \cdots + c_k = e.
\]
A Jordan frame is a complete system of primitive idempotents.

The number of elements in any Jordan frame is an invariant, which equals to the rank of $\mathbb{V}$ (see [23, p.45]). Note that $\langle c_i, c_j \rangle = \langle c_i \circ c_j, e \rangle = 0$ whenever $i \neq j$.

Henceforth, $r$ shall denote the rank of $\mathbb{V}$.

We recall the following arguments concerning the operator commutativity.

Proposition 2.4. [23, Lemma X.2.2] For $x, y \in \mathbb{V}$, they operator commute if and only if there exists a Jordan frame $\{c_1, \cdots, c_r\}$, such that $x = \sum_{i=1}^r \zeta_i c_i$ and $y = \sum_{i=1}^r \eta_i c_i$ with real numbers $\zeta_i, \eta_i$.

Proposition 2.5. [32, Proposition 6] For $x, y \in \mathbb{V}$, the following conditions are equivalent:

(i) $x, y \in \mathbb{K}$ and $\langle x, y \rangle = 0$.

(ii) $x, y \in \mathbb{K}$ and $x \circ y = 0$.

In each case, elements $x$ and $y$ operator commute.

Theorem 2.2. (Spectral decomposition of Type I (Theorem III.1.1, [23])) For each $x \in \mathbb{V}$, there exist a unique complete system $\{c_1, \cdots, c_k\}$ and unique real numbers $\lambda_1 > \cdots > \lambda_k$ such that

$$x = \sum_{i=1}^k \lambda_i c_i.$$ 

Theorem 2.3. (Spectral decomposition of Type II (Theorem III.1.2, [23])) For each $x \in \mathbb{V}$, there exist a Jordan frame $\{c_1, \cdots, c_r\}$ and real numbers $\lambda_1(x) \geq \cdots \geq \lambda_r(x)$ such that

$$x = \sum_{i=1}^r \lambda_i(x) c_i.$$ 

The numbers $\lambda_i(x)$ (with their multiplicities) are uniquely determined by $x$ and they are the eigenvalues of $x$.

Henceforth, all spectral decompositions are of type II, unless otherwise stated.

By convention, for $x \in \mathbb{V}$, the coefficients $\lambda_1(x), \cdots, \lambda_r(x)$ in Theorem [23] are always arranged in decreasing order. In this sense, we define the eigenvalue map $\lambda : \mathbb{V} \to \mathbb{R}^r$ by

$$\lambda(x) = (\lambda_1(x), \cdots, \lambda_r(x))^T.$$
If $x$ is invertible, the inverse is

$$x^{-1} = \lambda_1^{-1}(x)c_1 + \cdots + \lambda_r^{-1}(x)c_r.$$

In light of [23], each function $\lambda_i(x)$ is a Lipschitz continuous function. Note that $x \in \mathbb{K}$ (resp., $x \in \text{int}(\mathbb{K})$) if and only if $\lambda_i(x) \geq 0$ (resp., $\lambda_i(x) > 0$) for any $i = 1, \cdots, r$, see Theorems III.2.1 and III.3.1 of [23]. In this case, we define the square root of $x$ as

$$x^{\frac{1}{2}} = \lambda_1^{\frac{1}{2}}(x)c_1 + \cdots + \lambda_r^{\frac{1}{2}}(x)c_r.$$

We adopt the notation provided in [31] and write $rk(x)$ for the rank of $x$, which is the number of nonzero eigenvalues of $x$. Then $rk(x) \leq rk(V)$ with equality holding if $x$ is invertible. We denote by $\|x\|_{F/V} := \sqrt{\sum_{i=1}^r \lambda_i^2(x)}$ the Frobenius norm induced by the trace inner product.

**Corollary 2.1.** For an element $c \in V$, the following statements are equivalent:

(i) $c$ is a primitive idempotent,

(ii) $c$ is an idempotent and $\text{dim}(V(c,1)) = 1$,

(iii) $\lambda(c) = (1,0,\cdots,0)^T$.

Consequently, primitive idempotents have unit norm.

**Proof.** For the equivalence of (i) and (ii), see paragraph immediately after [23, Proposition IV. 1.2]. By Theorem 2.3, we see that (iii) implies (i). The second paragraph after [3, Theorem 5] states that (i) implies (iii). Thus, by the definition of trace, we have $\|c\|_F = \sqrt{\text{tr}(c \circ c)} = \sqrt{\text{tr}(c)} = \sqrt{\lambda_1(c) + \cdots + \lambda_r(c)} = 1$. 

**Remark 2.1.** Let $A$ be an associative algebra, if its Jordan subalgebra $V$ of self-adjoint elements is Euclidean, then for any $x, y \in V$, $x \bullet y = \langle x, y \rangle$. Moreover $\|x\|_{F/A} = \|x\|_{F/V}$. We will drop subscripts with respect to algebras when the underlying algebra is clear from the context.

The following proposition is a generalization of a trace inequality of John von Neumann in the framework of Euclidean Jordan algebras.

**Proposition 2.6.** Let $u, v \in V$. We have $\text{tr}(u \circ v) \leq \sum_{i=1}^r \lambda_i(u)\lambda_i(v) \leq \|u\|_F\|v\|_F$. 
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Proof. For the first inequality, see [3], Theorem 23. The second inequality is straightforward.

The next result tells us the sub-multiplicity of the Frobenius norm in associative algebras whose Jordan subalgebras of self-adjoint elements are Euclidean.

**Lemma 2.1.** Let \( A \) be an associative algebra with an involution \( * \) whose Jordan subalgebra \( V \) of self-adjoint elements is Euclidean. If \( x, y \in A \), then

\[
||xy||_F \leq ||x||_F ||y||_F.
\]

Proof. Using Lemma 3 of [89], we have \( xx^*, yy^* \in \mathbb{K} \). Let \( yy^* = \sum_{i=1}^r \lambda_i c_i \) be a spectral decomposition of \( yy^* \), then

\[
||xy||_F^2 = \text{tr}(xyy^*x^*) = \sum_{i=1}^r \lambda_i \text{tr}(xc_i x^*) = \sum_{i=1}^r \lambda_i \text{tr}((xc_i)(xc_i)^*)
\]

\[
\leq \lambda_1 \sum_{i=1}^r \text{tr}(xc_i x^*) = \lambda_1 \text{tr}(xx^*) \leq ||x||_F^2 ||y||_F^2,
\]

where the last inequality follows from the fact that \( ||y||_F^2 = \sum_{i=1}^r \lambda_i \).

In this exposition, we also need to discuss the spectrum of elements \( x \) that lie in a Euclidean Jordan subalgebra \( U \) of \( V \). Note that the eigenvalue map of \( x \) depends on the algebra in which \( x \) is considered, we write this dependence explicitly as \( \lambda(x, U) \) for its eigenvalue map in \( U \). Likewise, we denote by \( \lambda_i(x, U) \) the \( i \)th eigenvalue of \( x \) in the subalgebra \( U \), \( 1 \leq i \leq rk(U) \).

**Lemma 2.2.** [90, Lemma 13] Let \( x \in V \), then we obtain the smallest and the largest eigenvalue as

\[
\lambda_{\min}(x) = \min_{0 \neq u \in V} \frac{\langle u, x \circ u \rangle}{\langle u, u \rangle}, \quad \lambda_{\max}(x) = \max_{0 \neq u \in V} \frac{\langle u, x \circ u \rangle}{\langle u, u \rangle}.
\]

**Proposition 2.7.** Let \( c \) be an idempotent of \( V \). The following statements hold:

(i) If \( u \in V(c, \frac{1}{2}) \), then \( \text{tr}(u) = 0 \).

(ii) If \( \tilde{c} \) is a primitive idempotent in \( V(c, 1) \), then \( \tilde{c} \) is a primitive idempotent of \( V \).
(iii) For $x \in \text{int}(\mathbb{K})$, we write $x = x_1 + x_\frac{1}{2} + x_0$ its Peirce decomposition with respect to $c$, then $x_1$ and $x_0$ have their inverses in $\text{int}(\mathbb{K}_1)$ and $\text{int}(\mathbb{K}_0)$, respectively.

(iv) Let $\tilde{r}$ be the rank of $V(c, 1)$ and $u \in V(c, 1)$, then

$$\{\lambda_1(u), \ldots, \lambda_r(u)\} = \{\lambda_1(u, V(c, 1)), \ldots, \lambda_r(u, V(c, 1)), 0, \ldots, 0\}$$

with $r - \tilde{r}$ zeros. If, in addition, $u \in \mathbb{K}$, then $\lambda_i(u) = \lambda_i(u, V(c, 1))$, $i = 1, \ldots, \tilde{r}$, and $\lambda_i(u) = 0$, $i = \tilde{r} + 1, \ldots, r$.

Proof. Regarding (i): Since any idempotent is a sum of two orthogonal idempotents, there exists some idempotent $d$ orthogonal to $c$ such that $e = c + d$. Plainly, $u = 2c \circ u$, it yields $\langle u, d \rangle = 0$ and $tr(u) = \langle u, e \rangle = \langle u, c \rangle = 2 \langle c \circ u, e \rangle = 2 \langle u, c \rangle$, whence $tr(u) = 0$. For (ii), see the statement immediately after Proposition 2 of [2].

(iii) Since $V(c, 1)$ is a Euclidean Jordan algebra, by Lemma [22], we have

$$\lambda_{\min}(x_1, V(c, 1)) = \min_{u \in V(c, 1)} \frac{\langle u, x_1 \circ u \rangle}{\langle u, u \rangle}$$

$$= \min_{u \in V, u_{1,0,0} = 0} \frac{\langle u, x \circ u \rangle}{\langle u, u \rangle} \geq \min_{u \in V} \frac{\langle u, x \circ u \rangle}{\langle u, u \rangle}$$

$$= \lambda_{\min}(x) > 0,$$

where the last inequality follows from $x \in \text{int}(\mathbb{K})$. Similarly, we get $\lambda_{\min}(x_0, V(c, 0)) > 0$.

Now to prove (iv). We use the trick mentioned in the statement after the proof of Corollary 34 in [3]. Suppose that $u = \sum_{i=1}^{\tilde{r}} \lambda_i(u) c_i$ is a spectral decomposition of $u$ in $V$, and $u = \sum_{i=1}^{\tilde{r}} \lambda_i(u, V(c, 1)) \tilde{c}_i$ is a spectral decomposition of $u$ in the subalgebra $V(c, 1)$. By (ii), $\tilde{c}_1, \ldots, \tilde{c}_r$ are mutually orthogonal primitive idempotents in $V$. It is possible to complete the system $\{\tilde{c}_1, \ldots, \tilde{c}_r\}$ to a complete system $\{\tilde{c}_1, \ldots, \tilde{c}_r, \tilde{c}_{r+1}, \ldots, \tilde{c}_r\}$ in $V$. Note that we can arrange all the elements in $\{\lambda_1(u, V(c, 1)), \ldots, \lambda_r(u, V(c, 1)), 0, \ldots, 0\}$ in decreasing order, denoted by $\eta_1 \geq \cdots \geq \eta_r$, and rearrange $\{\tilde{c}_1, \ldots, \tilde{c}_r, \tilde{c}_{r+1}, \ldots, \tilde{c}_r\}$ in $\{\tilde{c}_1', \ldots, \tilde{c}_r'\}$ such that

$$u = \sum_{i=1}^{\tilde{r}} \lambda_i(u, V(c, 1)) \tilde{c}_i = \sum_{i=1}^{r} \eta_i \tilde{c}_i'.$$
By virtue of Theorem 2.3, we have \( \eta_i = \lambda_i(u), \ i = 1, \ldots, r \) and \( \sum_{j|\eta_j=\lambda_j(u)} c_j' = \sum_{j|\eta_j=\lambda_j(u)} c_j \). If \( u \in \mathbb{K} \), then \( \eta_i = \lambda_i(u, V(c, 1)), \ i = 1, \ldots, r \). The proof is complete. \( \square \)

We now turn to the topic of the Peirce decomposition with respect to a Jordan frame.

Given a Jordan frame \( \{c_1, \ldots, c_r\} \) in a Euclidean Jordan algebra \( V \), for \( i, j \in \{1, \ldots, r\} \), we consider the following subspaces of \( V \)

\[
V_{ii} = V(c_i, 1) = \{x \in V \mid x \circ c_i = x\} = \mathbb{R} c_i,
\]

\[
V_{ij} = V(c_i, 1/2) \cap V(c_j, 1/2) = \left\{ x \in V \mid x \circ c_i = \frac{1}{2} x = x \circ c_j \right\}, \ i \neq j.
\]

We have the following Peirce decomposition theorem with respect to a Jordan frame.

**Theorem 2.4.** (Peirce Decomposition (Theorem IV.2.1, [23])) Given a Jordan frame \( \{c_1, \ldots, c_r\} \), the space \( V \) decomposes in the following orthogonal direct sum:

\[
V = \bigoplus_{1 \leq i \leq j \leq r} V_{ij}.
\]

Furthermore,

\[
V_{ij} \circ V_{ij} \subseteq V_{ii} + V_{jj},
\]

\[
V_{ij} \circ V_{jk} \subseteq V_{ik}, \ \text{if} \ i \neq k,
\]

\[
V_{ij} \circ V_{kl} = \{0\}, \ \text{if} \ \{i, j\} \cap \{k, l\} = \emptyset.
\]

Therefore we can write any element \( x \in V \) as

\[
x = \sum_{i=1}^{r} x_i c_i + \sum_{1 \leq i < j \leq r} x_{ij},
\]

with \( x_i c_i = P_{c_i}(x) \) and \( x_{ij} = 4L_{c_i}(L_{c_j}(x)) \). This expression is called the Peirce decomposition of \( x \) with respect to the Jordan frame \( \{c_1, \ldots, c_r\} \).

We note that in the above theorem, \( x_i = \langle x, c_i \rangle, \ i = 1, \ldots, r \). Moreover, by (i) of Proposition 2.7, it holds \( tr(x) = \sum_{i=1}^{r} x_i \).
In the following we fix a Jordan frame \( \{c_1, \cdots, c_r\} \). Let \( P_{ij} \) be the orthogonal projection operator onto the subspace \( \mathcal{V}_{ij} \). Then, by Theorem 2.4, we obtain

\[
P_{ii} = P_{c_i}, \quad \text{and} \quad P_{ij} = 4L_{c_i}L_{c_j} = 4L_{c_j}L_{c_i} = P_{ji}, \quad i, j = 1, \cdots, r.
\]

The orthogonal projection operators \( \{P_{ij} \mid i, j = 1, \cdots, r\} \) satisfy

\[
P_{ij}P_{kl} = \delta_{ik}\delta_{jl} P_{ij}, \quad \sum_{1 \leq i \leq j \leq r} P_{ij} = I. \quad (2.1)
\]

For details, see [68, Peirce Decomposition Theorem 13.14].

In what follows, let \( x \in \mathbb{K} \) and \( x = \sum_{i=1}^{r} \lambda_i(x)c_i \) be a spectral decomposition of \( x \), we set

\[
B := \{i \mid \lambda_i(x) > 0\}, \quad N := \{i \mid \lambda_i(x) = 0\},
\]

then \( B \cup N = \{1, \cdots, r\} \). We define three projection operators as

\[
P_{BB} = \sum_{i \leq j, i, j \in B} P_{ij}, \quad P_{BN} = \sum_{i \in B, j \in N} P_{ij}, \quad P_{NN} = \sum_{i \leq j, i, j \in N} P_{ij}.
\]

In light of (2.1), the above three projection operators are orthogonal. Also, we specify the following three subspaces as

\[
\mathcal{V}_{BB} = \sum_{i \leq j, i, j \in B} \mathcal{V}_{ij}, \quad \mathcal{V}_{BN} = \sum_{i \in B, j \in N} \mathcal{V}_{ij}, \quad \mathcal{V}_{NN} = \sum_{i \leq j, i, j \in N} \mathcal{V}_{ij}. \quad (2.2)
\]

Since \( \mathcal{V}_{ij} = P_{ij} \mathcal{V} \), we obtain

\[
\mathcal{V}_{BB} = P_{BB}\mathcal{V}, \quad \mathcal{V}_{BN} = P_{BN}\mathcal{V}, \quad \mathcal{V}_{NN} = P_{NN}\mathcal{V}.
\]

By virtue of Theorem 2.3 and Proposition 2.1 in [55], we have the following proposition.

**Proposition 2.8.** Let \( \mathcal{V} \) be a Euclidean Jordan algebra with rank \( r \), then \( \mathcal{V} \) is the orthogonal direct sum of three subspaces

\[
\mathcal{V} = \mathcal{V}_{BB} \oplus \mathcal{V}_{BN} \oplus \mathcal{V}_{NN}, \quad (2.3)
\]
and for each \( x \in V \),
\[
x = x_{BB} + x_{BN} + x_{NN}
\] (2.4)

where \( x_{BB} \in V_{BB}, x_{BN} \in V_{BN}, x_{NN} \in V_{NN} \), and \( V_{BB}, V_{BN}, V_{NN} \) are specified by \( (2.2) \).

For \( 1 \leq k \leq r \), we denote by
\[
e_k = c_1 + \cdots + c_k,
\]
\[
V^{(k)} = V(e_k, 1) = \{ x \in V \mid x \circ e_k = x \}.
\]

We recall some properties of this space in the following proposition, whose proof can be found in \( [33, \text{Proposition 4.1}] \).

**Proposition 2.9.** The following statements hold:

(i) \( V^{(k)} \) is a subalgebra of \( V \) with rank \( k \), its unit element is \( e_k \).

(ii) \( V^{(k)} = V_{11} + \cdots + V_{kk} + \sum_{1 \leq i < j \leq k} V_{ij} \).

(iii) The closure of the symmetric cone of \( V^{(k)} \) is equal to \( V^{(k)} \cap K =: \mathbb{K}^{(k)} \) and is a face of \( \mathbb{K} \).

(iv) Let \( P^{(k)} \) denote the orthogonal projection from \( V \) onto \( V^{(k)} \), then \( P^{(k)} = P_{e_k} \).

For any finite set of mutually orthogonal primitive idempotents \( \{a_1, \cdots, a_k\} \), \( 1 \leq k \leq r \), it is possible to complete this set to a Jordan frame. The above proposition yields that \( \{ x \in V \mid x \circ (a_1 + \cdots + a_k) = x \} \), which by abuse of notation we still denote it by \( V^{(k)} \), is a subalgebra of \( V \) with rank \( k \), its unit element is \( a_1 + \cdots + a_k \), and the closure of its symmetric cone is \( K \cap V^{(k)} \).

**Proposition 2.10.** Let \( V \) be a Euclidean Jordan algebra with rank \( r \), \( V_{BB}, V_{BN}, V_{NN} \) be specified by \( (2.2) \), \( |B| = k \) and \( e_k = c_1 + \cdots + c_k \). Then \( V_{BB} = V(e_k, 1) \) and \( V_{NN} = V(e_k, 0) \) are Euclidean Jordan algebras with rank \( k \) and \( r - k \) and the closure of symmetric cones \( \mathbb{K}^{(k)} \) and \( \mathbb{K}^{(r-k)} \), respectively. Moreover, \( V_{BN} = V(e_k, 1/2) \).

**Proof.** It is straightforward from Propositions \( 2.8 \) and \( 2.9 \). \( \square \)

A Jordan algebra is said to be **simple** if it does not contain any nontrivial ideal. Given a Euclidean Jordan algebra \( V \), we can write it as a direct sum of simple ideals
(see [23, Proposition III.4.4]): \( \mathbb{V} = \mathbb{V}_1 \oplus \cdots \oplus \mathbb{V}_κ \), each \( \mathbb{V}_i \) is a Euclidean Jordan algebra. Thus any primitive idempotent in \( \mathbb{V} \) is of the form \((0, \ldots, 0, e^{(i)}, 0, \ldots, 0)\) for some primitive idempotent \( e^{(i)} \in \mathbb{V}_i \).

**Example 2.3.** Consider \( \mathbb{R}^n(n > 1) \), where any element \( x \) is written as \( x = (x_1, \ldots, x_n)^T \). The inner product \( \langle \cdot, \cdot \rangle \) is the usual dot product. The Jordan product is given by

\[
x \circ y = (x_1, \ldots, x_n)^T \circ (y_1, \ldots, y_n)^T := (x_1y_1, \ldots, x_ny_n)^T.
\]

It is easily verified that \((\mathbb{R}^n, \circ)\) is a Euclidean Jordan algebra. In this setting, all the non-trivial idempotents are \( 1_i, i = 1, \ldots, n \). We see that \( \mathbb{V}(1_i, \frac{1}{2}) = \{0\}, i = 1, \ldots, n \), whence it is not simple by Proposition IV 1.2 in [23].

We close this section with the classification theorem of Euclidean Jordan algebras.

**Theorem 2.5.** Let \( \mathbb{V} \) be a simple Euclidean Jordan algebra with rank \( r \geq 2 \), then \( \mathbb{V} \) is isomorphic to one of the following algebras:

1. the algebra \( \mathbb{L}^n \) (Example 2.2),
2. the algebra \( \mathbb{S}^n \) of all \( n \times n \) real symmetric matrices (Example 2.1),
3. the algebra \( \mathbb{H}^n \) of all \( n \times n \) complex Hermitian matrices with \( X \circ Y = \frac{1}{2}(XY + YX) \),
4. the algebra \( \mathbb{Q}^n \) of all \( n \times n \) quaternion Hermitian matrices with \( X \circ Y = \frac{1}{2}(XY + YX) \),
5. the algebra \( \mathbb{O}^3 \) of all \( 3 \times 3 \) octonion Hermitian matrices with \( X \circ Y = \frac{1}{2}(XY + YX) \).

The first four algebras are special, and the last one is an exceptional Jordan algebra of dimension 27.

**Proof.** For the first part of the results, see proofs of Corollary IV.1.5 and Theorem V.3.7 in [23]. The first four algebra are special. A proof can be found either in [68, p. 49] or in [89, Section 4]. The last statement comes from the Albert’s Exceptional Theorem [1].
2.4 Associative Peirce decomposition

In this section, we present some decomposition structures in associative algebras. They extend the following formula (2.5) of a square matrix in the block form

\[ A = \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix}, \]  

where \( A_{11} \) is square. Our terminology and notation follow from [13, Part II 8.3]. We apply these structures to deduce formulae of the inverse of an element in terms of the “block” form.

Let \( c \) be an idempotent in an associative algebra \( A \). For each \( x \in A \), it has a decomposition

\[ x = exe = (c + e - c)x(c + e - c) = ecx + cx(e - c) + (e - c)xc + (e - c)x(e - c). \]

If we set \( e_1 = c, e_2 = e - c \), this becomes

\[ x = e_1xe_1 + e_1xe_2 + e_2xe_1 + e_2xe_2, \]

and we obtain an *associative Peirce decomposition* of \( A \)

\[ A = A_{11} \oplus A_{12} \oplus A_{21} \oplus A_{22} \]  

relative to \( c \), where \( A_{ij} = \{ e_i xe_j \mid x \in A \} \). Moreover, these Peirce spaces \( A_{ij} \) satisfy the *associative Peirce multiplication rules*

\[ A_{ij}A_{kl} \subseteq \delta_{jk}A_{il}. \]

If the associative algebra \( A \) has an involution *, and \( c^* = c \) is a self-adjoint idempotent, then the associative Peirce spaces satisfy \( A_{ij}^* = A_{ji} \). The associative Peirce decomposition of its Jordan subalgebras \( V \) of self-adjoint elements is precisely

\[ V = V(c, 1) \oplus V(c, \frac{1}{2}) \oplus V(c, 0) \]
with
\[ V(c, 1) = V_{11}, \quad V(c, 0) = V_{22}, \]
\[ V(c, \frac{1}{2}) = V_{12} \oplus V_{12}^* = \{ x_{12} + x_{12}^* \mid x_{12} \in V_{12} \}. \]

The next result extends the block-matrix inverse formulae.

**Proposition 2.11.** Let \( \mathbb{A} \) be an associative algebra with the decomposition (2.6), for \( x \in \mathbb{A} \), we write \( x = x_{11} + x_{12} + x_{21} + x_{22} \) with \( x_{ij} \in \mathbb{A}_{ij}, i, j \in \{1, 2\} \). If \( x \) is invertible and \( x_{11} \) is invertible in \( \mathbb{A}_{11} \) with inverse \( x_{11}^{-1} \), then
\[
(x^{-1})_{11} = x_{11}^{-1} + x_{11}^{-1} x_{12} (x_{22} - x_{21} x_{11}^{-1} x_{12})^{-1} x_{21} x_{11}^{-1},
\]
\[
(x^{-1})_{12} = -x_{11}^{-1} x_{12} (x_{22} - x_{21} x_{11}^{-1} x_{12})^{-1},
\]
\[
(x^{-1})_{21} = -(x_{22} - x_{21} x_{11}^{-1} x_{12})^{-1} x_{21} x_{11}^{-1},
\]
\[
(x^{-1})_{22} = (x_{22} - x_{21} x_{11}^{-1} x_{12})^{-1}. \tag{2.8}
\]

If \( x \) is invertible and \( x_{22} \) is invertible in \( \mathbb{A}_{22} \) with inverse \( x_{22}^{-1} \), then
\[
(x^{-1})_{11} = (x_{11} - x_{12} x_{22}^{-1} x_{21})^{-1},
\]
\[
(x^{-1})_{12} = -(x_{11} - x_{12} x_{22}^{-1} x_{21})^{-1} x_{12} x_{22}^{-1},
\]
\[
(x^{-1})_{21} = -x_{22}^{-1} x_{21} (x_{11} - x_{12} x_{22}^{-1} x_{21})^{-1},
\]
\[
(x^{-1})_{22} = x_{22}^{-1} + x_{22}^{-1} x_{21} (x_{11} - x_{12} x_{22}^{-1} x_{21})^{-1} x_{12} x_{22}^{-1}. \tag{2.9}
\]

**Proof.** We now prove the equation (2.8). The second equation is similarly proved. Suppose that \( x^{-1} = y = y_{11} + y_{12} + y_{21} + y_{22} \) with \( y_{ij} \in \mathbb{A}_{ij}, i, j \in \{1, 2\} \), in view of the associative Peirce multiplication rules, it yields
\[
e_1 + e_2 = e = (x_{11} + x_{12} + x_{21} + x_{22})(y_{11} + y_{12} + y_{21} + y_{22})
\]
\[= x_{11} y_{11} + x_{11} y_{12} + x_{12} y_{21} + x_{12} y_{22} + x_{21} y_{11} + x_{21} y_{12} + x_{22} y_{21} + x_{22} y_{22}, \]

whence
\[
 x_{11} y_{11} + x_{12} y_{21} = e_1,
\]
\[
 x_{11} y_{12} + x_{12} y_{22} = 0,
\]
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\[ x_{21}y_{11} + x_{22}y_{21} = 0, \]
\[ x_{21}y_{12} + x_{22}y_{22} = e_2. \]

If \( x_{11} \) is invertible, direct computation yields (3.8).

**Remark 2.2.** Let \( \mathcal{V} \) be a Euclidean Jordan algebra derived from the associative algebra \( \mathbb{A} \), for any \( x \in \mathcal{V} \), we can write \( x = x_{11} + x_{12} + x_{12}^{*} + x_{22} \) as its associative Peirce decomposition relative to \( c \). If \( x \) is invertible and \( x_{11} \) is invertible in \( \mathbb{A}_{11} \) with inverse \( x_{11}^{-1} \), then the Schur complement of \( x_{11} \) in \( x \) is

\[ x_{22} - x_{12}^{*}x_{11}^{-1}x_{12}. \]

Likewise, if \( x \) is invertible and \( x_{22} \) is invertible in \( \mathbb{A}_{22} \) with inverse \( x_{22}^{-1} \), then the Schur complement of \( x_{22} \) in \( x \) is

\[ x_{11} - x_{12}x_{22}^{-1}x_{12}^{*}. \]
Chapter 3

Convex quadratic symmetric cone programs and eigenvalue optimization problems

In this chapter, we will study convex quadratic programming over symmetric cones. The relation between the convex quadratic symmetric cone programming and the maximum eigenvalue problem is explored, that is, the former can be cast as an eigenvalue minimization problem. In addition, this chapter includes some background material on nonsmooth analysis and preliminary results which will be used later.

3.1 Relating convex quadratic symmetric cone programs to eigenvalue optimization problems

In this section, we shall reformulate the dual convex quadratic symmetric cone program (D) as the eigenvalue minimization problem (EigForm) with the help of Assumption (A1) given in the introduction.

We discuss the relationship of the dual convex quadratic symmetric cone program (D) with the eigenvalue minimization problem (EigForm) in the following proposition. The proof of this proposition shares the same argument as that in the proof of Proposition 5.1.1 in [35].
Proposition 3.1. If Assumption A1 is satisfied, then the dual program (D) is equivalent to the eigenvalue problem (Eigform) for $\alpha = \max\{0, b^T\bar{y}\}$. If, in addition, the optimal solution set $O_D$ of the dual problem (D) is nonempty, then the optimal solution set $O_*$ of the eigenvalue problem (Eigform) is 
\[ \{(x^*, y^*) + \tau (0, \bar{y}) \mid (x^*, y^*) \in O_D, \tau \in \mathbb{R}\} . \]
Furthermore, all feasible solutions $x$ for the CQSCP (P) satisfy $\text{tr}(x) = \alpha$.

Proof. Let $\bar{y}$ satisfy Assumption A1, and 
\[ F = \{(x, y) + \tau (0, \bar{y}) \mid (x, y) \in V \times \mathbb{R}^m, \tau \geq \lambda_1(-\hat{s} - A^*(y) - Q(x))\} . \]
By virtue of Assumption A1, for any $(x, y + \tau \bar{y}) \in F$,
\[
Q(x) + A^*(y + \tau \bar{y}) + \hat{s} = \tau(A^*(\bar{y})) + Q(x) + A^*(y) + \hat{s} = \tau e - (-\hat{s} - A^*(y) - Q(x)) \\
\geq \lambda_1(-\hat{s} - A^*(y) - Q(x))e - (-\hat{s} - A^*(y) - Q(x)) \in \mathbb{K} .
\]
Hence, any element of $F$ is feasible for (D).

Now, consider the cases $b^T\bar{y} < 0$ and $b^T\bar{y} \geq 0$.

Case 1: $b^T\bar{y} < 0$.
In this case, $\alpha = 0$. Then $f(x, y) = g(x, y)$ for any $(x, y) \in V \times \mathbb{R}^m$.
Obviously, each element in $F$ is also feasible for (Eigform).
For any $(x, y + \tau \bar{y}) \in F$,
\[
g(x, y + \tau \bar{y}) = \frac{1}{2} \langle x, Q(x) \rangle + b^T(y + \tau \bar{y}) = \frac{1}{2} \langle x, Q(x) \rangle + b^T y + \tau b^T \bar{y} \to -\infty
\]
as $\tau \to +\infty$.
We conclude that (D) is equivalent to (Eigform).

Case 2: $b^T\bar{y} \geq 0$.
In this case, $\alpha = b^T\bar{y}$. We shall show that feasible solutions of (Eigform) are in one to one correspondence to those of (D).
For any fixed $(x, y) \in V \times \mathbb{R}^m$, we now claim that $f(x, y)$ is constant along directions $\tau (0, \bar{y})$ for any $\tau \in \mathbb{R}$, i.e.
\[
f(x, y + \tau \bar{y}) = f(x, y).
\]
For any \((u, z) \in \{(x, y) + \tau(0, \bar{y}) \mid \tau \in \mathbb{R}\} \supseteq F\), by Assumption A1, it holds for some \(\tau \in \mathbb{R}\) that

\[
\begin{align*}
f(u, z) &= f(x, y + \tau \bar{y}) \\
&= \alpha \lambda_1(-\hat{s} - A^*(y + \tau \bar{y}) - Q(x)) + b^T(y + \tau \bar{y}) + \frac{1}{2} \langle x, Q(x) \rangle \\
&= \alpha \lambda_1(-\hat{s} - A^*(y) - Q(x) - \tau e) + b^T y + \tau b^T \bar{y} + \frac{1}{2} \langle x, Q(x) \rangle \\
&= \alpha \lambda_1(-\hat{s} - A^*(y) - Q(x)) - \alpha \tau + b^T y + \tau a + \frac{1}{2} \langle x, Q(x) \rangle = f(x, y).
\end{align*}
\]

Setting \(\tau_0 = \lambda_1(-\hat{s} - A^*(\bar{y}) - Q(x))\), we get

\[
(x, y) + \tau_0(0, \bar{y}) \in F \text{ and } \lambda_1(-\hat{s} - A^*(y + \tau_0 \bar{y}) - Q(x)) = 0.
\]

Thus \((x, y + \tau_0 \bar{y})\) is a feasible solution of \((\mathbb{D})\) and

\[
g(x, y + \tau_0 \bar{y}) = f(x, y + \tau_0 \bar{y}). \quad (3.2)
\]

Conversely, any feasible solution \((\hat{x}, \hat{y})\) of \((\mathbb{D})\) is also feasible for \((\mathbb{D'})\).

Let \(\hat{\tau} = \lambda_1(-\hat{s} - A^*(\bar{y}) - Q(\hat{x}))\). Then \(\hat{\tau} \leq 0\), and

\[
Q(\hat{x}) + A^*(\bar{y} + \hat{\tau} \bar{y}) + \hat{s} = \hat{\tau} e - (-\hat{s} - A^*(\bar{y}) - Q(\hat{x})) \succeq 0.
\]

Thus \((\hat{x}, \hat{y} + \hat{\tau} \bar{y})\) is a feasible solution of \((\mathbb{D})\).

Note that

\[
g(\hat{x}, \hat{y} + \hat{\tau} \bar{y}) = \frac{1}{2} \langle \hat{x}, Q(\hat{x}) \rangle + b^T(\hat{y} + \hat{\tau} \bar{y}) \\
= \frac{1}{2} \langle \hat{x}, Q(\hat{x}) \rangle + b^T \hat{y} + \alpha \lambda_1(-\hat{s} - A^*(\bar{y}) - Q(\hat{x})),
\]

namely,

\[
g(\hat{x}, \hat{y} + \hat{\tau} \bar{y}) = f(\hat{x}, \hat{y}). \quad (3.3)
\]

Moreover,

\[
g(\hat{x}, \hat{y} + \hat{\tau} \bar{y}) \leq \frac{1}{2} \langle \hat{x}, Q(\hat{x}) \rangle + b^T \bar{y} = g(\hat{x}, \bar{y}). \quad (3.4)
\]
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Recall that
\[ O_D = \arg \min \left\{ g(x, y) \mid Q(x) + A^*(y) + \hat{s} \in K \right\}, \]
\[ O_* = \arg \min \left\{ f(x, y) \mid (x, y) \in V \times \mathbb{R}^m \right\}. \]

In the subsequent analysis, we shall show that
\[ O_* = \left\{ (x^*, y^*) + \tau(0, \bar{y}) \mid (x^*, y^*) \in O_D, \tau \in \mathbb{R} \right\}. \]

In fact, suppose that \((x^*, y^*) \in O_*\), then \((x^*, y^* + \tau^* \bar{y}) \in O_*\) by (3.1), where
\[ \tau^* = \lambda_1(-\hat{s} - A^*(y^*) - Q(x^*)). \]

We then claim that \((x^*, y^* + \tau^* \bar{y}) \in O_D\). Otherwise, there exists some \((\hat{x}, \hat{y})\) that is feasible for (D), but \(g(\hat{x}, \hat{y}) < g(x^*, y^* + \tau^* \bar{y})\). Let \(\hat{\tau} = \lambda_1(-\hat{s} - A^*(\hat{y}) - Q(\hat{x}))\). We have
\[ f(\hat{x}, \hat{y}) \leq g(\hat{x}, \hat{y} + \hat{\tau} \bar{y}) \leq g(x^*, y^* + \tau^* \bar{y}) = f(x^*, y^* + \tau^* \bar{y}) \leq f(x^*, y^*), \]
which contradicts \((x^*, y^*) \in O_*\).

Similarly, we can show that if \((x^*, y^*) \in O_D\), then \((x^*, y^* + \tau \bar{y}) \in O_*\) by (3.1), where
\[ \tau = \lambda_1(-\hat{s} - A^*(y^*) - Q(x^*)). \]

Therefore, for any \((x^*, y^*) \in O_D\),
\[ g(x^*, y^*) \geq g(x^*, y^* + \tau^* \bar{y}) = f(x^*, y^*), \]
whence \(g(x^*, y^*) = f(x^*, y^*)\).

Consequently, we prove that (D) is equivalent to (Eigform).

If \(x\) is a feasible solution of (D), then \(A(x) = b\). Thus,
\[ 0 = \langle A(x) - b, \bar{y} \rangle = \langle x, A^*(\bar{y}) \rangle - b^T \bar{y} = \langle x, e \rangle - b^T \bar{y}. \]
Hence \(tr(x) = b^T \bar{y} = \alpha\).

**Remark 3.1.** Assumption (A1) has been used in [35, Chapter 5]. In this thesis, we are
just concerned with convex quadratic symmetric cone programs whose primal feasible set is bounded. By \([35]\), Corollary 5.1.3], such programs satisfy Assumption \(A1\). In fact, almost all real-life problems have bounded feasible regions. For instance, semidefinite programs arising from semidefinite relaxations of quadratic 0–1 programming, graph coloring and graph partitioning, see \([37]\, Chapter 11\) and references therein, satisfy this property. In addition, we shall see that the nearest correlation matrix problem also satisfies Assumption \(A1\), see Example \(3.1\).

**Example 3.1.** Now we consider the nearest correlation matrix problem. The problem \((\text{P})\) resulting from Problem \((1.1)\) has \(\mathcal{Q} = \mathbb{L}^2, \hat{s} = -\mathbb{L}^2(B), b = 1 \in \mathbb{R}^m\) and \(\mathcal{A}(X) = ((A_1, X), \cdots, (A_n, X))^T\), where \(A_i = 1_i 1_i^T, i = 1, \cdots, n\). Thus \(\mathcal{A}^*(y) = \text{Diag}(y)\) for any \(y \in \mathbb{R}^m\). Moreover Problem \((\text{Eigform})\) satisfies Assumption \(A1\). Indeed, \(I\) is strictly feasible for Problem \((\text{Eigform})\) and \(\mathcal{A}^*(1) = I\). By Proposition \(3.1\), the equivalent form of \((\text{Eigform})\) resulting from Problem \((\text{1.1})\) is

\[
\min_{X, y} \quad n\lambda_1(\mathbb{L}^2(B) - \text{Diag}(y) - \mathbb{L}^2(X)) + 1^T y + \frac{1}{2} (X, \mathbb{L}^2(X)).
\] (3.5)

This example shows that Assumption \(A1\) is satisfied in real applications.

By virtue of Proposition \(3.1\), we see that, in the case that \(\alpha = 0\), \((\text{Eigform})\) is trivial: for any \(y \in \mathbb{R}^m\), \((0, y)\) is optimal if \(b = 0\), otherwise it is unbounded. Henceforth, we suppose that \(\alpha > 0\).

To solve the eigenvalue minimization problem \((\text{Eigform})\), the main difficulty arises from the nondifferentiability of \(f(x, y)\). In order to overcome this difficulty, one can resort to nonsmooth optimization techniques. Since a minimum point \((x^*, y^*)\) is characterized by \((0, 0) \in \partial f(x^*, y^*)\), we are interested in the problem of computing the subdifferential, which will follow in the next section.

### 3.2 Subdifferential and approximate subdifferential of the largest eigenvalue function

Recall that the maximum eigenvalue function \(\lambda_1 : \mathbb{V} \to \mathbb{R}\) is convex and not differentiable in general, see, e.g., \([38]\). Hence, minimizing the maximum eigenvalue is a
nonsmooth optimization problem. This section includes some background material on nonsmooth analysis and preliminary results on the subgradient (see, e.g., [85, Section 12]) and $\epsilon$-subgradient (see, e.g., [42, Chapter XI]) which will be used later.

The following result gives the calculus rules on the subdifferential and approximate subdifferential.

**Theorem 3.1.** For any $(x, y) \in V \times \mathbb{R}^m$ and $\epsilon > 0$, there holds

$$\partial f(x, y) = \left\{ (Q(x - w), b - A(w)) \in V \times \mathbb{R}^m \mid w \in \alpha \partial \lambda_1(-\hat{s} - A^*(y) - Q(x)) \right\},$$

(3.6)

$$\partial \epsilon f(x, y) \supseteq \left\{ (Q(x - w), b - A(w)) \in V \times \mathbb{R}^m \mid w \in \alpha \partial \epsilon \lambda_1(-\hat{s} - A^*(y) - Q(x)) \right\}.$$

(3.7)

**Proof.** We set $f_1(x, y) := \alpha \lambda_1(-\hat{s} - A^*(y) - Q(x))$ and $f_2(x, y) := b^T y + \frac{1}{2} \langle x, Q(x) \rangle$, then $f(x, y) = f_1(x, y) + f_2(x, y)$. Clearly, $\nabla f_2(x, y) = (Q(x), b)$. Applying a classical chain rule [42, XI. Theorem 3.2.1], we obtain

$$\partial f_1(x, y) = \left\{ -(Q(w), A(w)) \mid w \in \alpha \partial \lambda_1(-\hat{s} - A^*(y) - Q(x)) \right\} \text{ for } \epsilon \geq 0,$$

where we use the convention $\partial_0 f = \partial f$. Therefore, (3.6) and (3.7) follow from [42, XI. Corollary 3.1.2] and [42, XI. Theorem 3.1.1], respectively. 

From Theorem 3.1, we see that characterizations of the maximum eigenvalue of $v \in V$ are useful. We are now in a position to present some ingredients for the nonsmooth analysis of the largest eigenvalue.

We set

$$W = \{ w \in \mathbb{K} \mid \text{tr}(w) = 1 \}.$$

The next result is a generalization to Euclidean Jordan algebras of a well-known variational description of the largest eigenvalue of $v \in V$.

**Theorem 3.2.** Let $V$ be a Euclidean Jordan algebra with rank $r \geq 2$. For any $v \in V$, we obtain

$$\lambda_1(v) = \max_{w \in W} \langle v, w \rangle.$$

(3.8)

**Proof.** See Lemma 20 of [42].
The following proposition characterizes the subdifferential of \( \lambda_1(\cdot) \) at \( v \in \mathbb{V} \).

**Proposition 3.2.** Let \( v = \sum_{i=1}^{r} \lambda_i(v)c_i \) be a spectral decomposition of \( v \). Suppose that the multiplicity of the eigenvalue \( \lambda_1(v) \) is \( m_v \), and denote by \( \mathbb{V}^{(m_v)} := \mathbb{V}(c_1 + \cdots + c_{m_v}, 1) \) and \( \mathbb{K}^{(m_v)} := \mathbb{V}^{(m_v)} \cap \mathbb{K} \). We have \( \partial \lambda_1(v) = \{ u \in \mathbb{V} \mid \text{tr}(u) = 1, u \in \mathbb{K}^{(m_v)} \} \).

**Proof.** It is straightforward by Proposition 33 in [6], Proposition 2.9 and (iv) of Proposition 2.7.

In many practical problems, exact eigenvalues and the corresponding idempotents are unavailable, as usually the exact values are irrational; then they are usually computed by means of some iterative algorithm. Therefore it is more reasonable to consider the approximate subdifferential of the maximum eigenvalue function of \( v \in \mathbb{V} \), which is the \( \epsilon \)-subdifferential and visualized by the following proposition.

**Proposition 3.3.** For any \( \epsilon \geq 0 \), it holds

\[
\partial_\epsilon \lambda_1(v) = \{ u \in \mathcal{W} \mid \langle u, v \rangle \geq \lambda_1(v) - \epsilon \}.
\]

**Proof.** In view of Proposition 1.1 in [41], we have

\[
u \in \partial_\epsilon \lambda_1(v) \text{ if and only if } \lambda_1(v) + \lambda_1^*(u) - \langle v, u \rangle \leq \epsilon,
\]

where \( \lambda_1^*(\cdot) \) is the conjugate of \( \lambda_1(\cdot) \). Noting that (3.8) implies that \( \lambda_1(\cdot) \) is the support function of the closed convex set \( \mathcal{W} \), by Theorem 13.2 in [85], we obtain that \( \lambda_1^*(\cdot) \) is the indicator function of \( \mathcal{W} \). The proof is complete.

For later use, we introduce the following concept. For an element \( x \in \mathbb{V} \), a triplet \((\lambda_{ap}, \tilde{c}, \epsilon)\) is said to be a Ritz-type triplet for \( \lambda_1(x) \) if

\[
\begin{align*}
\tilde{c} & \text{ is a primitive idempotent}, \\
\lambda_{ap} & = \text{tr}(x \circ \tilde{c}), \quad \epsilon = \| x \circ \tilde{c} - \lambda_{ap}\tilde{c}\|_F, \\
|\lambda_i(x) - \lambda_{ap}| & \geq |\lambda_1(x) - \lambda_{ap}| \quad \text{and} \\
\left| \frac{\lambda_i(x) + \lambda_j(x)}{2} - \lambda_{ap} \right| & \geq |\lambda_1(x) - \lambda_{ap}|, \quad 1 \leq i < j \leq r.
\end{align*}
\]
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For any \( x \in V \), if there exist a scalar \( \lambda \) and an idempotent \( c \) such that

\[
x \circ c = \lambda c,
\]

we say that \( c \) is an idempotent corresponding to the eigenvalue \( \lambda \) of \( x \). We will see that a *Ritz-type triplet* depicts a pair of approximate eigenvalues and the corresponding idempotents for an element of \( V \).

**Proposition 3.4.** Let \( v \in V \) and \( \epsilon \geq 0 \). If \((\lambda_{ap}, \tilde{c}, \epsilon)\) is a Ritz-type triplet for \( \lambda_1(v) \), then

\[
\lambda_{ap} \leq \lambda_1(v) \leq \lambda_{ap} + \epsilon \quad \text{and} \quad \tilde{c} \in \partial_{\epsilon} \lambda_1(v).
\]

**Proof.** Let \( v = \sum_{i=1}^r \lambda_i(v) c_i \) be a spectral decomposition of \( v \), and \( \tilde{c} = \sum_{i=1}^r x_i c_i + \sum_{i<j} x_{ij} \) be the Pierce decomposition of \( \tilde{c} \) with respect to the Jordan frame \( \{c_1, \ldots, c_r\} \).

From Proposition 2.6, it holds \( \lambda_{ap} = \text{tr}(v \circ \tilde{c}) \leq \lambda_1(v) \). Since \( \tilde{c} \) is a primitive idempotent,

\[
\|\tilde{c}\|_F^2 = \sum_{i=1}^r x_i^2 + \sum_{i<j} \|x_{ij}\|_F^2 = 1.
\]

On the other hand, we have

\[
v \circ \tilde{c} - \lambda_{ap} \tilde{c} = \sum_{i=1}^r [\lambda_i(v) - \lambda_{ap}] x_i c_i + \sum_{i<j} \left[ \frac{\lambda_i(v) + \lambda_j(v)}{2} - \lambda_{ap} \right] x_{ij}.
\]

Therefore, we obtain

\[
\epsilon = \|v \circ \tilde{c} - \lambda_{ap} \tilde{c}\|_F = \left( \sum_{i=1}^r [\lambda_i(v) - \lambda_{ap}]^2 x_i^2 + \sum_{i<j} \left[ \frac{\lambda_i(v) + \lambda_j(v)}{2} - \lambda_{ap} \right]^2 \|x_{ij}\|_F^2 \right)^{1/2}
\]

\[
\geq \left( \sum_{i=1}^r (\lambda_1(v) - \lambda_{ap})^2 x_i^2 + \sum_{i<j} (\lambda_1(v) - \lambda_{ap})^2 \|x_{ij}\|_F^2 \right)^{1/2}.
\]

\[
= |\lambda_1 - \lambda_{ap}| \left( \sum_{i=1}^r x_i^2 + \sum_{i<j} \|x_{ij}\|_F^2 \right) = \lambda_1 - \lambda_{ap},
\]

where the inequality follows from \((3.12)\).

Therefore \( \lambda_{ap} \leq \lambda_1(v) \leq \lambda_{ap} + \epsilon \).

By Proposition 3.3, it is easy to see that \( \tilde{c} \in \partial_{\epsilon} \lambda_1(v) \). \(\Box\)
Throughout this thesis, corresponding to a Ritz-type triplet \((\lambda_{ap}, \tilde{c}, \epsilon)\) for \(\lambda_1(-\hat{s} - A^*(y) - Q(x))\), we define an inexact computation of \(f(x, y)\) by

\[
f_l(x, y) = \alpha \lambda_{ap} + b^T y + \frac{1}{2} \langle x, Q(x) \rangle \quad (3.13)
\]
and

\[
f_u(x, y) = f_l(x, y) + \alpha \epsilon. \quad (3.14)
\]

Obviously, \(f_l(x, y) \leq f(x, y) \leq f_u(x, y)\) for any \((x, y) \in \mathcal{V} \times \mathbb{R}^m\).
Chapter 4

An inexact spectral bundle algorithm and its convergence analysis

The aim of this chapter is to propose an inexact spectral bundle algorithm for solving the largest eigenvalue optimization problem (\textit{EigForm}), which is derived from the spectral bundle method \cite{36,38}. It is “inexact” in the sense that it does not require to compute the exact eigenvalues. Instead, the approximated eigenvalues satisfy a sequence of prescribed tolerances $\delta_k$, which is a decreasing sequence that tends to zero. Such management is to ensure convergence. The proposed Algorithm 4.4 finds two sequences $\{(x^k, y^k)\}$ and $\{w^k\}$ simultaneously, whose limit points are optimal solutions for the eigenvalue minimization problem (\textit{EigForm}) and the CQSCP (\textit{P}), respectively.

In this chapter, we first review some general theoretical issues related to bundle methods in Section 4.1. After some preparations in Sections 4.2.1–4.2.4, the algorithm is described in Section 4.2.5. In particular, we design an orthonormalization process to construct an approximate model of the convex set $\alpha W$ in Section 4.2.3. We provide convergence analysis in Section 4.3.
4.1 Bundle methods

In this section, we briefly recall the bundle method to solve the problem of minimizing a nondifferentiable and convex function $f(x)$ on $\mathbb{R}^n$, i.e.

$$\min_{x \in \mathbb{R}^n} f(x).$$

The bundle method is one of the most widely studied methods for solving nonsmooth optimization problems. It is a first-order method. It combines both descent and stability properties. The bundle method can be interpreted as a cutting plane algorithm stabilized by a quadratic penalty. This introduction to bundle methods is inspired by the book [□].

4.1.1 Cutting-plane method

Essentially, the cutting-plane method (see, e.g., [□, section 9.3.2]) generates a sequence of iterates, starting from $x^1 \in S$ ($S$ is a given compact convex set containing a minimum point of $f$) and defined by

$$x^{k+1} = \arg \min_{y \in S} \hat{f}_k(y),$$

where

$$\hat{f}_k(y) = \max_{i=1,\ldots,k} \{ f(x^i) + \langle g(x^i), y - x^i \rangle \}$$

is a piecewise linear approximation to $f$, and $g(x)$ is a subgradient of $f$ at the point $x$.

For general convex functions, the cutting-plane algorithm may encounter several serious problems as follows.

1) The sequence does not necessarily have decreasing objective value, see paragraph immediately after [□, Remark 9.5].

2) It may present instabilities and bad numerical behavior. For example, when “horizontal” affine functions are added to the model, iterates would move far away from the set of minima and increase the current function value [□, Example 9.7].

3) As $k$ approaches infinity, there would be infinite many affine functions being
added to the model, and results in that $\tilde{f}_k(y)$ becomes extremely difficult to compute \[\text{Remark 9.8}].

We will see that bundle methods can overcome these drawbacks.

### 4.1.2 General bundle method

The bundle method (see, e.g., \[\text{Section 10}\]) generates a sequence of trial points $\{y^k\}_{k=1}^\infty$, which contains a subsequence of stability centers $\{x^k\}_{k=1}^\infty$, starting from $y^0$ and defined by

$$y^{k+1} = \arg\min_{y \in \mathbb{R}^n} \{\varphi_k(y) + ||y - x^k||_k^2\};$$

where $\varphi_k$ is an underestimate of $f$, and the norm $||\cdot||_k$ is to measure distance to $x^k$ and is chosen to prevent big oscillations at each iteration.

**Remark 4.1.**

1. Trial points $\{x^i\}_{i=1}^k$ are used to define a model $\varphi_k$ approximating the objective function $f$. For instance, for all $x^i$, $i = 1, \ldots, k$, we find values $f(x^i)$ and subgradients $g(x^i)$ of $f$ that produce a piecewise linear approximation $\tilde{f}_k$ to $f$, which can be a choice of $\varphi_k$.

2. Stability centers mark sufficient decrease in the value of the objective function $f$.

The choice of a stability center $x^k$ should ensure that $f(x^k)$ is the “best” value obtained so far and the stability center $x^k$ decreases the value of $f$. The quality of trial points is measured using the nominal decrease $\varepsilon_k$. Only “good” trial points, i.e. those satisfying the relation

$$f(y^{k+1}) \leq f(x^k) - m\varepsilon_k$$

for $m \in (0, 1)$, will become stability centers.

Suppose that the following oracle is available.

**Oracle 4.1.** *For any given point $x$, it returns the value of the function $f(x)$ and only one arbitrary subgradient $g(x) \in \partial f(x)$.*

We are now in a position to go on at length about the bundle method.
Algorithm 4.1. [4, Algorithm 10.1] Let $tol \geq 0$ and $m \in (0, 1)$ be given parameters. Choose $x^0$, call Oracle 1 with $x = x^0$, construct the model $\varphi_0$, and set $\| \cdot \|_0$. Set $k = 0$, $\varepsilon^0 = \infty$ and $y^0 = x^0$.

1. **(Implementable stopping test)** If $\varepsilon^k \leq tol$, stop.

2. **(Trial point)** Compute $y^{k+1}$ from (4.1). Define $\varepsilon^{k+1} \geq 0$.

3. **(Assessing the trial point)** Call Oracle 1 with $x = y^{k+1}$.

   **Descent test:**
   
   $$f(x^k) - f(y^{k+1}) \geq m\varepsilon^k ? \begin{cases} 
   \text{Yes} : & x^{k+1} := y^{k+1} \text{(descent-step)} \\
   \text{No} : & x^{k+1} := x^k \text{(null-step)}
   \end{cases}$$

4. **(Improving the model)** Append $y^{k+1}$ to the model, i.e. construct $\varphi_{k+1}$. Define $\| \cdot \|_{k+1}$ for the next iteration. Set $k := k + 1$, go to step 1.

4.2 An inexact spectral bundle algorithm

The aim of this section is to introduce the main ingredients of our proposed method. With the help of these ingredients, we present an inexact spectral bundle algorithm, which is a realization of the general scheme for bundle methods.

4.2.1 The computation of trial points

In this subsection, we first define an approximate of the cost function $f$, which is different from the cutting plane model of $f$. We will then use such approximate model stabilized by a quadratic penalty to specify a sequence of minimization subproblems for determining trial points.

For present purposes we restrict ourselves to the current iterate $k$. Suppose that $c_{1k}, \cdots, c_{rk}$ are mutually orthogonal primitive idempotents. We denote

$$e_{rk}^k = c_{1k} + \cdots + c_{rk},$$

$$V^{(rk)}_k = \{ x \in V \mid x \circ e_{rk}^k = x \}$$
\[ K^{(r_k)} = V_k^{(r_k)} \cap K. \]

Inspired by the characterization of subdifferential given by Proposition 3.2, we use

\[
\hat{W}^k = \{ v + \xi \tilde{w}_k \mid \text{tr}(v) + \xi = \alpha, v \in K^{(r_k)}, \xi \geq 0 \}
\]

as an approximation of \( \alpha W \) with \( \hat{W}^k \subseteq \alpha W \), where \( \tilde{w}_k \in W \) is called the aggregate subgradient. A special advantage of this approximation is that it can keep the rank \( r_k \) of \( V_k^{(r_k)} \) small.

Note that \( \frac{1}{2} \langle x, Q(x) \rangle = \frac{1}{2} \langle \hat{x}^k, Q(\hat{x}^k) \rangle + \langle x - \hat{x}^k, Q(x - \hat{x}^k) \rangle + \frac{1}{2} \langle x - \hat{x}^k, Q(x - \hat{x}^k) \rangle \).

For any given \( w \in \alpha W \), let an approximate partial linearization of \( f \) be

\[
f_w(x, y) = \langle -\hat{s} - A^*(y) - Q(x), w \rangle + b^T y + \frac{1}{2} \langle x, Q(x) \rangle
\]

\[
= \langle -\hat{s} - A^*(y) - Q(x), w \rangle + b^T y + \frac{1}{2} \langle \hat{x}^k, Q(\hat{x}^k) \rangle + \langle x - \hat{x}^k, Q(x - \hat{x}^k) \rangle
\]

\[
+ \frac{1}{2} \langle x - \hat{x}^k, Q(x - \hat{x}^k) \rangle
\]

and define an approximation of \( f(x, y) \) as

\[
f_{\hat{W}}(x, y) = \max_{w \in \hat{W}^k} f_w(x, y),
\]

which is different from the cutting plane model of \( f \)

\[
\max_{i=1,\ldots,k} \{ \bar{f}_i(x, y) := f(x^i, y^i) + \langle Q(x^i - c_i), x - x^i \rangle + \langle b - A(c_i), y - y^i \rangle \},
\]

where \( c_i \) is a primitive idempotent corresponding to \( \lambda_i(-\hat{s} - A^*(y^i) - Q(x^i)) \) for \( i = 1, \cdots, k \). In effect, by setting \( \hat{W}^k = \text{conv} \{ c_i \mid i = 1, \cdots, k \} \), we have

\[
f_{\hat{W}}(x, y) = \max_{i=1,\ldots,k} \left\{ \bar{f}_i(x, y) + \frac{1}{2} \langle x - x^i, Q(x - x^i) \rangle \right\}.
\]

However, we see that the model \( f_{\hat{W}}(x, y) \) coincides with the cutting plane model for (linear) semidefinite programming, see [37, p. 314].

**Remark 4.2.** The function \( f_{\hat{W}}(x, y) \) is a minorant of \( f(x, y) \) for any \( (x, y) \in V \times \mathbb{R}^m \).
In order to determine a new trial point \((x^{k+1}, y^{k+1})\) from the current stability center \((\hat{x}^k, \hat{y}^k)\), we use the model stabilized by a quadratic penalty or regularization. For each \(k\), we define

\[
L^k(x, y, w) = f_w(x, y) + \frac{\nu_k}{2}(\|x - \hat{x}^k\|_{\mathcal{M}_{x,k}}^2 + \|y - \hat{y}^k\|_{\mathcal{M}_{y,k}}^2).
\]  

(4.5)

Recall that \(\nu_k\), \(\mathcal{M}_{x,k}\) and \(\mathcal{M}_{y,k}\) have been specified in (1.2).

Now we can define a sequence of minimization subproblems \(\min_{x,y} \phi^k(x, y)\) incorporating the Moreau-Yosida regularization, where

\[
\phi^k(x, y) = \max_{w \in \mathcal{W}^k} L^k(x, y, w) = f_{\mathcal{W}^k}(x, y) + \frac{\nu_k}{2}(\|x - \hat{x}^k\|_{\mathcal{M}_{x,k}}^2 + \|y - \hat{y}^k\|_{\mathcal{M}_{y,k}}^2).
\]  

(4.6)

In order to determine properties of \(\phi^k(x, y)\), we need the following two propositions.

**Proposition 4.1.** We can rewrite \(f_{\mathcal{W}^k}(x, y)\) as

\[
\alpha \max \left\{ \lambda_1(P_{\mathcal{W}^k} (\hat{s} - \mathcal{A}^* (y) - \mathcal{Q}(x)), \langle -\hat{s} - \mathcal{A}^* (y) - \mathcal{Q}(x), \bar{w}_k \rangle) + b^T y + \frac{1}{2} \langle x, \mathcal{Q}(x) \rangle \right\}
\]

Proof. For any fixed \((x, y)\), \(f_{\mathcal{W}^k}(x, y)\) is a convex program which maximizes a linear function over a compact convex set, thus the maximum is equal to the maximum over the extreme points of the set \(\mathcal{W}^k\).

Since \(\alpha \bar{w}_k \in \mathcal{W}^k\) and \(\{u \in \mathcal{V} \mid tr(u) = \alpha, u \in \mathbb{K}^{(r_x)} \} =: \mathcal{W}_0 \subseteq \mathcal{W}^k\), it holds

\[
\text{conv}\{\alpha \bar{w}_k \cup \mathcal{W}_0\} \subseteq \mathcal{W}^k.
\]

Conversely, for any \(w = v + \xi \bar{w}_k \in \mathcal{W}^k\) with \(0 < \xi < \alpha\), and \(u = \frac{\alpha}{\alpha - \xi} v\), it holds \(tr(u) = \frac{\alpha}{\alpha - \xi} tr(v) = \alpha\). Thus \(\text{conv}\{\alpha \bar{w}_k \cup \mathcal{W}_0\} = \mathcal{W}^k\). Therefore,

\[
f_{\mathcal{W}^k}(x, y) = \max \left\{ f_{\alpha \bar{w}_k}(x, y), f_{\mathcal{W}_0}(x, y) \right\}.
\]

In light of (iii) and (iv) in Proposition 2.9, we get

\[
f_{\mathcal{W}_0}(x, y)
\]

\[
= \max_{w \in \mathcal{W}_0} \left\{ (-\hat{s} - \mathcal{A}^* (y) - \mathcal{Q}(x), P_{\mathcal{W}_0} (w)) + b^T y + \frac{1}{2} \langle x, \mathcal{Q}(x) \rangle \right\}
\]

45
\[ \lambda_1(\mathcal{P}_{e^k}(\hat{s} - \mathcal{A}^*(y) - \mathcal{Q}(x))) \]

where the second equality comes from the self-adjointness of \( \mathcal{P}_{e^k} \).

On the other hand, we have

\[ \lambda_1(\mathcal{P}_{e^k}(\hat{s} - \mathcal{A}^*(y) - \mathcal{Q}(x))) = \max_{w \in \mathcal{W}} \langle w, \mathcal{P}_{e^k}(\hat{s} - \mathcal{A}^*(y) - \mathcal{Q}(x)) \rangle \]

(Theorem 3.2)

\[ = \max_{w \in \mathcal{W}} \langle w, \mathcal{P}_{e^k}(\hat{s} - \mathcal{A}^*(y) - \mathcal{Q}(x)) \rangle \]

( (iii) of Proposition 2.2)

\[ = \frac{1}{\alpha} \max_{w \in \mathcal{W}_0} \langle w, \mathcal{P}_{e^k}(\hat{s} - \mathcal{A}^*(y) - \mathcal{Q}(x)) \rangle \]

( (iii) and (iv) of Proposition 2.9).

Now we can conclude that

\[ f_{\mathcal{W}_0}(x, y) = \alpha \lambda_1(\mathcal{P}_{e^k}(\hat{s} - \mathcal{A}^*(y) - \mathcal{Q}(x))) + \mathcal{B}^T y + \frac{1}{2} \langle x, \mathcal{Q}(x) \rangle. \]

The proof is complete.

For later use, for any \( k \), we let

\[ T_k = \mathcal{Q} + \nu_k \mathcal{M}_{x,k}, \]

which defines a self-adjoint positive definite linear operator from \( \mathcal{V} \) to itself.

The following proposition deals with the question of computing a trial point at each iteration of the algorithm. In essence, we obtain new trial point via solving the minimization subproblem \( \min_{x,y} \phi^k(x, y) \).

**Proposition 4.2.** The minimizer of \( \phi^k(x, y) \) over \( \mathcal{V} \times \mathbb{R}^m \) possesses the following property:

\[ \min_{x,y} \max_{w \in \mathcal{W}_h} L^k(x, y, w) = L^k(x^{k+1}, y^{k+1}, w^{k+1}) = \max_{w \in \mathcal{W}_h} L^k(x, y, w), \]

where

\[ x^{k+1} = \hat{x}^k + T_k^{-1}(\mathcal{Q}(w^{k+1} - \hat{x}^k)) \quad \text{and} \quad y^{k+1} = \hat{y}^k + \frac{1}{\nu_k} \mathcal{M}_{y,k}^{-1}(\mathcal{A}(w^{k+1}) - b) \quad (4.7) \]
are unique, and \( w^{k+1} \) is an optimal solution of

\[
\begin{align*}
\min & \quad \frac{1}{2} \| Q(w - \hat{x}^k) \|_{T_k}^2 + \frac{1}{2\nu_k} \| b - A(w) \|_{M_{n,k}}^2 - b^T \hat{y}^k \\
& \quad + \langle \hat{s} + A^*(\hat{y}^k) + Q(\hat{x}^k), w \rangle - \frac{1}{2} \langle \hat{x}^k, Q(\hat{x}^k) \rangle \\
\text{s.t.} & \quad w = v + \xi \bar{w}_k \\
& \quad \text{tr}(v) + \xi = \alpha \\
& \quad v \in \mathbb{K}(r_k), \xi \geq 0.
\end{align*}
\]

(SQSCP)

Consequently, we have

\[
w^{k+1} \in \arg\max_{w \in \mathbb{W}_k} L^k(x^{k+1}, y^{k+1}, w),
\]

and

\[
w^{k+1} \in \arg\max_{w \in \mathbb{W}_k} f_w(x^{k+1}, y^{k+1}).
\]

Proof. By virtue of Proposition 4.1, \( f_{\mathbb{W}_k}(x, y) \) is equivalent to

\[
\begin{align*}
\min & \quad \alpha \tau + b^T y + \frac{1}{2} \langle x, Q(x) \rangle \\
\text{s.t.} & \quad \tau e_{t_k}^y \preceq -\hat{s} - A^*(y) - Q(x) \\
& \quad \langle -\hat{s} - A^*(y) - Q(x), \bar{w}_k \rangle \leq \tau.
\end{align*}
\]

Thus, from (4.7), \( \min_{x,y} \phi^k(x, y) \) can be reformulated as

\[
\begin{align*}
\min & \quad \alpha \tau + b^T y + \frac{1}{2} \langle x, Q(x) \rangle + \frac{\nu_k}{2} (\| x - \hat{x}^k \|_{\mathbb{M}_{x,k}}^2 + \| y - \hat{y}^k \|_{\mathbb{M}_{y,k}}^2) \\
\text{s.t.} & \quad \tau e_{t_k}^y + P_{\mathbb{M}_{x,k}}(A^*(y) + Q(x) + \hat{s}) \succeq 0 \\
& \quad \tau + \langle A^*(y) + Q(x) + \hat{s}, \bar{w}_k \rangle \geq 0.
\end{align*}
\]

We define the Lagrangian of the above problem by

\[
L(x, y, \tau, v, \xi) = \alpha \tau + b^T y + \frac{1}{2} \langle x, Q(x) \rangle + \frac{\nu_k}{2} (\| x - \hat{x}^k \|_{\mathbb{M}_{x,k}}^2 + \| y - \hat{y}^k \|_{\mathbb{M}_{y,k}}^2) \\
- \langle v, \tau e_{t_k}^y + P_{\mathbb{M}_{x,k}}(A^*(y) + Q(x) + \hat{s}) \rangle - \xi (\tau + \langle A^*(y) + Q(x) + \hat{s}, \bar{w}_k \rangle),
\]

where \( v \in \mathbb{K}(r_k) \) and \( \xi \geq 0 \).
By virtue of Assumption A1, the above minimization problem is strictly feasible. Moreover, the Moreau-Yosida regularization minimization subproblem \( \min_{x,y} \phi^k(x,y) \) is finite. Therefore, by the Lagrange Duality theorem, a direct computation implies that there exist \( v \succeq 0 \) and \( \xi \geq 0 \) such that

\[
\begin{align*}
\frac{\partial L}{\partial x} &= Q(x) - Q(v + \xi \bar{w}_k) + \nu_k \mathcal{M}_{x,k}(x - \hat{x}^k) = 0, \\
\frac{\partial L}{\partial y} &= b - A(v + \xi \bar{w}_k) + \nu_k \mathcal{M}_{y,k}(y - \hat{y}^k) = 0, \\
\frac{\partial L}{\partial \tau} &= \alpha - \langle v, e^k_r \rangle - \xi = 0.
\end{align*}
\]

Setting \( w = v + \xi \bar{w}_k \), it follows

\[
\begin{align*}
x &= \hat{x}^k + T^{-1}_k(Q(w - \hat{x}^k)) =: x_{\min}^k(w), \\
y &= \hat{y}^k + \frac{1}{\nu_k} \mathcal{M}_{y,k}^{-1}(A(w) - b) =: y_{\min}^k(w),
\end{align*}
\]

Moreover, such \((x, y)\) is unique since \( \phi^k(x, y) \) is strictly convex. As for the solution \((v^*, \xi^*)\) of the above linear systems, let \( w^{k+1} = v^* + \xi^* \bar{w}_k \), we get the corresponding \((x^{k+1}, y^{k+1})\) with the desired expressions.

On the other hand, together with (4.5), we obtain, for any \( w \in \bar{W}^k \),

\[
\begin{align*}
\min_{x,y} L^k(x, y, w) &= L^k(x_{\min}^k(w), y_{\min}^k(w), w) \\
&= -\langle \hat{s}, w \rangle + \langle b - A(w), \hat{y}^k + \frac{1}{\nu_k} \mathcal{M}_{y,k}^{-1}(A(w) - b) \rangle + \frac{1}{2\nu_k} \| b - A(w) \|_{\mathcal{M}_{y,k}^{-1}}^2 \\
&\quad - \langle T^{-1}_k(Q(w - \hat{x}^k)), Q(w - \hat{x}^k) \rangle + \frac{1}{2} \langle T^{-1}_k(Q(w - \hat{x}^k))Q(T^{-1}_k(Q(w - \hat{x}^k))) \rangle \\
&\quad + \frac{\nu_k}{2} \| T^{-1}_k(Q(w - \hat{x}^k)) \|_{\mathcal{M}_{x,k}}^2 + \frac{1}{2} \langle Q(\hat{x}^k), \hat{x}^k \rangle \\
&= -\frac{1}{2} \| Q(w - \hat{x}^k) \|_{T^{-1}_{\kappa}}^2 - \frac{1}{2\nu_k} \| b - A(w) \|_{\mathcal{M}_{y,k}^{-1}}^2 + b^T \hat{y}^k \\
&\quad - \langle \hat{s} + A^*(\hat{y}^k) + Q(\hat{x}^k), w \rangle + \frac{1}{2} \langle \hat{x}^k, Q(\hat{x}^k) \rangle,
\end{align*}
\]

where the first equality comes from the first order optimal necessary and sufficient
condition in unconstrained minimization.

Since \( \mathcal{W}^k \) is bounded, by convex minimax duality,

\[
\min_{x,y} \phi^k(x,y) = \min_{x,y} \max_{w \in \mathcal{W}^k} L^k(x,y,w) = \max_{w \in \mathcal{W}^k} \min_{x,y} L^k(x,y,w) = \max_{w \in \mathcal{W}^k} L^k(x_{\min}^k(w), y_{\min}^k(w), w).
\]

Switching the optimization direction in \( \max_{w \in \mathcal{W}^k} \) and the sign in \( L^k(x_{\min}^k(w), y_{\min}^k(w), w) \), we get \((SQSCP)\).

\[\square\]

**Remark 4.3.** It is easy to see that the subproblem \((SQSCP)\) is an instance of convex quadratic symmetric cone programming. This problem can be solved efficiently by interior point methods (see, for instance, [60]), provided the rank \( r_k \) is small, say, around 8.

### 4.2.2 The optimality estimates

In this section, we explore the approximate subgradients of the cost function \( f \) at a new trial point \((x^{k+1}, y^{k+1})\) and the current \((\hat{x}^k, \hat{y}^k)\), respectively, which results in the optimality estimates. We obtain a sufficient condition for the point \((x^{k+1}, y^{k+1})\) or \((\hat{x}^k, \hat{y}^k)\) being optimal. Consequently, it will handle the case of a finite number of iterations.

In light of Proposition 4.2,

\[
(x^{k+1}, y^{k+1}) = \arg \min \left\{ f_{\mathcal{W}^k}(x,y) + \frac{\nu_k}{2} \left( \| x - \hat{x}^k \|^2_{M_{x,k}} + \| y - \hat{y}^k \|^2_{M_{y,k}} \right) \right\},
\]

the necessary and sufficient optimality conditions for the strongly convex problem imply that

\[
0 \in \partial f_{\mathcal{W}^k}(x^{k+1}, y^{k+1}) + \nu_k (M_{x,k}(x^{k+1} - \hat{x}^k), M_{y,k}(y^{k+1} - \hat{y}^k))
\]
if and only if there exists some

\[(g^k_x, g^k_y) \in \partial f_{\tilde{W}_k}(x^{k+1}, y^{k+1})\]  

(4.12)

such that

\[(g^k_x, g^k_y) + \nu_k (M_{x,k}(x^{k+1} - \hat{x}^k), M_{y,k}(y^{k+1} - \hat{y}^k)) = 0.\]  

(4.13)

Comparing (4.13) with the expressions of \((x^{k+1}, y^{k+1})\), we obtain

\[(g^k_x, g^k_y) = (Q(x^{k+1} - w^{k+1}), b - A(w^{k+1})) \in \partial f_{\tilde{W}_k}(x^{k+1}, y^{k+1}).\]  

(4.14)

At this point, we need the linearization of \(f_{\tilde{W}_k}\) for brevity. With the help of this subgradient, we define the linearization of \(f_{\tilde{W}_k}\) at \((x^k, y^k)\) as

\[\bar{f}_k(x, y) = f_{\tilde{W}_k}(x, y) + \langle g^k_x, x - x^k \rangle + \langle g^k_y, y - y^k \rangle.\]  

(4.15)

In addition,

\[(g^k_x, g^k_y) \in \partial_{\varepsilon_k} f(\hat{x}^k, \hat{y}^k),\]  

(4.16)

where

\[0 \leq \varepsilon_k := f(\hat{x}^k, \hat{y}^k) - \bar{f}_k(\hat{x}^k, \hat{y}^k).\]  

(4.17)

To see this, note that in view of (4.14) and Proposition 4.2, for any \((x, y) \in V \times R^m\),

\[f_{\tilde{W}_k}(x, y) \geq f_{\tilde{W}_k}(x^{k+1}, y^{k+1}) + \langle g^k_x, x - x^k \rangle + \langle g^k_y, y - y^k \rangle = \bar{f}_k(x, y),\]

so that

\[\varepsilon_k \geq f_{\tilde{W}_k}(x^k, y^k) - \bar{f}_k(x^k, y^k) \geq 0.\]

Hence

\[f(\hat{x}^k, \hat{y}^k) + \langle x - \hat{x}^k, Q(x^{k+1} - w^{k+1}) \rangle + \langle y - \hat{y}^k, b - A(w^{k+1}) \rangle - \varepsilon_k \]

\[= f_{\tilde{W}_k}(x^{k+1}, y^{k+1}) + \langle x - x^{k+1}, Q(x^{k+1} - w^{k+1}) \rangle + \langle y - y^{k+1}, b - A(w^{k+1}) \rangle \]

\[\leq f_{\tilde{W}_k}(x, y) \leq f(x, y).\]
The approximate subgradient relation in (4.13) can certainly be employed to derive an optimality estimate. In doing so, owing to (4.14), one needs to compute \( f(\hat{x}^k, \hat{y}^k) \) exactly, which may be expensive. Thus we would like to provide a relaxation of \( \varepsilon_k \) in the following corollary, which enables us to make an optimality estimate tractable.

**Corollary 4.1.** Suppose that \((\lambda_{ap}^{k+1}, \bar{c}^{k+1}, c^{k+1})\) and \((\hat{\lambda}_k, \hat{c}, \hat{c}^k)\) are Ritz-type triplets for \(\lambda_1(-\hat{s} - A^*(y^{k+1}) - Q(x^{k+1}))\) and \(\lambda_1(-\hat{s} - A^*(\hat{y}^k) - Q(\hat{x}^k))\), respectively. Then we have

\[
(g_x^k, g_y^k) \in \partial_{\eta^k} f(x^{k+1}, y^{k+1}) \quad \text{and} \quad (g_x^k, g_y^k) \in \partial_{\tau^k} f(\hat{x}^k, \hat{y}^k)
\]

where

\[
\eta^k = f_u(x^{k+1}, y^{k+1}) - f_{u^{k+1}}(x^{k+1}, y^{k+1}),
\]

\[
\tau^k = f_1(\hat{x}^k, \hat{y}^k) + \alpha \epsilon^k - \bar{f}_k(\hat{x}^k, \hat{y}^k) \geq 0.
\]

**Proof.** In view of the property of the Ritz-type triplet for \(\lambda_1(-\hat{s} - A^*(y^{k+1}) - Q(x^{k+1}))\) described in Proposition 4.1, for any \((x, y) \in \mathbb{V} \times \mathbb{R}^m\), it holds

\[
f(x, y) \geq f_{\hat{W}}(x, y) \geq f(W_k)(x^{k+1}, y^{k+1}) + \langle g_x^k, x - x^{k+1} \rangle + \langle g_y^k, y - y^{k+1} \rangle
\]

\[
\geq \alpha \lambda_1(-\hat{s} - A^*(y^{k+1}) - Q(x^{k+1})) + \langle g_x^k, x - x^{k+1} \rangle + \langle g_y^k, y - y^{k+1} \rangle
\]

\[
- (\alpha \lambda_{ap}^{k+1} + \alpha \epsilon^k + \bar{f}_k(x^{k+1}, y^{k+1}))
\]

\[
\overset{\text{(15)}}{=} f(x^{k+1}, y^{k+1}) + \langle g_x^k, x - x^{k+1} \rangle + \langle g_y^k, y - y^{k+1} \rangle - (\alpha \lambda_{ap}^{k+1} + \alpha \epsilon^k + \bar{f}_k(x^{k+1}, y^{k+1}))
\]

\[
\overset{\text{(16)}}{=} f(x^{k+1}, y^{k+1}) + \langle g_x^k, x - x^{k+1} \rangle + \langle g_y^k, y - y^{k+1} \rangle - f_u(x^{k+1}, y^{k+1}) + f_{u^{k+1}}(x^{k+1}, y^{k+1}).
\]

Since \(w^{k+1} \in \alpha \mathcal{W}\), it follows

\[
\langle w^{k+1}, -\hat{s} - A^*(y^{k+1}) - Q(x^{k+1}) \rangle \leq \alpha \lambda_1(-\hat{s} - A^*(y^{k+1}) - Q(x^{k+1})),
\]

whence \(\eta^k \geq 0\) and \((g_x^k, g_y^k) \in \partial_{\eta^k} f(x^{k+1}, y^{k+1})\).

Putting together (4.13) and the property of the Ritz-type triplet for the largest eigenvalue \(\lambda_1(-\hat{s} - A^*(\hat{y}^k) - Q(\hat{x}^k))\) described in Proposition 4.1, we obtain \(\tau^k \geq \varepsilon_k \geq 0\), whence \((g_x^k, g_y^k) \in \partial_{\tau^k} f(\hat{x}^k, \hat{y}^k)\) is satisfied by (4.14). 

\[\Box\]
Set

\[ d^k := (d^k_x, d^k_y) := (x^{k+1} - \hat{x}^k, y^{k+1} - \hat{y}^k), \quad \nu^k = \|d^k_x\|_{\mathcal{M}_x,k} + \|d^k_y\|_{\mathcal{M}_y,k}. \quad (4.21) \]

In accordance with (4.21), we have, for \( i = 1, 2, \)

\[ \langle g^k_x, x - x^i \rangle + \langle g^k_y, y - y^i \rangle = \nu_k(\langle \mathcal{M}_{x,k}(\hat{x}^k - x^{k+1}), x - x^i \rangle + \langle \mathcal{M}_{y,k}(\hat{y}^k - y^{k+1}), y - y^i \rangle) \]

\[ = \nu_k(\langle \mathcal{M}_{x,k}^{1/2}(\hat{x}^k - x^{k+1}), \mathcal{M}_{x,k}^{1/2}(x - x^i) \rangle + \langle \mathcal{M}_{y,k}^{1/2}(\hat{y}^k - y^{k+1}), \mathcal{M}_{y,k}^{1/2}(y - y^i) \rangle) \]

\[ \leq \nu_k \mathcal{M}_{x,k}^{1/2}(d^k_x) \|x - x^i\|_F + \|\nu_k \mathcal{M}_{y,k}^{1/2}d^k_y\|_2 \|\mathcal{M}_{y,k}^{1/2}\|_2 \|y - y^i\|_2 \]

\[ \leq \nu_k(\|\mathcal{M}_{x,k}^{-1/2}(g^k_x)\|_F + \|\mathcal{M}_{y,k}^{-1/2}g^k_y\|_2^{1/2}/2) \|x - x^i\|_F + \|y - y^i\|_2^{1/2} \]

\[ = \nu_k \sqrt{l^k_d}(\|x - x^i\|_F^2 + \|y - y^i\|_2^{1/2})^{1/2}, \]

where

\[ \eta_k = \max\{\|\mathcal{M}_{x,k}^{1/2}\|_2, \|\mathcal{M}_{y,k}^{1/2}\|_2\} > 0, \quad (4.22) \]

\( (x^1, y^1) = (\hat{x}^k, \hat{y}^k) \) and \( (x^2, y^2) = (x^{k+1}, y^{k+1}) \).

We now have the necessary ingredients for deriving the optimality estimate. The approximate subgradients in (4.13) yield the optimality estimate

\[ f(\hat{x}^k, \hat{y}^k) \leq f(x, y) + \nu_k \nu_k \sqrt{l^k_d}(\|x - \hat{x}^k\|_F^2 + \|y - \hat{y}^k\|_2^{1/2})^{1/2} + \tau^k \quad (4.23) \]

\[ f(x^{k+1}, y^{k+1}) \leq f(x, y) + \nu_k \nu_k \sqrt{l^k_d}(\|x - x^{k+1}\|_F^2 + \|y - y^{k+1}\|_2^{1/2})^{1/2} + \eta^k \quad (4.24) \]

for all \( (x, y) \in \mathbb{V} \times \mathbb{R}^m \).

The inequalities (4.22) and (4.23) say that the point \( (\hat{x}^k, \hat{y}^k) \) or \( (x^{k+1}, y^{k+1}) \) is optimal if the optimality measure

\[ \varpi^k = \max\left\{ \nu_k \nu_k \sqrt{l^k_d}, \min\{\eta^k, \tau^k\} \right\}, \quad (4.25) \]

is zero, a result which will be established in the following proposition providing a stopping criterion for our algorithm. Meanwhile, the coming result also tackles the case of a finite number of iterations for our method.
Proposition 4.3. For \( w \in \mathcal{W}^k \), let \( x^k_{\text{min}}(w) \) and \( y^k_{\text{min}}(w) \) be defined by (4.12) and (4.11), respectively, it holds

\[
\begin{align*}
L^k(x, y, w) &= L^k(x^k_{\text{min}}(w), y^k_{\text{min}}(w), w) + \\
&= \langle \mathcal{A}(w) - b, y^k_{\text{min}}(w) - y \rangle + \langle \mathcal{Q}(w - \hat{x}^k), x^k_{\text{min}}(w) - x \rangle + \\
&\quad + \frac{1}{2} \|x - x^k_{\text{min}}(w)\|^2_{\mathcal{T}_k} - \|x^k_{\text{min}}(w)\|^2_{\mathcal{T}_k} - 2\langle x - x^k_{\text{min}}(w), \mathcal{T}_k(\hat{x}^k) \rangle + \\
&\quad + \frac{\nu_k}{2} (\|y\|^2_{M_{y,k}} - \|y^k_{\text{min}}(w)\|^2_{M_{y,k}} - 2\langle y - y^k_{\text{min}}(w), M_{y,k}(\hat{y}^k) \rangle)
\end{align*}
\]

Moreover, if \((x^{k+1}, y^{k+1})\) satisfies (4.4) and \( w^{k+1} \) is an optimal solution of (SQSCP), then

\[
L^k(x^{k+1}, y^{k+1}, w^{k+1}) \leq f(\hat{x}^k, \hat{y}^k),
\]

and if, in addition, \( x^k = 0 \) then \( f(\hat{x}^k, \hat{y}^k) = f_{w^{k+1}}(x^{k+1}, y^{k+1}) \) and \((\hat{x}^k, \hat{y}^k)\) is optimal.

Proof. By (4.12), together with (4.11) and (4.13), it follows

\[
\begin{align*}
L^k(x, y, w) - L^k(x^k_{\text{min}}(w), y^k_{\text{min}}(w), w) = & \langle \mathcal{A}(w) - b, y^k_{\text{min}}(w) - y \rangle + \langle \mathcal{Q}(w - \hat{x}^k), x^k_{\text{min}}(w) - x \rangle + \\
& + \frac{1}{2} \|x - x^k_{\text{min}}(w)\|^2_{\mathcal{T}_k} - \|x^k_{\text{min}}(w)\|^2_{\mathcal{T}_k} - 2\langle x - x^k_{\text{min}}(w), \mathcal{T}_k(\hat{x}^k) \rangle + \\
& + \frac{\nu_k}{2} (\|y\|^2_{M_{y,k}} - \|y^k_{\text{min}}(w)\|^2_{M_{y,k}} - 2\langle y - y^k_{\text{min}}(w), M_{y,k}(\hat{y}^k) \rangle)
\end{align*}
\]

From Proposition 4.2, this yields

\[
\begin{align*}
L^k(x^{k+1}, y^{k+1}, w^{k+1}) = & \min_{x,y} L^k(x, y, w^{k+1}) \leq L^k(\hat{x}^k, \hat{y}^k, w^{k+1}) + \\
& + \langle \mathcal{A}^*(\hat{y}^k) - \mathcal{Q}(\hat{x}^k), w^{k+1} \rangle + b^T \hat{y}^k + \frac{1}{2} \langle \hat{x}^k, \mathcal{Q}(\hat{x}^k) \rangle + \\
& + \frac{\nu_k}{2} \|y^k_{\text{min}}(w)\|^2_{M_{y,k}} - 2\langle y - y^k_{\text{min}}(w), M_{y,k}(\hat{y}^k) \rangle
\end{align*}
\]

\[
\leq \max_{w \in \mathcal{W}} \langle -\hat{s} - \mathcal{A}^*(\hat{y}^k) - \mathcal{Q}(\hat{x}^k), w \rangle + b^T \hat{y}^k + \frac{1}{2} \langle \hat{x}^k, \mathcal{Q}(\hat{x}^k) \rangle = f(\hat{x}^k, \hat{y}^k).
\]
If \( \omega k = 0 \), then min\( \{ \eta k, \tau k \} \) = 0 and \( l^k = 0 \).

Since both \( M_{x,k} \) and \( M_{y,k} \) are invertible, by \( l^k = 0 \), we get \( x^{k+1} = \hat{x}^k \) and \( y^{k+1} = \hat{y}^k \). Furthermore, in combination with (4.13), we have \( (g_x^k, g_y^k) = (0, 0) \). Together with (4.13), it then follows \( (0, 0) \in \partial f(x^{k+1}, y^{k+1}) = \partial f(\hat{x}^k, \hat{y}^k) \) because at least one of \( \eta^k \) and \( \tau^k \) is equal to 0. Hence \( (\hat{x}^k, \hat{y}^k) \) is optimal.

If \( \eta^k = 0 \), using (4.19) and Proposition 3.4, we have
\[
\alpha \lambda_1 (\hat{s} - \mathcal{A}^*(y^{k+1}) - Q(x^{k+1})) \leq \langle w^{k+1}, -\hat{s} - \mathcal{A}^*(y^{k+1}) - Q(x^{k+1}) \rangle.
\]
Consequently, \( f_{w^{k+1}}(x^{k+1}, y^{k+1}) = f(x^{k+1}, y^{k+1}) = f(\hat{x}^k, \hat{y}^k) \) since \( x^{k+1} = \hat{x}^k \) and \( y^{k+1} = \hat{y}^k \).

If \( \tau^k = 0 \), by virtue of (4.15), (4.20) and Proposition 3.4, we obtain
\[
f^{(\hat{x}^k, \hat{y}^k)} \leq f_{w^{k+1}}(x^{k+1}, y^{k+1}) \leq L^{k}(x^{k+1}, y^{k+1}, w^{k+1}),
\]
hence \( f(\hat{x}^k, \hat{y}^k) = f_{w^{k+1}}(x^{k+1}, y^{k+1}) \) by (4.27).

### 4.2.3 Updating the model \( \mathcal{W}^{k} \)

In this subsection, we exploit aggregation to keep the rank \( r_k \) of \( \mathcal{V}^{(r_k)} \) small. The technique is to compress the indispensable information into a single aggregate sub-gradient.

Suppose that we are given an approximate subgradient of \( \lambda_1 (\hat{s} - \mathcal{A}^*(y^{k+1}) - Q(x^{k+1})) \) at iteration \( k \), via the scheme of the proximal bundle method, we could wish that this new approximate subgradient information can be added into the updated model \( \hat{W}^{k+1} \). To this end, we need the following ingredients. First, we shall present an orthonormalization process, see Algorithm 4.3, to create a system of mutually orthogonal primitive idempotents, which in turn further generate the underlying subalgebra of \( \hat{W}^{k+1} \).

Let \( (v^*, \xi^*) \) be the optimal solution for the subproblem. Apply the spectral decomposition theorem in the subalgebra \( \mathcal{V}_k^{(r_k)} \) to decompose \( v^* \) into
\[
v^* = \sum_{i=1}^{r_k} \lambda_i^k(v^*, \mathcal{V}_k^{(r_k)}) \xi_i^k,
\]
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where \( \{c^k_1, \cdots, c^k_{r_k}\} \) is a Jordan frame in \( \mathbb{V}^{(r_k)} \).

We denote \( \lambda^k_i(v^*, \mathbb{V}^{(r_k)}) \) by \( \lambda^k_i \) for \( i = 1, \cdots, r_k \). Since \( v^* \in \mathbb{K}^{(r_k)} \), there holds \( \lambda^k_i \geq 0 \), \( i = 1, \cdots, r_k \). Assume that the first \( l_k \) eigenvalues are the “large” eigenvalues of \( v^* \). Let \( \tilde{c}_{k+1} \) be a primitive idempotent corresponding to the approximate eigenvalue of \( -\hat{s} - A^*(y^{k+1}) - Q(x^{k+1}) \), we specify that

\[
\{c^k_{1, k+1}, \cdots, c^k_{r_k+1, k+1}\} := \text{orth}\{c^k_1, \cdots, c^k_{l_k}, \tilde{c}_{k+1}\},
\]

\[
e_{r_{k+1}}^k = c_{1, k+1} + \cdots + c_{r_{k+1}, k+1},
\]

\[
\mathbb{V}^{(r_{k+1})}_{k+1} = \left\{ x \in \mathbb{V} \mid x \circ e_{r_{k+1}}^k = x \right\},
\]

\[
\mathbb{K}^{(r_{k+1})}_{k+1} = \mathbb{V}^{(r_{k+1})}_{k+1} \cap \mathbb{K},
\]

where \( 1 \leq r_{k+1} \leq r \), and \( \text{orth}\{a_1, a_2, \cdots, a_m\} \) is the orthonormalization of a finite set of elements \( \{a_1, a_2, \cdots, a_m\} \subseteq \mathbb{V} \). It is significant to note that here orthogonality is with respect to the Jordan product. In what follows, we will see that how to achieve (4.28).

The next result is crucial to orthonormalize a set of finite elements in \( \mathbb{V} \).

**Proposition 4.4.** For every nonzero \( u \in \mathbb{V} \) and a primitive idempotent \( c \in \mathbb{V} \), there exist a primitive idempotent \( a \in \mathbb{V} \) such that

\[
P_u(c) = \langle u^2, c \rangle a.
\]

Moreover, if \( u \) is a scalar multiple of a primitive idempotent, then \( P_u(c) = 0 \) if and only if \( \langle u, c \rangle = 0 \).

**Proof.** Since the trace is associative, \( tr(P_u(c)) = \langle u^2, c \rangle \). If \( P_u(c) = 0 \), then \( \langle u^2, c \rangle = 0 \), therefore \( a \) can be any primitive idempotent. We are done.

Now we suppose that \( P_u(c) \neq 0 \). By a characterization of eigenvalues of \( P_{P_u(c)} \) given by (iii) of Lemma 12 in [33] and (iii) of Corollary [33], it suffices to show that \( P_{P_u(c)} \) has exactly one nonzero eigenvalue.

In view of (ii) in Proposition [33] we have

\[
P_{P_u(c)} = P_u P c P_u.
\]
Denote \( \dim(\mathcal{V}) \) by \( n \). By means of (iii) of [12, Lemma 12], the eigenvalues of \( P_c \) are 1 and 0. Since \( \mathcal{V}(c, 1) \) is the eigenspace of \( P_c \) corresponding to the eigenvalue 1, together with (ii) of Corollary [1], it deduces that \( P_c \) has eigenvalues 1 with multiplicity one and 0 with multiplicity \( n - 1 \). Thus, it is possible to expand the system \( \{c\} \) to a canonical orthonormal (w.r.t. the trace inner product) basis \( \{c, u_1, \cdots, u_{n-1}\} \) of \( \mathcal{V} \), such that the matrix representation of \( P_c \) with respect to this basis is \( \text{Diag}(1, 0, \cdots, 0) \).

Suppose that the matrix representation of \( P_u \) with respect to this basis is \( A \), then the matrix representation of \( P_{P_u(c)} \) with respect to this basis is \( ADiag(1, 0, \cdots, 0)A \). Since \( u \neq 0 \), we can assume without loss of generality that the first column of \( A \) is nonzero. By virtue of \( A \) being symmetric, the rank of \( ADiag(1, 0, \cdots, 0)A \) is one. Therefore \( ADiag(1, 0, \cdots, 0)A \) has exactly one nonzero eigenvalue. The second statement follows from Proposition [12]. The proof is complete.

By adding a primitive idempotent to a finite set of mutually orthogonal primitive idempotents, a finite set of primitive idempotents is generated. However, how to orthonormalize the resulting finite set? Hereby, we propose the following algorithm to resolve this problem.

**Algorithm 4.2.**

**Input:** a set of linearly independent primitive idempotents \( \{a_1, \cdots, a_k\} \), \( 2 \leq k \leq r \), where \( a_1, \cdots, a_{k-1} \) are mutually orthogonal primitive idempotents.

**Output:** a set of mutually orthogonal primitive idempotents

\[
\{c_1, \cdots, c_l\} := \text{orth}\{a_1, \cdots, a_k\}, \ l \leq k,
\]

which is a Jordan frame of the subalgebra generated by \( \{a_1, \cdots, a_k\} \).

Perform the following steps.

1. Set \( c_i = a_i, \ i = 1, \cdots, k - 1 \).

2. Set \( c' = e - c_1 \cdots - c_{k-1} \). If \( \langle c', a_k \rangle = 0 \), then \( l = k - 1 \), stop. Otherwise, set

\[
c_k = \frac{1}{1 - \sum_{i=1}^{k-1} \langle c_i, a_k \rangle} \left[ a_k + \sum_{i=1}^{k-1} \langle c_i, a_k \rangle c_i + 4 \sum_{1 \leq i < j \leq k-1} L_{c_i}(L_{c_j}(a_k)) - 2 \sum_{i=1}^{k-1} L_{c_i}(a_k) \right].
\]

(4.29)
We next present a process to orthonormalize a finite set of linearly independent primitive idempotents. The process takes $k$ linearly independent primitive idempotents to an orthonormal set that spans a subalgebra of $V$, whose rank is at most $k$.

**Algorithm 4.3.** Input: a set of linearly independent primitive idempotents $\{a_1, \cdots, a_k\}$, $2 \leq k \leq r$.

Output: a set of mutually orthogonal primitive idempotents $\{c_1, \cdots, c_l\} := \text{orth}\{a_1, \cdots, a_k\}$, $l \leq k$,

which is a Jordan frame of the subalgebra generated by $\{a_1, \cdots, a_k\}$.

Set $c_1 := a_1$ and $S_1 := \{c_1\}$.

For $i = 2, \cdots, k$, do

$S_i := \text{orth}\{S_{i-1}, a_i\}$, generated by Algorithm 4.2. Denote the cardinality of $S_i$ by $\kappa(i)$, and we list the elements in $S_i$ as $\{c_1, \cdots, c_{\kappa(i)}\}$.

end

The following result tells us that idempotents generated by Algorithm 4.3 are well defined, which, in turn, establishes that the new approximate subgradient $\tilde{c}_{l+1}$ has the desired property

$$\tilde{c}_{k+1} \in \mathcal{V}_{k+1}^{(r_k+1)}.$$

(4.30)

**Theorem 4.1.** Suppose that $a_1, \cdots, a_k$ ($2 \leq k \leq r$) are linearly independent primitive idempotents, then

$$\{c_1, \cdots, c_l\} := \text{orth}\{a_1, \cdots, a_k\}, \ l \leq k,$$

generated by Algorithm 4.3, is well defined, and for $i = 1, \cdots, k$,

$$a_i \in \mathcal{V}^{(i)} = \{x \in \mathcal{V} \mid x \circ (c_1 + \cdots + c_l) = x\}.$$

Proof. We first show that Algorithm 4.2 works, which, in turn, shows that Algorithm 4.3 is well defined. For a set of mutually orthogonal primitive idempotents $\{c_1, \cdots, c_l\}$,
in light of (ii) of Proposition 2.9, we have

\[ \{ x \in V \mid x \circ (c_1 + \cdots + c_i) = x \} \subseteq \{ x \in V \mid x \circ (c_1 + \cdots + c_i + c_{i+1}) = x \} \]

for \( 1 \leq i \leq l - 1 \). Together with the design of Algorithm 4.2 it then suffices to prove that

\[ \{ c_1, \cdots, c_{\kappa(i)} \} := \text{orth}\{ c_1, \cdots, c_{\kappa(i-1)}, a_i \} \]

is well defined for every fixed \( i \) in \( \{ 2, \cdots, k \} \), where \( c_1, \cdots, c_{\kappa(i-1)} \) are mutually orthogonal primitive idempotents, and

\[ a_i \in V^{\kappa(i)} = \{ x \in V \mid x \circ (c_1 + \cdots + c_{\kappa(i)}) = x \}, \ \kappa(i) \leq i. \]

Thus without loss of generality we may assume \( i = k, \ \kappa(i) = l \) and \( \kappa(i-1) = k - 1 \).

Set \( c' = e - c_1 - \cdots - c_{k-1} \). By virtue of Proposition 2.9, there exists a primitive idempotent \( c_k \in V \) such that \( P_{c'}(a_k) = \langle c', a_k \rangle c_k =: \gamma c_k \). We see that \( P_{c'}(a_k) = 0 \) if and only if \( \langle c', a_k \rangle = 1 - \sum_{i=1}^{k-1} \langle c_i, a_k \rangle = 0 \) by Proposition 2.9. In this case \( c_k \) can be any primitive idempotent which is orthogonal to \( c_1, \cdots, c_{k-1} \), and we set \( l = k - 1 \).

Otherwise, \( \langle c_k, c_i \rangle = \frac{1}{\gamma} \langle a_k, P_{c'}(c_i) \rangle = 0, \ i = 1, \cdots, k - 1, \)

since \( \langle c', c_i \rangle = 0 \) and then \( P_{c'}(c_i) = 0 \) by Proposition 2.9. We set \( l = k \). By Proposition 2.9, it yields \( c_k \circ c_i = 0, \ i = 1, \cdots, k - 1 \). Hence, it is possible to complete the system \( \{ c_1, \cdots, c_k \} \) to a Jordan frame \( \{ c_1, \cdots, c_k, \cdots, c_r \} \) of \( V \), and

\[ c' = c_k + \cdots + c_r. \quad (4.31) \]

Using the Peirce decomposition Theorem 2.4, we obtain

\[ a_k = \sum_{i=1}^{k} x_i c_i + \sum_{1 \leq i < j \leq k} x_{ij} + \sum_{i=k+1}^{r} x_i c_i + \sum_{k+1 \leq i < j \leq r} x_{ij} + \sum_{1 \leq i \leq k < j \leq r} x_{ij}. \quad (4.32) \]

Applying \( P_{c'} \) on the both sides of (4.32), together with (4.31) and (v) in Proposition
we then obtain
\[ \gamma c_k = \sum_{i=k}^{r} x_i c_i + \sum_{k \leq i < j \leq r} x_{ij}. \]
Taking the inner product with \( c_i \) on the both sides of the above equation with \( i = k, \cdots, r \), we have
\[ x_k = \gamma \text{ and } x_i = 0, \quad i = k + 1, \cdots, r, \quad (4.33) \]
whence \( \sum_{k \leq i < j \leq r} x_{ij} = 0 \), which follows \( \langle a_k, c_i \rangle = 0 \) by taking the inner product with \( c_i \) on the both sides of \((4.32)\), \( i = k + 1, \cdots, r \). Therefore, \( a_k \circ c_i = 0, \quad i = k + 1, \cdots, r \) by Proposition 2.5. Thus, we have
\[ a_k \in \begin{cases} \{ x \in \mathbb{V} \mid x \circ (c_1 + \cdots + c_{k-1}) = x \} & \text{if } \gamma = 0, \\ \{ x \in \mathbb{V} \mid x \circ (c_1 + \cdots + c_k) = x \} & \text{if } \gamma \neq 0. \end{cases} \]
Furthermore, taking the product \( \circ \) with \( c_i \) on the both sides of \((4.32)\) for \( i = k + 1, \cdots, r \), and then summing them up on both sides, we obtain
\[ \sum_{k+1 \leq i < j \leq r} x_{ij} + \frac{1}{2} \sum_{1 \leq i < j \leq r} x_{ij} = 0. \]
On the other hand, \( \sum_{k \leq i < j \leq r} x_{ij} = 0 \) and \( \sum_{j=k+1} x_{kj} = 2c_k \circ (\sum_{k \leq i < j \leq r} x_{ij}) = c_k \circ 0 = 0 \) imply
\[ \sum_{k+1 \leq i < j \leq r} x_{ij} = 0, \quad (4.34) \]
thus
\[ \sum_{1 \leq i < j \leq r} x_{ij} = 0. \quad (4.35) \]
We shall prove the equation \((4.34)\) is valid for \( \gamma \neq 0 \).
In combination with \((4.33)\), \((4.34)\) and \((4.35)\), we can further rewrite \( a_k \) to
\[ a_k = \sum_{i=1}^{k-1} x_i c_i + \sum_{1 \leq i < j \leq k-1} x_{ij} + \gamma c_k + \sum_{i=1}^{k-1} x_{ik}, \]
where \( x_i = \langle c_i, a_k \rangle, \quad i = 1, \cdots, k - 1 \). Meanwhile, \( 1 = tr(a_k) = \sum_{i=1}^{k-1} x_i + \gamma \) implies
that
\[ \gamma = 1 - \sum_{i=1}^{k-1} \langle c_i, a_k \rangle. \]

Since \((\sum_{i=1}^{k-1} c_i) \circ (\sum_{1 \leq i < j \leq k-1} x_{ij}) = \sum_{1 \leq i < j \leq k-1} x_{ij}\) by (i) and (ii) of Proposition 2.9, we have
\[ \sum_{i=1}^{k-1} x_{ik} = 2 \left[ \sum_{i=1}^{k-1} c_i \circ a_k - \sum_{i=1}^{k-1} x_i c_i - \sum_{1 \leq i < j \leq k-1} x_{ij} \right], \]
which proves (4.29).

We are now on a position to provide an orthonormalization procedure for (4.28).

**Case 1.** \(c_1^k, \ldots, c_{l_k}^k, \tilde{c}_{k+1}^k\) are linearly dependent. Set
\[ \{c_{1,k+1}, \ldots, c_{r_{k+1},k+1}\} = \{c_1^k, \ldots, c_{l_k}^k\}. \]
Obviously, (4.30) holds.

**Case 2.** \(c_1^k, \ldots, c_{l_k}^k, \tilde{c}_{k+1}^k\) are linearly independent. In this case \(\{c_{1,k+1}, \ldots, c_{r_{k+1},k+1}\}\) can be generated by Algorithm 4.2, where \(r_{k+1} \leq l_k + 1\). Again, (4.30) holds.

Set \(\bar{v} = \sum_{i=1}^{l_k} \lambda_i^k c_i^k\) and
\[ \bar{w}_{k+1} = \frac{\sum_{i=l_{k+1}}^{r_k} \lambda_i^k c_i^k + \xi^* \bar{w}_k}{\sum_{i=l_{k+1}}^{r_k} \lambda_i^k + \xi^*}. \tag{4.36} \]
Then \(tr(\bar{w}_{k+1}) = 1\), whence \(\bar{w}_{k+1} \in \mathcal{W}\).

Clearly, \(\bar{v} = \sum_{i=1}^{l_k} \lambda_i^k c_{i,k+1} \in \mathcal{K}^{(r_k+1)}\) and (4.28) implies \(\tilde{c}_{k+1} \in \mathcal{V}^{(r_k)}\) by Theorem 4.1. Therefore
\[ w_{ap}^{k+1} := \alpha \tilde{c}_{k+1} \in \mathcal{W}^{k+1}, \]
\[ w^{k+1} = v^* + \xi^* \bar{w}_k = \bar{v} + \left( \sum_{i=l_{k+1}}^{r_k} \lambda_i^k + \xi^* \right) \bar{w}_{k+1} \in \mathcal{W}^{k+1}. \]

We can now summarize the above analysis as follows.
Proposition 4.5. For \( w_{ap}^{k+1} = \alpha \hat{c}_{k+1} \), update formulas (4.28) and (4.36) ensure that both \( w_{ap}^{k+1} \) and \( w^{k+1} \) belong to \( \bar{W}^{k+1} \) of (4.3).

We will see from the convergence analysis that the property of \( w_{ap}^{k+1} \) and \( w^{k+1} \) described in the above proposition is all that is needed to guarantee convergence.

4.2.4 Updating the weight \( \nu_k \)

The choice of weight \( \nu_k \) is somewhat of an art, which impacts significantly both global convergence in theory and efficiency in practice. For instance, as indicated in [30], a suitable adjustment of \( \nu_k \) shall guide \( f_{\bar{W}^k} \) to the area where it is a reliable approximation of \( f \). There are several wise update rules published in the literature, see, for instance, [11, 49, 91]. The updating rule here is the same as [49], we outline the main results here.

First we detect whether \( \nu_k \) is too large.

Let \( d := (d_x, d_y) := (x - \hat{x}^k, y - \hat{y}^k) \). It will be convenient to have an alternate description of \( f_w(x, y) \), which is in terms of \( d \). With the help of (4.4), it yields

\[
f_w(x, y) = f_w(\hat{x}^k, \hat{y}^k) + \langle b - A(w), d_y \rangle + \langle Q(\hat{x}^k - w), d_x \rangle + \frac{1}{2} \langle d_x, Q(d_x) \rangle =: f_w^d(\hat{x}^k, \hat{y}^k, d).
\]

Correspondingly, \( f_{\bar{W}^k}^d((\hat{x}^k, \hat{y}^k), d) = \max_{w \in \bar{W}^k} f_w^d((\hat{x}^k, \hat{y}^k), d) \), thus

\[
f_{\bar{W}^k}^d((\hat{x}^k, \hat{y}^k), 0) = f_{\bar{W}^k}(\hat{x}^k, \hat{y}^k) \leq f(\hat{x}^k, \hat{y}^k).
\]

By virtue of the convexity of \( f_{\bar{W}^k}^d((\hat{x}^k, \hat{y}^k), d) \) as a function of \( d \) and \( f_i(\hat{x}^k, \hat{y}^k) \leq f(\hat{x}^k, \hat{y}^k) \), in combination with \( d^k = (x^{k+1} - \hat{x}^k, y^{k+1} - \hat{y}^k) \), we obtain, for \( \kappa \in [0, 1] \),

\[
f_{\bar{W}^k}^d((\hat{x}^k, \hat{y}^k), \kappa d^k) \\
\leq (1 - \kappa) f_{\bar{W}^k}^d((\hat{x}^k, \hat{y}^k), 0) + \kappa f_{\bar{W}^k}^d((\hat{x}^k, \hat{y}^k), d^k) \\
= (1 - \kappa) f_{\bar{W}^k}(\hat{x}^k, \hat{y}^k) + \kappa f_{w^{k+1}}(x^{k+1}, y^{k+1}) \\
\leq (1 - \kappa) f(\hat{x}^k, \hat{y}^k) + \kappa f_{w^{k+1}}(x^{k+1}, y^{k+1}) \\
\leq f(\hat{x}^k, \hat{y}^k) - \kappa \vartheta^k,
\]
with
\[ \vartheta^k = f_l(\hat{x}^k, \hat{y}^k) - f_{w_k+1}(x^{k+1}, y^{k+1}). \] (4.37)

Therefore \( \vartheta^k \) estimates the descent obtained from our model and will subsequently serve as predicted descent of \( f \). We emphasize that \( \vartheta^k \) may be nonpositive and \( f_l(\hat{x}^k, \hat{y}^k) - f_u(x^{k+1}, y^{k+1}) \geq \kappa \vartheta^k \) can guarantee \( \vartheta^k > 0 \) for \( \kappa \in (0, 1) \). Alternatively, we can rewrite the predicted descent \( \vartheta^k \) in terms of \( \tau^k, \hat{\epsilon}^k, \nu_k \), that is,
\begin{align*}
\vartheta^k (4.37) & = f_l(\hat{x}^k, \hat{y}^k) + \alpha \hat{\epsilon}^k - \bar{f}_k(\hat{\hat{x}}^k, \hat{\hat{y}}^k) + \tilde{f}_k(\hat{x}^k, \hat{y}^k) - f_{w_k+1}(x^{k+1}, y^{k+1}) \\
& = \tau^k - \alpha \hat{\epsilon}^k + \langle g_{\hat{x}}^k, \hat{\hat{x}}^k - x^{k+1} \rangle + \langle g_{\hat{y}}^k, \hat{\hat{y}}^k - y^{k+1} \rangle. \\
& = \tau^k - \alpha \hat{\epsilon}^k + \nu_k I_d. \quad (4.38)
\end{align*}

We now are in a position to derive the reduction of \( \nu_k \).

The weight \( \nu_k \) may be reduced if \( f_{\hat{W}_k} \) is close to \( f_u \) at \( (x^{k+1}, y^{k+1}) \), which is measured by
\[ f_l(\hat{x}^k, \hat{y}^k) - f_u(x^{k+1}, y^{k+1}) \geq m \vartheta^k \] (4.39)
with \( m \in (0.5, 1) \). Setting
\[ \nu_{k+1}^{int} = 2 \nu_k \left[ 1 - \frac{f_l(\hat{x}^k, \hat{y}^k) - f_u(x^{k+1}, y^{k+1})}{\vartheta^k} \right], \quad (4.40) \]
we have \( \frac{\nu_{k+1}^{int}}{\nu_k} \leq 2(1 - m) < 1 \) if (4.38) is satisfied. In this case, we set
\[ \nu_{k+1} = \max \left\{ \nu_{k+1}^{int}, \nu_k \frac{10}{1}, \nu_{\text{min}} \right\}, \quad (4.41) \]
where \( \nu_{\text{min}} \) is a small positive constant.

Now, we investigate the case when \( \nu_k \) seems to be small.

We define the error of new approximation by
\[ e_v^k = f_u(\hat{x}^k, \hat{y}^k) - f_{w_{kp}}(\hat{x}^k, \hat{y}^k), \] (4.42)
and the variation

$$(\text{var})_k = f(\hat{x}^k, \hat{y}^k) - \min \left\{ f(x, y) \mid (x, y) \in \mathcal{B}_M(\hat{x}^k, \hat{y}^k, l_d^k) \right\},$$

where

$$\mathcal{B}_M(\hat{x}^k, \hat{y}^k, l_d^k) = \left\{ (x, y) \in \mathbb{V} \times \mathbb{R} \mid \|x - \hat{x}^k\|_{M_{x,k}}^2 + \|y - \hat{y}^k\|_{M_{y,k}}^2 \leq l_d^k \right\}.$$

Thus, by virtue of $w^{k+1} \in \bar{W}^k$, we obtain

$$0 \leq (\text{var})_k \leq f(\hat{x}^k, \hat{y}^k) - \min \left\{ f_{w^{k+1}}(x, y) \mid (x, y) \in \mathcal{B}_M(\hat{x}^k, \hat{y}^k, l_d^k) \right\}$$

$$= f(\hat{x}^k, \hat{y}^k) - f_{w^{k+1}}(x^{k+1}, y^{k+1})$$

$$\leq f_1(\hat{x}^k, \hat{y}^k) - f_{w^{k+1}}(x^{k+1}, y^{k+1}) + \alpha \varepsilon_k = \theta^k + \alpha \varepsilon_k.$$

One may use the test

$$e^k > \theta^k + \alpha \varepsilon_k \quad (4.43)$$

to decide whether $\nu_k$ should be increased.

### 4.2.5 Description of the algorithm

In this subsection, we present an inexact spectral bundle method for the eigenvalue optimization problem (\texttt{Eigform}), combining ideas from [49], [70] and [38].

In what follows, the expression $[\lambda_{ap}, \tilde{c}, \epsilon] = \text{eigest}(x, y, \delta)$ is the routine that produces a Ritz-type triplet $(\lambda_{ap}, \tilde{c}, \epsilon)$ for $\lambda_1(-\tilde{s} - A^*(y) - Q(x))$ such that $\alpha \epsilon \leq \delta$.

**Algorithm 4.4.** \textbf{Input:} An initial point $(x^0, y^0) \in \mathbb{V} \times \mathbb{R}^m$, an $\varepsilon \geq 0$ for termination, an improvement parameter $m_L \in (0, 0.5)$, an initial subdifferential tolerance $\delta^0$, an initial weight $\nu_0 > \|Q\|_2$, a minimal weight $\nu_{\text{min}} > \|Q\|_2$, set the variation estimate $\theta^0_v = \infty$.

1. **(Initialization)** Set $k = 0$, $\hat{x}^0 = x^0$, $\hat{y}^0 = y^0$, $s = 0$. Call $[\lambda_{ap}^0, \tilde{c}^0, \epsilon^0] = \text{eigest}(\hat{x}^0, \hat{y}^0, \delta^0)$. Compute $(g_{x}^0, g_{y}^0)$, $\bar{W}^0$, and $f_1(\hat{x}^0, \hat{y}^0)$. 63
2. **(Trial point finding)** Solve (SQSCP) to get $w^{k+1}$, compute $(x^{k+1}, y^{k+1})$ and $l^k$ from (4.7) and (4.23), respectively.

3. **(Evaluation)** Call $[\lambda_{ap}^{k+1}, \epsilon^{k+1}, \epsilon^{k+1}] = \text{eigest}(x^{k+1}, y^{k+1}, \delta^k)$. Compute $\eta^k$, $\tau^k$ and $\omega^k$ from (4.19), (4.20) and (4.25), respectively. Set $w_{ap}^{k+1} = \alpha \tilde{c}^{k+1}$.

4. **(Stopping criterion)** If $\omega^k \leq \varepsilon$, then stop.

5. **(Descent step)** If $f_l(\hat{x}^k, \hat{y}^k) - f_l(x^{k+1}, y^{k+1}) \geq m_L \vartheta^k$, then perform the following steps. Otherwise continue with step 6.
   
   (i) Set $(\hat{x}^{k+1}, \hat{y}^{k+1}) = (x^{k+1}, y^{k+1}), \lambda_{ap}^{k+1} = \lambda_{ap}^{k+1}, \epsilon^{k+1} = \epsilon^{k+1},$ and $\tilde{c}^{k+1} = \tilde{c}^{k+1}$.
   
   (ii) Select $\nu_{k+1} \in [\nu_{\min}, \nu_k]$ (e.g. by (4.41)).
   
   (iii) Set
   
   $$\theta^{k+1} = \max \{ \theta^k, 2(\vartheta^k + \alpha \epsilon^k) \}.$$  \hspace{1cm} (4.44)

   (iv) Pick $\delta^{k+1} \leq \delta^k$ to ensure convergence.

   (v) Choose the operator $M_{x,k+1}$ and the matrix $M_{y,k+1}$ such that (1.3) holds.

   (vi) Set $s = s + 1$ and continue with step 7.

6. **(Null step)** Perform the following steps.

   (i) Set $(\hat{x}^{k+1}, \hat{y}^{k+1}) = (\hat{x}^k, \hat{y}^k)$.

   (ii) If $\alpha \epsilon^k > 10 \delta^k$ then call $[\lambda_{ap}^{k+1}, \epsilon^{k+1}, \epsilon^{k+1}] = \text{eigest}(\hat{x}^k, \hat{y}^k, \delta^k)$; otherwise set $\hat{\lambda}_{ap}^{k+1} = \lambda_{ap}^{k+1}, \epsilon^{k+1} = \epsilon^{k+1},$ and $\tilde{c}^{k+1} = \tilde{c}^{k+1}$.

   (iii) Set
   
   $$\theta^{k+1} = \min \{ \theta^k, \vartheta^k + \alpha \epsilon^k \}.$$ \hspace{1cm} (4.45)

   (iv) Either set $\nu_{k+1} = \nu_k$ or choose $\nu_{k+1} \in [\nu_k, 10 \nu_k]$ (e.g. $\nu_{k+1} = \min \{ \nu_{\text{int}}^{k+1}, 10 \nu_k \}$) if
   
   $$\epsilon^k > \max \{ \theta^k, 10(\vartheta^k + \alpha \epsilon^k) \}.$$ \hspace{1cm} (4.46)

   (v) Set $\delta^{k+1} \leq \delta^k$ to ensure convergence.

   (vi) Choose the operator $M_{x,k+1}$ and the matrix $M_{y,k+1}$ such that (1.4) is satisfied.
7. (Updating $\hat{W}^k$) Choose a $\hat{W}^{k+1} \supseteq \{ w^{k+1}, w_{\text{ap}}^{k+1} \}$ of the form (4.3).

8. Set $k := k+1$ and goto step 2.

Remark 4.4. (1). Set $c_{10} = \tilde{c}^0$, $\tilde{w}^0 = \alpha\tilde{c}^0$, then compute $\hat{W}^0$ by the form (4.3).

(2). To see the need for recomputing a Ritz-type triplet $[\hat{\lambda}_{\text{ap}}^{k+1}, \hat{c}^{k+1}, \hat{\epsilon}^{k+1}]$ at step 6, suppose that, starting with iteration $N$, the implementation of Algorithm 4.4 is without the descent test. If the recomputation of the Ritz-type triplet was omitted, (ii) of step 6 would set $[\hat{\lambda}_{\text{ap}}^{k+1}, \hat{c}^{k+1}, \hat{\epsilon}^{k+1}] = [\hat{\lambda}_{\text{ap}}^{k}, \hat{c}^{k}, \hat{\epsilon}^{k}]$. It would yield $\alpha\hat{\epsilon}^{k} \leq \delta^{N-1}$ for any $k > N$, which might prevent convergence. Furthermore, the recomputation can estimate the largest eigenvalue $\lambda_1(-\tilde{s} - A^*(\tilde{y}^{k}) - Q(\tilde{x}^{k}))$ within a decreasing sequence of tolerances in the course of the number of null steps approaching infinity.

(3). At iteration $k+1$, we can choose $\hat{W}^{k+1}$ as follows. Decompose $v^*$ into

$$v^* = \sum_{i=1}^{l_k} \lambda_i^k(v^*, \mathcal{V}_k^{(r_k)})c_i^k + \sum_{i=l_k+1}^{r_k} \lambda_i^k(v^*, \mathcal{V}_k^{(r_k)})c_i^k$$

where $\{c_1^k, \ldots, c_r^k\}$ is a Jordan frame in $\mathcal{V}_k^{(r_k)}$ with $l_k \leq r - 1$. Recall that $l_k$ is the number of the “large” eigenvalues of $v^*$. Compute $\tilde{w}_{k+1}$ and $\{c_1^{k+1}, \ldots, c_{r_{k+1}}^{k+1}\}$ by using (4.36) and Algorithm 4.2, respectively.

(4). It has been pointed out in [11, Sect.10] that a sequence of null steps between two stability centers is just for the sake of the improvement of the model but possessing no new reliable information, the operator $M_{x,k}$ and the matrix $M_{y,k}$ are only updated when a descent step comes up. This updating rule of the metric originates from [58], and it is employed in [48]. At the same time, to the best of our knowledge, most of the literature about the bundle method exploits the special matrix $M_{y,k} = I$ and excludes the variable $x$, see, for instance, [2, 5, 8, 35, 38, 40, 49, 70, 91]. However, in order to ensure convergence, we should use variable metric at both descent steps and null steps in Algorithm 4.4.

(5). Henceforth, we assume that the sequence $\{\|M_{x,k}\|_2, \|M_{y,k}\|_2\}_{k=1}^{\infty}$ is bounded, any accumulation point of $\{M_{x,k}\}$ is a self-adjoint positive definite linear operator, and any accumulation point of $\{M_{y,k}\}$ is positive definite. More precisely, we make the following assumption:
(A3) If the number of null steps or descent steps in Algorithm 4.4 approaches infinity, then \( \{M_{x,k}\} \) converges to a self-adjoint positive definite linear operator and \( \{M_{y,k}\} \) converges to a positive definite matrix. Moreover, both (4.3) and (4.4) are satisfied.

As a consequence, the sequence \( \{\varrho_k\}_{k=1}^{\infty} \) is bounded.

4.3 Convergence analysis

In this section, we give a proof of the global convergence of the inexact spectral bundle method. Although the basic ideas of the proofs of convergence theorems are similar to those presented in [38], their details are more involved due to the existence of a quadratic term in the objective function of the problem.

We will prove the convergence of Algorithm 4.4 for \( \varepsilon = 0 \). If Algorithm 4.4 terminates after a finite number \( K \) of iterations, then by Proposition 4.3, \( (\hat{x}^K, \hat{y}^K) \) is optimal. Thus the case of interest is when Algorithm 4.4 does not stop. The proof of convergence of the algorithm in this setting will be split into several lemmas and propositions. First we consider the case when only null step occurs after some iteration \( N \).

In what follows, we assume that, starting with iteration \( N \), the descent test fails in all subsequent iterations in Algorithm 4.4, i.e.

\[
\hat{x} = \hat{x}^N = \hat{x}^{N+1} = \cdots, \quad \hat{y} = \hat{y}^N = \hat{y}^{N+1} = \cdots.
\]

For any \( k > N \), we define

\[
x^k = x_{\text{min}}^N(w^k) = \hat{x} + T_{k-1}^{-1}(Q(w^k - \hat{x})),
\]

\[
y^k = y_{\text{min}}^N(w^k) = \hat{y} + \frac{1}{\nu_{k-1}} M_{y,k-1}^{-1}(A(w^k) - b).
\]

Lemma 4.1. Let \( \{(x^k, y^k)\}_{k=N}^{\infty} \) be specified by (4.47) and (4.48). If Assumption A3 is satisfied, then

\[
\|x^{k+1} - x^k\|_F \to 0 \text{ and } \|y^{k+1} - y^k\|_2 \to 0 \text{ as } k \to \infty.
\]
Proof. First we prove that the sequence \( \{L^{k-1}(x^k, y^k, w^k)\}_{k=N}^{\infty} \) is nondecreasing.

For any \( k \geq N \), it is easy to see that

\[
L^k(x, y, w) = f_w(x, y) + \frac{\nu_k}{2}(\|x - \hat{x}\|_{M_{x,k}}^2 + \|y - \hat{y}\|_{M_{y,k}}^2)
\]

\[
= (-\hat{s} - A^*(y) - Q(x), w) + b^T y + \frac{1}{2} \langle x, Q(x) \rangle + \frac{\nu_k}{2}(\|x - \hat{x}\|_{M_{x,k}}^2 + \|y - \hat{y}\|_{M_{y,k}}^2).
\]

If there is no descent step from iteration \( N \), then by step 6, \( \nu_{k+1} \geq \nu_k \) for any \( k \geq N \).

Using the definition of \( T_k \) and \( \nu_k \geq \nu_{k-1} \), we have

\[
L^k(x^{k+1}, y^{k+1}, w^k)
\]

\[
= L^k(x^N_{\min}(w^k), y^N_{\min}(w^k), w^k) + \frac{1}{2} \|x^{k+1} - x^N_{\min}(w^k)\|_{T_k}^2 + \frac{\nu_k}{2} \|y^{k+1} - y^N_{\min}(w^k)\|_{M_{y,k}}^2
\]

\[
\geq L^k(x^k, y^k, w^k) + \frac{\nu_k}{2}(\|x^{k+1} - x^k\|_{M_{x,k}}^2 + \|y^{k+1} - y^k\|_{M_{y,k}}^2)
\]

\[
\geq L^{k-1}(x^k, y^k, w^k) + \frac{\nu_{\min}}{2}(\|x^{k+1} - x^k\|_{M_{x,k}}^2 + \|y^{k+1} - y^k\|_{M_{y,k}}^2)
\]

\[
\geq L^{k-1}(x^k, y^k, w^k).
\]

Thus for any \( k \geq N \),

\[
L^{k-1}(x^k, y^k, w^k) \leq L^k(x^{k+1}, y^{k+1}, w^k) \leq L^k(x^{k+1}, y^{k+1}, w^{k+1}) \leq f(\hat{x}, \hat{y}),
\]

where the middle inequality follows from (4.27) and \( w^k \in \hat{W}^k \) by step 3, and the last inequality follows from (4.27). Therefore, there exists some \( f_* \in \mathbb{R} \) such that

\[
L^{k-1}(x^k, y^k, w^k) \uparrow f_* \leq f(\hat{x}, \hat{y}) \text{ as } k \to \infty,
\]

(4.51)
whence
\[ f_\ast \leq f_\ast + \lim_{k \to \infty} \frac{\nu_{\min}}{2} (\|x^{k+1} - x^k\|_{M_{x,k}}^2 + \|y^{k+1} - y^k\|_{M_{y,k}}^2) \leq f_\ast. \]

Therefore
\[ \|x^{k+1} - x^k\|_{M_{x,k}} \to 0 \quad \text{and} \quad \|y^{k+1} - y^k\|_{M_{y,k}} \to 0 \quad \text{as} \quad k \to \infty, \]
whence (4.49) holds by Assumption A3. \( \square \)

**Lemma 4.2.** Let \( \{(x^k, y^k)\}_{k=N}^{\infty} \) be specified by (4.47) and (4.48). If \( \nu_k \uparrow \bar{\nu} \in (0, \infty) \) as \( k \to \infty \) and
\[ f_{w^k}(x^k, y^k) \to f(\hat{x}, \hat{y}) \quad \text{as} \quad k \to \infty, \]
then
\[ (x^k, y^k) \to (\hat{x}, \hat{y}) \quad \text{as} \quad k \to \infty, \]
\[ b - A(w^k) \to 0 \quad \text{and} \quad Q(x^k - w^k) \to 0 \quad \text{as} \quad k \to \infty. \]

**Proof.** Noting that \( w^k \in \alpha W \), we have
\[
\begin{align*}
  f(\hat{x}, \hat{y}) &= \max_{w \in \alpha W} f_w(\hat{x}, \hat{y}) \\
  \geq f_{w^k}(\hat{x}, \hat{y}) + \frac{\nu_{k-1}}{2} (\|\hat{x} - x^k\|_{M_{x,k-1}}^2 + \|\hat{y} - y^k\|_{M_{y,k-1}}^2) \\
  &= L^{-1}(\hat{x}, \hat{y}, w^k) + \frac{1}{2} \|\hat{x} - x^k\|_{\tilde{M}_{k-1}}^2 + \frac{\nu_{k-1}}{2} \|\hat{y} - y^k\|_{\tilde{M}_{y,k-1}}^2 \\
  \geq f_{w^k}(x^k, y^k) + \frac{\nu_{k-1}}{2} \|x^k - \hat{x}\|_{M_{x,k-1}}^2 + \frac{\nu_{k-1}}{2} \|y^k - \hat{y}\|_{M_{y,k-1}}^2.
\end{align*}
\]

Then
\[ \frac{\nu_{k-1}}{2} \|x^k - \hat{x}\|_{M_{x,k-1}}^2 + \frac{\nu_{k-1}}{2} \|y^k - \hat{y}\|_{M_{y,k-1}}^2 \leq f(\hat{x}, \hat{y}) - f_{w^k}(x^k, y^k), \]
whence (4.53) holds by (4.52) and \( \nu_k \uparrow \bar{\nu} > 0 \). Therefore,
\[ b - A(w^k) = \nu_{k-1} M_{y,k-1}(\hat{y} - y^k) \to 0, \]
68
\[ Q(x^k - w^k) = \nu_{k-1}M_{x,k-1}(\hat{x} - x^k) \rightarrow 0, \]

as \( k \rightarrow \infty. \) \qed

**Lemma 4.3.** Let \( \{ (x^k, y^k) \}_{k=N}^\infty \) be specified by (4.44) and (4.45). If Assumption A3 and \( \lim_{k \rightarrow \infty} \delta^k = 0 \) are satisfied, then we have (4.49), (4.50) and (4.51).

**Proof.** The proof of (4.52) hinges on the following observation:

\[ \Delta_k := f(x^k, y^k) - f_{w^k}(x^k, y^k) \rightarrow 0 \text{ as } k \rightarrow \infty. \] (4.55)

We will soon show it.

First of all, we see that (4.48) holds by Lemma 4.1.

Set \( (g_{x,ap}^{k-1}, g_{y,ap}^{k-1}) := (Q(x^k - w^k), b - A(w^k)). \) By step 3, Proposition 3.4 and (3.7), we have

\[ (g_{x,ap}^{k-1}, g_{y,ap}^{k-1}) \in \partial_{k} f(x^k, y^k). \]

Define a linear function on \( V \times \mathbb{R}^m \) by

\[ l^k(x, y) = f_1(x^k, y^k) + \langle g_{x,ap}^{k-1}, x - x^k \rangle + \langle g_{y,ap}^{k-1}, y - y^k \rangle. \]

Clearly,

\[ l^k(x^k, y^k) = f_1(x^k, y^k). \] (4.56)

Since \( w^k_{ap} \in \bar{W}^k \), replacing \( x^k \) with \( \hat{x}^k \) in (4.33), we have

\[ l^k(x, y) = \langle -\hat{s} - A^*(y) - Q(x), w^k_{ap} \rangle + b^T y + \frac{1}{2} \langle x^k, Q(x^k) \rangle + \langle Q(x^k), x - x^k \rangle \]

\[ \leq \langle -\hat{s} - A^*(y) - Q(x), w^k_{ap} \rangle + b^T y + \frac{1}{2} \langle x, Q(x) \rangle \]

\[ \leq \max_{w \in \bar{W}^k} \langle -\hat{s} - A^*(y) - Q(x), w \rangle + b^T y + \frac{1}{2} \langle x, Q(x) \rangle \]

\[ = f_{\bar{W}^k}(x, y). \] (4.57)
Therefore, using the expressions of $L^k(x, y, w)$ and $l^k(x, y)$, we get

$$0 \leq \Delta_k \leq \eta^{k-1} (t^k(x^k, y^k) + \alpha \epsilon^k - f_{w^k}(x^k, y^k)$$

$$= t^k(x^{k+1}, y^{k+1}) - f_{w^k}(x^k, y^k) - \langle g_{x,ap}^{k-1}, x^{k+1} - x^k \rangle - \langle g_{y,ap}^{k-1}, y^{k+1} - y^k \rangle + \alpha \epsilon^k$$

$$\leq f_{w^{k+1}}(x^{k+1}, y^{k+1}) - f_{w^k}(x^k, y^k) - \langle g_{x,ap}^{k-1}, x^{k+1} - x^k \rangle - \langle g_{y,ap}^{k-1}, y^{k+1} - y^k \rangle + \delta^{k-1}$$

$$\leq L^k(x^{k+1}, y^{k+1}, w^{k+1}) - L^k(x^k, y^k, w^k) - \frac{\nu_k}{2} (\|x^{k+1} - \hat{x}\|_{M_x, k}^2 + \|y^{k+1} - \hat{y}\|_{M_y, k})$$

$$+ \frac{\nu_{k-1}}{2} (\|x^k - \hat{x}\|_{M_x, k-1}^2 + \|y^k - \hat{y}\|_{M_y, k-1}^2) + \|b - A(w_{ap}^k)\|_2 \|y^k - y^{k+1}\|_2$$

$$+ \|x^{k+1} - x^k\|_F \|Q(w_{ap}^k - x^k)\|_F + \delta^{k-1},$$

Since $w^k, w_{ap}^k \in \alpha \mathcal{W}$ for any $k \geq N$, $\{\|x^k\|_F\}$, $\{\|y^k\|_F\}$ and $\{\|w_{ap}\|_F\}$ are bounded.

**Case 1.** $\nu_k \uparrow \infty$ as $k \to \infty$.

By (1.4.11) and (1.4.12), we get

$$x^k - \hat{x} = \frac{1}{\nu_{k-1}} M_{x,k-1}^{-1} (Q(x^k - x^k)) \to 0 \quad (4.58)$$

$$y^k - \hat{y} = \frac{1}{\nu_{k-1}} M_{y,k-1}^{-1} (A(w^k) - b) \to 0 \quad (4.59)$$

as $k \to \infty$ since both $\{\|w^k\|_F\}$ and $\{\|x^k\|_F\}$ are bounded, which proves the statement (1.570). Moreover, in view of (1.4.10) and the definition of $T_{k-1}$, we have

$$Q(x^k - \hat{x}) + \nu_{k-1} M_{x,k-1} (x^k - \hat{x}) = Q(x^k - \hat{x}),$$

whence

$$(x^k - \hat{x}) = \frac{1}{\nu_{k-1}} M_{x,k-1}^{-1} Q(x^k - x^k).$$

Therefore, together with (1.4.12), it holds

$$\frac{\nu_{k-1}}{2} (\|x^k - \hat{x}\|_{M_x, k-1}^2 + \|y^k - \hat{y}\|_{M_y, k-1}^2) - \frac{\nu_k}{2} (\|x^{k+1} - \hat{x}\|_{M_x, k}^2 + \|y^{k+1} - \hat{y}\|_{M_y, k}^2)$$

$$\leq \frac{\nu_{k-1}}{2} (\|x^k - \hat{x}\|_{M_x, k-1}^2 + \|y^k - \hat{y}\|_{M_y, k-1}^2)$$
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\[ \frac{1}{2\nu_{k-1}} (\|Q(w^k - x^k)\|^2_{\mathcal{M}^{-1}_{x,k-1}} + \|A(w^k) - b\|^2_{\mathcal{M}^{-1}_{y,k-1}}). \]

Using the above inequality, we further bound

\[ \eta_{k-1} \leq L_k(x^{k+1}, y^{k+1}, w^{k+1}) - L_{k-1}(x^k, y^k, w^k) + \frac{1}{2\nu_{k-1}} (\|Q(w^k - x^k)\|^2_{\mathcal{M}^{-1}_{x,k-1}} + \|A(w^k) - b\|^2_{\mathcal{M}^{-1}_{y,k-1}}) \]

\[ + \|b - A(w^k)\|_2 \|y^k - y^{k+1}\|_2 + \|x^{k+1} - x^k\|_F \|Q(w^k - x^k)\|_F + \delta^{k-1}. \]

The boundedness of \( \|x\|_F \) and \( \|w_k\|_F \) and \( \lim_{k \to \infty} \nu_k = \infty \) result in

\[ \lim_{k \to \infty} \frac{1}{2\nu_{k-1}} (\|Q(w^k - x^k)\|^2_{\mathcal{M}^{-1}_{x,k-1}} + \|A(w^k) - b\|^2_{\mathcal{M}^{-1}_{y,k-1}}) = 0. \]

Therefore, together with \( (4.51) \), \( (4.49) \) and \( \delta_k \to 0 \), it yields \( \lim_{k \to \infty} \eta_{k-1} = 0 \), whence \( \lim_{k \to \infty} \Delta_k = 0 \). Combining this with \( (4.53) \), we obtain \( (4.52) \).

Next, we will show that \( e^k_v \to 0 \) as \( k \to \infty \).

For any \( k > N \), on the one hand,

\[ e^{k-1}_v = f_u(\hat{x}^{k-1}, \hat{y}^{k-1}) - f_{w_{ap}}(\hat{x}^{k-1}, \hat{y}^{k-1}) \]

\[ = \alpha(\hat{\lambda}_{ap}^{k-1} + \hat{\epsilon}^{k-1}) - \langle -\hat{s} - A^*(\hat{y}) - Q(\hat{x}), w^k \rangle \]

\[ \geq \alpha \lambda_1(-\hat{s} - A^*(\hat{y}) - Q(\hat{x})) - \langle -\hat{s} - A^*(\hat{y}) - Q(\hat{x}), w^k \rangle \geq 0. \]

Moreover, by step 6,

\[ \alpha \hat{\epsilon}^k \leq \min\{\delta^{k-1}, 10\delta^k\}, \quad (4.60) \]

hence \( \hat{\epsilon}^k \to 0 \) if \( \delta^k \to 0 \).

On the other hand, it is known that \( \lambda_1(\cdot) \) is locally Lipschitz continuous.

Clearly, \( e^k \to 0 \) if \( \delta^k \to 0 \).

By the definition of the Ritz-type triplet for the largest eigenvalue \( \lambda_1(-\hat{s} - A^*(y^k) - Q(x^k)) \), we see that

\[ \alpha \lambda_{ap}^k = \langle -\hat{s} - A^*(y^k) - Q(x^k), w_{ap}^k \rangle. \quad (4.61) \]
Consequently, in combination with (4.58), (4.59) and $\delta^k \to 0$, we have

$$e_{v^k}^{k-1} \leq \alpha\lambda_1(-\hat{s} - A^*(\hat{y}) - Q(\hat{x})) - (-\hat{s} - A^*(\hat{y}) - Q(\hat{x}), w_{ap}^k) + \alpha e_{v^k}^{k-1}$$

$$= \alpha\lambda_1(-\hat{s} - A^*(\hat{y}) - Q(\hat{x})) - (-\hat{s} - A^*(y^k) - Q(x^k), w_{ap}^k) + \alpha e_{v^k}^{k-1}$$

$$- \langle y^k - \hat{y}, A(w_{ap}^k) \rangle - \langle Q(x^k - \hat{x}), w_{ap}^k \rangle$$

$$\leq \alpha\lambda_1(-\hat{s} - A^*(\hat{y}) - Q(\hat{x})) - \alpha(\lambda_{ap}^k + \epsilon^k) + \alpha\epsilon^k + \alpha e_{v^k}^{k-1}$$

$$- \langle y^k - \hat{y}, A(w_{ap}^k) \rangle - \langle Q(x^k - \hat{x}), w_{ap}^k \rangle$$

$$\leq \alpha(\lambda_{ap}^k + \epsilon^k) + \alpha\epsilon^k + \alpha e_{v^k}^{k-1}$$

$$\to 0$$

as $k \to \infty$, where $L$ is the Lipschitz constant of $\lambda_1(\cdot)$.

By step 1 the above expression yields $\theta_{v^k}^k \to 0$. Therefore

$$\theta_{v^k}^{k-1} + \alpha\epsilon^k \to 0.$$  

Subsequently, by (4.58), it holds

$$\nu_{k-1} l_{d^k}^{k-1} + \tau_{d^k}^{k-1} \to 0 \text{ as } k \to \infty,$$

whence

$$b - A(w^k) = -\nu_{k-1} M_y d_{y^k} = 0$$

and

$$Q(x^k - w^k) = -\nu_{k-1} M_x d_{x^k} \to 0 \text{ as } k \to \infty$$

from (4.58), (4.59) and (4.13), which proves the statement (4.54).

Case 2. $\nu_k \uparrow \overline{\nu} \in (0, \infty)$ as $k \to \infty$.

First we prove that $\Delta_k \to 0$ as $k \to \infty$.  
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Since $\nu^k \leq \bar{\nu}$ for any $k \geq N$, with the help of (4.49), we further bound

$$
\eta_{k-1} \leq L^k(x^{k+1}, y^{k+1}, w^{k+1}) - L^k(x^k, y^k, w^k) - \frac{\nu_k}{2} \left( \|x^{k+1} - x^k\|_\mathcal{M}_{x,k}^2 + \|y^{k+1} - y^k\|_\mathcal{M}_{y,k}^2 \right)
+ \frac{\nu_k}{2} \left( \|x^k - \hat{x}\|_\mathcal{M}_{x,k}^2 + \|y^k - \hat{y}\|_\mathcal{M}_{y,k}^2 \right) + \|b - \mathcal{A}(u_{ap})\|_2 \|y^k - y^{k+1}\|_2
+ \|x^{k+1} - x^k\|_F \|Q(w_{ap}^k - w^k)\|_F + \delta^{k-1}
= L^k(x^{k+1}, y^{k+1}, w^{k+1}) - L^k(x^k, y^k, w^k) + \nu_k \langle x^k - x^{k+1}, \mathcal{M}_{x,k}(x^k - \hat{x}) \rangle
+ \nu_k \langle y^k - y^{k+1}, \mathcal{M}_{y,k}(y^k - \hat{y}) \rangle - \frac{\nu_k}{2} \|x^k - x^{k+1}\|_\mathcal{M}_{x,k}^2 - \frac{\nu_k}{2} \|y^k - y^{k+1}\|_\mathcal{M}_{y,k}^2
+ \|b - \mathcal{A}(u_{ap})\|_2 \|y^k - y^{k+1}\|_2 + \|x^{k+1} - x^k\|_F \|Q(w_{ap}^k - w^k)\|_F + \delta^{k-1}
\leq L^k(x^{k+1}, y^{k+1}, w^{k+1}) - L^k(x^k, y^k, w^k)
+ \nu_k \|\mathcal{M}_{y,k}(y^k - \hat{y})\|_2 + \|b - \mathcal{A}(u_{ap})\|_2 \|y^k - y^{k+1}\|_2
+ \|b - \mathcal{A}(u_{ap})\|_2 \|x^k - x^{k+1}\|_F \|x^{k+1} - x^k\|_F + \delta^{k-1}
\leq L^k(x^{k+1}, y^{k+1}, w^{k+1}) - L^k(x^k, y^k, w^k)
+ \nu_k \|\mathcal{M}_{y,k}(y^k - \hat{y})\|_2 + \|b - \mathcal{A}(u_{ap})\|_2 \|y^k - y^{k+1}\|_2
+ \|b - \mathcal{A}(u_{ap})\|_2 \|x^k - x^{k+1}\|_F \|x^{k+1} - x^k\|_F + \delta^{k-1}.
$$

Therefore, together with (4.50), (4.51), $\lim_{k \to \infty} \delta^k = 0$ and the boundedness of $\{\|x^k\|_F\}$, $\{\|y^k\|_2\}$ and $\{\|w_{ap}^k\|_F\}$, it follows $\lim_{k \to \infty} \eta^k = 0$, whence $\lim_{k \to \infty} \Delta_k = 0$.

If no descent steps occur, then

$$
\tilde{f}_t(\hat{x}^{k-1}, \hat{y}^{k-1}) - \tilde{f}_t(x^k, y^k) < m_L(\tilde{f}_t(\hat{x}^{k-1}, \hat{y}^{k-1}) - f_{w^k}(x^k, y^k)),
$$

thus for $k > N$, it follows

$$
\Delta_k + \delta^{k-1} \geq \Delta_k + \alpha \varepsilon^k \geq f_u(x^k, y^k) - f_{w^k}(x^k, y^k) \geq f_t(x^k, y^k) - f_{w^k}(x^k, y^k)
\geq (1 - m_L)(f_t(\hat{x}^{k-1}, \hat{y}^{k-1}) - f_{w^k}(x^k, y^k))
\geq (1 - m_L)(f(\hat{x}, \hat{y}) - \alpha \varepsilon^{k-1} - f_{w^k}(x^k, y^k))
\geq - \alpha \varepsilon^{k-1}(1 - m_L) \geq - \delta^{k-2}(1 - m_L).
$$

whence (4.52) holds. Thus the proof is complete by Lemma 4.3. \hfill \Box

**Lemma 4.4.** If a sequence $\{(x^k, y^k)\}_{k=N}^\infty$ possesses the properties (4.53), (4.54),
Remark 4.5. To guarantee the convergence of Algorithm \((\mathbb{B})\), we obtain that, for any \((x, y) \in \mathbb{V} \times \mathbb{R}^m\),

\[
\begin{align*}
    f(x, y) &\geq f_{\tilde{w}_{k-1}}(x, y) \\
    &\geq f_{\psi}(x^k, y^k) + \langle \mathcal{Q}(x^k - w^k), x - x^k \rangle + \langle b - \mathcal{A}(w^k), y - y^k \rangle \\
    &\geq \langle \hat{x}, \hat{y} \rangle
\end{align*}
\]

as \(k \to \infty\), whence \((\hat{x}, \hat{y}) \in \arg\min_{x,y} f(x, y)\). \(\square\)

Proposition 4.6. Let \(\{(x^k, y^k)\}_{k=0}^{\infty}\) be specified by \((\mathbb{A})\) and \((\mathbb{D})\). If Assumption \((\mathbb{D})\) is satisfied and \(\delta^k \to 0\), then \((x^k, y^k) \to (\hat{x}, \hat{y}) \in \arg\min_{x,y} f(x, y)\) and \(\lim_{k \to \infty} \omega^k = 0\).

Proof. By means of \((\mathbb{B})\), \(\{(\mathcal{Q}(x^k - w^k), b - \mathcal{A}(w^k)) \in \partial f_{\tilde{w}_{k-1}}(x^k, y^k),\) we obtain that, for any \((x, y) \in \mathbb{V} \times \mathbb{R}^m\),

\[
\begin{align*}
    f(x, y) &\geq f_{\tilde{w}_{k-1}}(x, y) \\
    &\geq f_{\psi}(x^k, y^k) + \langle \mathcal{Q}(x^k - w^k), x - x^k \rangle + \langle b - \mathcal{A}(w^k), y - y^k \rangle \\
    &\geq \langle \hat{x}, \hat{y} \rangle
\end{align*}
\]

as \(k \to \infty\), whence \((\hat{x}, \hat{y}) \in \arg\min_{x,y} f(x, y)\). \(\square\)

We now focus on the case that the number of descent steps approaches infinity. To guarantee the convergence of Algorithm \((\mathbb{B})\) in this setting, we take the following assumption.

\((A4)\) \(\alpha \lambda_{ap}^{k+1} \geq \langle w^{k+1}, -\tilde{s} - \mathcal{A}^*(y^{k+1}) - \mathcal{Q}(x^{k+1}) \rangle\) for all \(k\).

Remark 4.5. Let \(-\tilde{s} - \mathcal{A}^*(y^{k+1}) - \mathcal{Q}(x^{k+1})\) denote by \(z^{k+1}\). We will see that the only property needed from the Ritz-type triplet for \(\lambda_1(z^{k+1})\) is \(\lambda_{ap}^{k+1} \leq \lambda_1(z^{k+1}) \leq \lambda_{ap}^{k+1} + e^{k+1}\), which is established by Proposition \((\mathbb{A})\). At iteration \(k\), after step \(\mathbb{Q}\), if \(\alpha \lambda_{ap}^{k+1} < \)
\[ \langle w^{k+1}, z^{k+1} \rangle \leq \alpha \lambda_1 (z^{k+1}) \leq \alpha (\lambda_{ap}^{k+1} + \epsilon^{k+1}) < \langle w^{k+1}, z^{k+1} \rangle + \alpha \epsilon^{k+1}. \]

In addition, it follows from Proposition 4.5 that \( w^{k+1} \in \mathcal{W}^{k+1} \). Thus, \( f_i(x^{k+1}, y^{k+1}) \leq f_i(x^{k+1}, y^{k+1}) + \alpha \epsilon^{k+1} \) and \( w_{ap}^{k+1} \in \mathcal{W}^{k+1} \), which are needed to guarantee convergence, are satisfied by setting

\[
\lambda_{ap}^{k+1} := \frac{1}{\alpha} \langle w^{k+1}, z^{k+1} \rangle \quad \text{and} \quad w^{k+1}_{ap} := w^{k+1}.
\]

(4.62)

In view of (4.62), Assumption A4 holds.

The preceding result is with respect to convergence of Algorithm 4.4 when the number of descent steps is bounded. It remains to analyze the case of an unbounded \( s \). Over the course of executing the algorithm, it may happen that null steps appear between two consecutive descent steps. Since we are investigating the case that the number of descent steps approaches infinity, for the sake of convenience, we discard all null steps. In other words, we focus on the situation \((\hat{x}^k, \hat{y}^k) = (x^k, y^k)\). Thus we relabel the remaining iterates and the corresponding \( w^{k+1} \) with a new index \( h \), and assume that, for any \( h \),

\[
x^{h+1} = x^{h}_{\min}(w^{h+1}) = x^{h} + T^{-1}_h(Q(w^{h+1} - x^{h})),
\]

(4.63)

\[
y^{h+1} = y^{h}_{\min}(w^{h+1}) = y^{h} + \frac{1}{\nu_h} M^{-1}_{y,h}(A(w^{h+1}) - b),
\]

(4.64)

\[
f_i(x^h, y^h) - f_i(x^{h+1}, y^{h+1}) \geq m_L(f_i(x^h, y^h) - f_{w^{h+1}}(x^{h+1}, y^{h+1})).
\]

(4.65)

By Assumption A4, it holds

\[
f_i(x^h, y^h) - m_L(f_i(x^h, y^h) - f_{w^{h+1}}(x^{h+1}, y^{h+1})) \geq f_i(x^{h+1}, y^{h+1}) \geq f_{w^{h+1}}(x^{h+1}, y^{h+1}),
\]

whence

\[
(1 - m_L)(f_i(x^h, y^h) - f_{w^{h+1}}(x^{h+1}, y^{h+1})) \geq 0.
\]

Therefore,

\[
f_i(x^h, y^h) - f_i(x^{h+1}, y^{h+1}) \geq 0.
\]

(4.66)

Owing to (4.66), the sequence \( \{f_i(x^h, y^h)\}_{h=1}^{\infty} \) is nonincreasing. At this moment, we
make the following assumption:

There is some \((\tilde{x}, \tilde{y}) \in \mathbb{V} \times \mathbb{R}^m\) such that \(f_l(x^h, y^h) \geq f(\tilde{x}, \tilde{y})\) for all \(h\). \hspace{1cm} (4.67)

**Proposition 4.7.** Let \(\{(x^h, y^h)\}_{h=1}^\infty\) be specified by (4.66) and (4.67). Assume that \(\delta^h \downarrow 0\), and Assumptions \(\mathbb{X}^h\) and \(\mathbb{Y}^h\) are satisfied. Then \((x^h, y^h)\) converges to a minimizer of \(f(x, y)\), and \(\lim_{h \to \infty} \varpi^h = 0\).

**Proof.** We first prove that \(\{(x^h, y^h)\}_{h=1}^\infty\) is bounded.

We define the weighted distance between \((x^{h+1}, y^{h+1})\) and \((\tilde{x}, \tilde{y})\) as

\[d_{w}^{h+1} = \nu_h(\|x^{h+1} - x^h\|_{M_{x,h}}^2 + \|y^{h+1} - y^h\|_{M_{y,h}}^2).\]

By step \(Q\), for the descent steps, it follows \(\nu_{h-1} \geq \nu_h \geq \nu_{\min}\) for any \(h\), in combination with (4.63), we have

\[d_{w}^{h+1} = \nu_h(\|x^{h+1} - x^h\|_{M_{x,h}}^2 + \|y^{h+1} - y^h\|_{M_{y,h}}^2).
\]

Recall that

\[(g_x^h, g_y^h) = (Q(x^{h+1} - w^{h+1}), b - A(w^{h+1})) \in \partial f_{w^{h+1}}(x^{h+1}, y^{h+1}) = \nabla f_{w^{h+1}}(x^{h+1}, y^{h+1}).\] \hspace{1cm} (4.68)

Therefore, we obtain

\[\langle g_x^h, \tilde{x} - x^{h+1} \rangle + \langle g_y^h, \tilde{y} - y^{h+1} \rangle \leq f_{w^{h+1}}(\tilde{x}, \tilde{y}) - f_{w^{h+1}}(x^{h+1}, y^{h+1}) \leq f(\tilde{x}, \tilde{y}) - f_{w^{h+1}}(x^{h+1}, y^{h+1}).\]

Consequently, there holds \(d_{w}^{h+1} \leq d_{w}^{h} + \frac{2}{m_L} (f_l(x^h, y^h) - f_{w^{h+1}}(x^{h+1}, y^{h+1})).\) Hence, for
any fixed \( H \geq 1 \) and any \( h > H \), we get
\[
d_w^{i+1} \leq d_w^H + \frac{2}{m_L} \sum_{i=H}^{h-1} (f_i(x^i, y^i) - f_i(x^{i+1}, y^{i+1})) \leq d_w^H + \frac{2}{m_L} \sum_{i=1}^{\infty} (f_i(x^i, y^i) - f_i(x^{i+1}, y^{i+1})).
\]
Since \( \sum_{i=1}^{\infty} (f_i(x^i, y^i) - f_i(x^{i+1}, y^{i+1})) = \lim_{n \to \infty} \sum_{i=1}^{n} (f_i(x^i, y^i) - f_i(x^{i+1}, y^{i+1})) = \lim_{n \to \infty} (f_i(x^1, y^1) - f_i(x^{n+1}, y^{n+1})) \leq f(x^1, y^1) - f(\hat{x}, \hat{y}) \), there holds \( \sum_{i=1}^{\infty} (f_i(x^i, y^i) - f_i(x^{i+1}, y^{i+1})) < \infty \), whence \( \{(x^h, y^h)\}_{h=1}^{\infty} \) has an accumulation point, say \( (x^*, y^*) \), namely, there exists \( \{(x^{h_j}, y^{h_j})\}_{j=1}^{\infty} \) such that
\[
(x^{h_j}, y^{h_j}) \to (x^*, y^*) \text{ and } f(x^{h_j}, y^{h_j}) \to f(x^*, y^*) \text{ as } j \to \infty.
\]

Now we show that \( (x^h, y^h) \to (x^*, y^*) \), whence \((g_x^h, g_y^h) \to (0, 0)\) as \( h \to \infty \).

If \( \lim_{h \to \infty} \delta^h = 0 \), then \( \epsilon^h \to 0 \). In combination with \( f_i(x^h, y^h) \leq f(x^h, y^h) \leq f_i(x^h, y^h) + \alpha \epsilon^h \), we have \( \lim_{h \to \infty} f_i(x^h, y^h) = \lim_{h \to \infty} f(x^h, y^h) = f(x^*, y^*) \), whence \( f_i(x^{h_j}, y^{h_j}) \geq f(x^*, y^*) \) for all \( h \). By the same argument as the above, we have, for any \( h > H \),
\[
\nu_h(\|x^* - x^{h+1}\|_{\mathcal{M}_{x,h}}^2 + \|y^* - y^{h+1}\|_{\mathcal{M}_{y,h}}^2)  \\
\leq \nu_{H-1}(\|x^* - x^H\|_{\mathcal{M}_{x,H-1}}^2 + \|y^* - y^H\|_{\mathcal{M}_{y,H-1}}^2) + 2\sum_{i=H}^{\infty} (f_i(x^i, y^i) - f_i(x^{i+1}, y^{i+1})).
\]

Therefore, for any arbitrary \( \epsilon > 0 \), one can choose large enough \( \hat{H} \), such that for any \( h > \hat{H} \), \( \nu_h(\|x^* - x^{h+1}\|_{\mathcal{M}_{x,h}}^2 + \|y^* - y^{h+1}\|_{\mathcal{M}_{y,h}}^2) < \epsilon \), whence \( (x^h, y^h) \to (x^*, y^*) \) as \( h \to \infty \). Consequently, \( g_x^h = Q(x^{h+1} - w^{h+1}) = \nu_h M_{x,h}(x^h - x^{h+1}) \to 0 \) and \( g_y^h = b - A(w^{h+1}) = \nu_h M_{y,h}(y^h - y^{h+1}) \to 0 \) as \( h \to \infty \), and then
\[
\lim_{h \to \infty} g_h \nu_h \sqrt{\frac{l^h}{d}} = 0. \tag{4.69}
\]

Using (4.68) and (4.69), we see that
\[
\lim_{h \to \infty} f_i(x^h, y^h) = \inf_{h} f_i(x^h, y^h) \in (-\infty, \infty). \tag{4.70}
\]
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It then follows from (4.65) that
\[ \lim_{h \to \infty} f_l(x^h, y^h) = \lim_{h \to \infty} f_{w^{h+1}}(x^{h+1}, y^{h+1}). \] (4.71)

Note that
\[ f(x, y) \geq f_w(x, y) + \alpha(x, y) \geq f_w(x, y) + \langle g_x^h, x - x^{h+1} \rangle + \langle g_y^h, y - y^{h+1} \rangle \geq f_{w^{h+1}}(x^{h+1}, y^{h+1}) - \|g_x^h\| \|x - x^{h+1}\|_F - \|g_y^h\|_2 \|y - y^{h+1}\|_2, \forall (x, y) \in \mathbb{V} \times \mathbb{R}^m. \]

Together with the boundedness of \( \{(x^h, y^h)\} \), it then follows that
\[ f(x, y) \geq \lim_{h \to \infty} f_{w^{h+1}}(x^{h+1}, y^{h+1}) = \lim_{h \to \infty} f_l(x^h, y^h), \forall (x, y) \in \mathbb{V} \times \mathbb{R}^m. \]

We now show that \( \lim_{h \to \infty} \varpi^h = 0 \).

Since
\[ f_l(x^h, y^h) + \alpha \epsilon^{h+1} - f_{w^{h+1}}(x^{h+1}, y^{h+1}) \geq f_u(x^{h+1}, y^{h+1}) - f_{w^{h+1}}(x^{h+1}, y^{h+1}) = \eta^{h+1} \geq 0, \]
this, together with \( \lim_{h \to \infty} \epsilon^h = 0 \) and (4.71), implies \( \lim_{h \to \infty} \eta^h = 0 \), hence \( \lim_{h \to \infty} \varpi^h = 0 \) by (4.69). \( \square \)

We summarize the above discussion in the following theorem.

**Theorem 4.2.** Let \( \{(\hat{x}^k, \hat{y}^k)\}_{k=1}^{\infty} \) be the sequence of points generated by Algorithm 4.4. Suppose that Assumptions A3 and A4 are satisfied and \( \lim_{k \to \infty} \delta^k = 0 \), then either \((\hat{x}^k, \hat{y}^k) \to (\tilde{x}, \tilde{y}) \in \arg\min_{x,y} f(x, y)\) or there is no minimizer and \( \lim_{k \to \infty} \|\hat{x}^k - \hat{y}^k\| = \infty \).

**Proof.** Case 1: a finite number of descent steps.

In this case, there exists iteration \( N \), such that starting with iteration \( N \), the descent test fails in all subsequent iterations in Algorithm 4.4. By Algorithm 4.4, \((\hat{x}^k, \hat{y}^k) = (\hat{x}^N, \hat{y}^N) \) for any \( k > N \). Proposition 4.6 shows that
\[ (\hat{x}^k, \hat{y}^k) \to (\hat{x}^N, \hat{y}^N) =: (\bar{x}, \bar{y}) \in \arg\min_{x,y} f(x, y). \]
Clearly, \( \lim_{k \to \infty} f(\hat{x}^k, \hat{y}^k) \to \inf f(x, y). \)
Case 2: the number of descent steps approaches infinity. In this case, without loss of generality, we can assume that for some $K$, $(\hat{x}^k, \hat{y}^k) = (x^k, y^k)$ for any $k > K$.

Subcase 1: the assumption (4.67) is satisfied. By virtue of Proposition 4.7, the desired results hold.

Subcase 2: the assumption (4.67) is invalid. Then for any $(x, y) \in V \times \mathbb{R}^m$, there exists some integer $H(x, y)$ such that $f_l(x_{H(x,y)}, y_{H(x,y)}) < f(x, y)$. Thus we have $\inf f_l(x^k, y^k) \leq \inf f(x, y)$.

Since $\lim_{k \to \infty} \delta^k = 0$ implies $\lim_{k \to \infty} \epsilon^k = 0$, we have

$$
\lim_{k \to \infty} f_l(x^k, y^k) = \lim_{k \to \infty} f(x^k, y^k) \geq \inf f(x, y),
$$

whence $\inf f_l(x^k, y^k) = \inf f(x, y)$ as $\{f_l(x^k, y^k)\}_{k=1}^\infty$ is decreasing. As $f$ is continuous, either boundedness of the sequence $\{\hat{x}^k, \hat{y}^k\}_{k=1}^\infty$ or attainment of $\inf f(x, y)$ would imply existence of a point $(\bar{x}, \bar{y})$ with $f_l(x^k, y^k) \geq f(\bar{x}, \bar{y})$ for all $k$, which contradict that (4.67) is invalid. Therefore, $\arg\min_{x, y} f(x, y) = \emptyset$ and $\|((\hat{x}^k, \hat{y}^k))\| \to \infty$ as $k \to \infty$. 

So far, we have investigated the algorithm and its convergence for (EigForm). It is natural to ask whether the same algorithm can be applied to handle (P). Thanks to Proposition 3.1, we can relate the accumulation points of $\{w^k\}$ to the optimal solutions of (P).

**Theorem 4.3.** Let $O_P = \arg\min\{\frac{1}{2}\langle x, Q(x) \rangle + \langle \hat{s}, x \rangle \mid A(x) = b, x \succeq 0\}$. Assume that $\arg\min_{x,y} f(x, y) \neq \emptyset$, Assumptions A1, A3 and A4 are satisfied and $\lim_{k \to \infty} \delta^k = 0$. Let $\{w^k\}$ be the sequence of points generated by Algorithm 4.4. Then all accumulation points of $\{w^k\}$ lie in $O_P$.

**Proof.** Set

$$
p := \min \{h(x) \mid A(x) = b, x \succeq 0\},
-d := \min \{g(x, y) \mid Q(x) + A^* y + \hat{s} \succeq 0\}.
$$

Then Assumption A1, $\arg\min_{x,y} f(x, y) \neq \emptyset$ and Proposition 3.1 imply $p = d$.

Let $\{(x^k, y^k)\}_{k=1}^\infty$ be a sequence of points generated by Algorithm 4.4, which contains a subsequence $\{(\hat{x}^k, \hat{y}^k)\}_{k=1}^\infty$. 
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Case 1: If $k$ is finite with $k = K$ on termination, then by Proposition 4.3, it holds $(x^{K+1}, y^{K+1}) = (\hat{x}^K, \hat{y}^K)$ and $(x^{K+1}, y^{K+1})$ is optimal, thus

$$Q(x^{K+1} - w^{K+1}) = 0 \text{ and } b - A(w^{K+1}) = 0. \quad (4.72)$$

Note that $w^{K+1} \in \alpha\mathcal{W}$, hence it is feasible for $(\mathcal{W})$.

On the other hand, we have

$$-h(w^{K+1}) = -\frac{1}{2}\langle w^{K+1}, Q(w^{K+1}) \rangle - \langle \hat{s}, w^{K+1} \rangle = -\frac{1}{2}\langle w^{K+1}, Q(x^{K+1}) \rangle - \langle \hat{s}, w^{K+1} \rangle$$

$$= -\langle s - A^*(y^{K+1}) - Q(x^{K+1}), w^{K+1} \rangle \quad (\text{Proposition } 4.3)$$

$$= g(x^K, \hat{y}^K) = -d,$$

whence $w^{K+1} \in \mathcal{O}_P$.

Case 2: The number of null steps approaches infinity.

In this case, there exists iteration $N$, such that starting with iteration $N$, the descent test fails in all subsequent iterations in Algorithm 4.4. Let $\{(x^k, y^k)\}_{k=N}^\infty$ be specified by (4.47) and (4.48). Since $w^{k+1} \in \hat{\mathcal{W}}^k \subseteq \alpha\mathcal{W}$ and $\alpha\mathcal{W}$ is compact, $\{w^k\}$ has accumulation points and they are contained in $\alpha\mathcal{W}$.

Assume that a subsequence $\{w^{kj}\}$ converges a point, say $w_* \in \alpha\mathcal{W}$. By Lemma 3.1, we see that

$$x^{kj} \to \hat{x}^N, \quad y^{kj} \to \hat{y}^N$$

and

$$f_{w^{kj}}(x^{kj}, y^{kj}) \to f(\hat{x}^N, \hat{y}^N), \quad b - A(w^{kj}) \to 0, \quad Q(\hat{x}^N - w^{kj}) \to 0,$$

whence

$$Q(\hat{x}^N - w_*) = 0, \quad b - A(w_*) = 0. \quad (4.73)$$

Therefore, we have

$$f_{w^{kj}}(x^{kj}, y^{kj}) = -\langle \hat{s}, w^{kj} \rangle + (b - A(w^{kj}), y^{kj}) + \langle x^{kj}, Q(\hat{x}^N - w^{kj}) \rangle - \frac{1}{2}\langle \hat{x}^N, Q(\hat{x}^N) \rangle \quad (\text{Proposition } 3.1)$$

$$+ \frac{1}{2}\langle x^{kj} - \hat{x}^N, Q(x^{kj} - \hat{x}^N) \rangle \to -\langle \hat{s}, w_* \rangle - \frac{1}{2}\langle \hat{x}^N, Q(\hat{x}^N) \rangle$$
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\[ \langle -\hat{s}, w_\ast \rangle - \frac{1}{2} \langle w_\ast, Q(w_\ast) \rangle = -h(w_\ast) = f(\hat{x}^N, \hat{y}^N), \]

and hence
\[ -h(w_\ast) = f(\hat{x}^N, \hat{y}^N) \geq -d = -p \geq -h(x) \]

for any feasible solution \( x \) for (3), where the first inequality results from Proposition 3.1. Together with (4.73), the desired result holds.

**Case 3:** The number of descent steps approaches infinity. In this case, Let \( \{(x^h, y^h)\}_{h=1}^\infty \) be specified by (4.63) and (4.64).

Since \( \arg\min_{x,y} f(x, y) \neq \emptyset \), by the proof of Theorem 4.2, we see that (4.67) is satisfied. By Proposition 4.7, following the same approach in Case 2, we get the desired result. \( \square \)
Chapter 5

Approximate solutions and a Lipschitzian error bound for the eigenvalue minimization problem

In most cases, it may be tremendously expensive to pursue an exact optimal solution. It is usually hard to find such solutions to many mathematical programs. Meanwhile, most numerical methods attempting to solve global optimization problems only yield approximately optimal solutions. Therefore, it is sensible to search for approximately optimal solutions.

In this chapter, we explore the limiting behavior of a sequence of trial points in the context that the error in eigenvalue approximation approaches a positive scalar $\delta$. It turns out the proposed method either asymptotically finds points that are $\delta$-optimal solutions (see Section 5.1 for its definition), or estimates asymptotically the optimal value of $\text{Eigform}$ with an accuracy $\delta$. We also provide a strategy to manage the eigenvalue tolerance $\delta^k$ to ensure convergence. In the setting of inexact computations, we would like to know how good these solutions are. In optimization theory, this is often reduced to measure the distance to the solution set from a certain given point. To this end, we will also study a Lipschitzian error bound for the eigenvalue minimization problem ($\text{Eigform}$).
5.1 Approximate solutions of the eigenvalue minimization problem

In this section, we restrict our discussion to the setting where the error in eigenvalue approximation approaches a positive constant. We will show that the proposed method asymptotically finds points that are approximate solutions for the reformulated problem (Eigform) when the number of null steps approaches infinity; it asymptotically estimates the optimal value of (Eigform) if otherwise. Meanwhile, our proposed method produces a sequence of points as a byproduct, whose accumulation point is an approximate solution for the CQSCP (P).

At this point, we need to recall the definitions of approximate solutions in [40].

Definition 5.1. Let $\epsilon, \epsilon_s > 0$. The point $(x^\star, y^\star) \in V \times \mathbb{R}^m$ is called an $\epsilon$-$\epsilon_s$-optimal solution of (Eigform) if

$$f(x^\star, y^\star) \leq f(x, y) + \epsilon(\|x - x^\star\|^2_2 + \|y - y^\star\|^2_2)^{1/2} + (\epsilon + \epsilon_s), \text{ for all } (x, y) \in V \times \mathbb{R}^m.$$  

Hence, $\epsilon = 0$ implies $\epsilon_s$-optimality of $(x^\star, y^\star)$ in the sense of [63], while $\epsilon_s = 0$ yields $\epsilon$-optimality of $(x^\star, y^\star)$ in the sense of [91]. Henceforth we call them $\epsilon^{F1}$-optimal solution and $\epsilon^{F2}$-optimal solution, respectively. Plainly, by virtue of (4.23) and (4.24), if $\varpi_k \leq \epsilon$, then either $(\hat{x}^k, \hat{y}^k)$ or $(x^{k+1}, y^{k+1})$ is an $\epsilon^{F2}$-optimal solution. We would like to find an $\epsilon^{F1}$-optimal solution in the following.

From the convergence analysis of Algorithm [43], we see that the rule of choosing $\delta_k$ should ensure that $\delta_k \downarrow 0$ in the case of a bounded $s$, which counts descent steps. However, practical implementations may only allow for $\delta_k \downarrow \delta > 0$. Moreover, Algorithm [43] expect to preserve the appealing convergence properties in this setting. To this end, we need one more assumption.

(A5) $\alpha \lambda_{ap}^k \geq \langle w^{k+1}, -\hat{s} - A^*(\hat{y}^k) - Q(\hat{x}^k) \rangle$ for all $k$.

Remark 5.1. Let $\hat{z}^k$ denote $-\hat{s} - A^*(\hat{y}^k) - Q(\hat{x}^k)$. After step 1, if $\alpha \hat{\lambda}_{ap}^k < \langle w^{k+1}, \hat{z}^k \rangle$, using the same scheme provided by Remark [43], we can ensure that Assumption (A5) holds by setting $\hat{\lambda}_{ap}^k := \frac{1}{\alpha} \langle w^{k+1}, \hat{z}^k \rangle$, which results in the desired property that $f_1(\hat{x}^k, \hat{y}^k) \leq f(\hat{x}^k, \hat{y}^k) \leq f_1(\hat{x}^k, \hat{y}^k) + \alpha \epsilon^k$.  
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The next proposition is the counterpart of Proposition 4.6, and its proof relies on the following lemma.

**Lemma 5.1.** Let \( \{(x^k,y^k)\}_{k=N}^{\infty} \) be specified by (4.47) and (4.48). If \( \delta^k \downarrow \delta > 0 \), Assumptions A3 and A4 are satisfied, and we choose \( \nu_{k+1} \in [\nu_k, \nu_{\text{max}}] \) at step \( \mathcal{U} \) of Algorithm 4.4, where \( \nu_{\text{max}} > 0 \) is fixed. Then

\[
\lim_{k \to \infty} (f_l(x^k,y^k) - f_w^k(x^k,y^k)) = 0.
\]

**Proof.** The proof is almost identical to the one of (4.55) in Lemma 4.3. The only difference is the expression \( \Delta_k \) which replaced by \( f_l(x^k,y^k) - f_w^k(x^k,y^k) \), whose quantity is nonnegative by Assumption A4. \( \square \)

**Proposition 5.1.** Let \( \{(x^k,y^k)\}_{k=N}^{\infty} \) be specified by (4.47) and (4.48). If \( \delta^k \downarrow \delta > 0 \), Assumptions A3, A4 and A5 are satisfied, and we choose \( \nu_{k+1} \in [\nu_k, \nu_{\text{max}}] \) at step \( \mathcal{U} \) of Algorithm 4.4, where \( \nu_{\text{max}} > 0 \) is fixed. Then \( (\hat{x}^k,\hat{y}^k) \to (\hat{x},\hat{y}) \), which is a \( \delta^F \)-optimal solution of (Eigform).

**Proof.** Obviously, \( (\hat{x}^k,\hat{y}^k) \to (\hat{x},\hat{y}) \) as \( k \to \infty \).

If no descent steps occur starting with iteration \( N \), for all \( k > N \), we have

\[
 f_l(\hat{x}^{k-1},\hat{y}^{k-1}) - f_l(x^k,y^k) < m_L(f_l(\hat{x}^{k-1},\hat{y}^{k-1}) - f_w^k(x^k,y^k)),
\]

namely,

\[
 (1 - m_L)(f_l(\hat{x}^{k-1},\hat{y}^{k-1}) - f_w^k(x^k,y^k)) < f_l(x^k,y^k) - f_w^k(x^k,y^k), \tag{5.1}
\]

whence

\[
 \lim_{k \to \infty} (f_l(x^k,y^k) - f_w^k(x^k,y^k)) \leq 0 \tag{5.2}
\]

by Lemma 5.1.

From Assumption A5, we have

\[
 f_l(\hat{x}^{k-1},\hat{y}^{k-1}) \geq f_w^k(\hat{x}^{k-1},\hat{y}^{k-1}) \text{ for all } k > N. \tag{5.3}
\]

In combination with (4.26), (4.47), (4.48) and \( (\hat{x}^{k-1},\hat{y}^{k-1}) = (\hat{x},\hat{y}) \), we get, for all
Let $k > N$, $f_w(x, y) = L^{k-1}(x, y) + f_w(x^1, y^1) + \cdots + f_w(x^{k-1}, y^{k-1})$, whence

$$
\nu_{\min}(\|x^k - \hat{x}\|^2_{\mathcal{M}_{x,k-1}} + \|y^k - \hat{y}\|^2_{\mathcal{M}_{y,k-1}}) \leq f_w(x, y) - f_w(x^k, y^k) \leq \frac{1}{1 - mL} (f(x, y) - f_w(x^k, y^k)).
$$

It then follows from Assumption A3 and Lemma 4.7 that

$$
\lim_{k \to \infty} \|x^k - \hat{x}\| = 0 \text{ and } \lim_{k \to \infty} \|y^k - \hat{y}\| = 0,
$$

whence

$$
\lim_{k \to \infty} (g_x^{k-1}, g_y^{k-1}) = (0, 0). \tag{5.4}
$$

Consequently, recalling $(g_x^{k-1}, g_y^{k-1}) = \nabla f_w(x^k, y^k)$, we have for $k > N$,

$$
f_{i}(\hat{x}^{k-1}, \hat{y}^{k-1}) - f_w(x^k, y^k) \geq f_{i}(\hat{x}^{k-1}, \hat{y}^{k-1}) - f(x, y) + \langle g_x^{k-1}, x - x^k \rangle + \langle g_y^{k-1}, y - y^k \rangle
\geq f(\hat{x}, \hat{y}) - \delta^{k-2} - f(x, y) + \langle g_x^{k-1}, x - x^k \rangle + \langle g_y^{k-1}, y - y^k \rangle.
$$

In combination with (5.3), (5.1) and $\delta^k \downarrow \delta$, we have $f(x, y) \geq f(\hat{x}, \hat{y}) - \delta$ for any $(x, y) \in \mathbb{V} \times \mathbb{R}^m$. \hfill \Box

The following proposition is the counterpart of Proposition 4.7.

**Proposition 5.2.** Let $(x^h, y^h)_{h=1}^{\infty}$ be specified by (4.6) and (4.9). Assume that (4.7), $\delta^k \downarrow \delta > 0$ and Assumptions A3, A5 and A7 are satisfied. Then each accumulation point of $(x^h, y^h)_{h=1}^{\infty}$ is a $\delta F^1$-optimal solution of (5.7). If, in addition, $\sum_{h=1}^{\infty} \epsilon^h < \infty$, then $(x^h, y^h) \to (x^*, y^*) \in \text{arg min}_{x,y} f(x, y)$.

**Proof.** The proof is almost identical to that of Proposition 4.7. The only difference is the proof of $\lim_{h \to \infty} (g_x^h, g_y^h) = (0, 0)$.

By the proof of Proposition 4.7, we see that $(x^h, y^h)_{h=1}^{\infty}$ has an accumulation point, say $(x^*, y^*)$, and both (4.7) and (4.10) hold. From $f(x^h, y^h) \leq f_i(x^h, y^h) + \alpha e^h \leq f_i(x^h, y^h) + \delta^h - 1$, we obtain $f(x^*, y^*) \leq \lim_{h \to \infty} f_i(x^h, y^h) + \delta$ by (4.7) and $\delta^k \downarrow \delta$.

Now we show that $(g_x^h, g_y^h) \to (0, 0)$ as $h \to \infty$. 85
By (1.68), \((\hat{x}^h, \hat{y}^h) = (x^h, y^h)\) and Assumption A5, we have
\[
\nu_h(\|x^h - x^{h+1}\|_{M_{x,h}} + \|y^h - y^{h+1}\|_{M_{y,h}}^2) = \langle g^h_x, x^h - x^{h+1} \rangle + \langle g^h_y, y^h - y^{h+1} \rangle
\leq f_{w,h+1}(x^h, y^h) - f_{w,h+1}(x^{h+1}, y^{h+1})
\leq f_w(x^h, y^h) - f_w(x^{h+1}, y^{h+1})
\leq f_l(x^h, y^h) - f_w(x^{h+1}, y^{h+1}).
\]

In light of \(\nu_h \geq \nu_{\min}\), Assumption A3 and (1.71), we get \(\lim_{h \to \infty} (g^h_x, g^h_y) = (0, 0)\).
The rest of the proof is identical to that of Proposition 4.7.

**Remark 5.2.** In [86], the condition \(\sum_{h=1}^\infty \epsilon^h < \infty\) is a requirement for the approximate calculation of proximal points.

To sum up, the convergence behavior of the Algorithm 4.4, under the inexact setting, can be sharpened by the following theorem.

**Theorem 5.1.** Suppose that Assumptions A3, A4 and A5 hold, \(\delta^k \downarrow \delta > 0\), and we choose \(\nu_{k+1} \in [\nu_k, \nu_{\max}]\) at step 4 of Algorithm 4.4, where \(\nu_{\max} > 0\) is fixed. Let \(\{(\hat{x}^k, \hat{y}^k)\}_{k=1}^\infty\) be the sequence of points generated by Algorithm 4.4. There are three possible cases:

1. If the algorithm terminates after a finite number \(K\) of iterations, then \((\hat{x}^K, \hat{y}^K)\) is optimal.

2. If the number of descent steps approaches infinity, then \(\lim_{k \to \infty} f(\hat{x}^k, \hat{y}^k) \leq \inf f(x, y) + \delta\). In particular, each accumulation point of \(\{(\hat{x}^k, \hat{y}^k)\}_{k=1}^\infty\) is a \(\delta^{F_1}\)-optimal solution of (Eigform). If, in addition, \(\sum_{k=1}^\infty \epsilon^k < \infty\), then either \((\hat{x}^k, \hat{y}^k) \to (x^*, y^*) \in \text{arg min}_{x,y} f(x, y)\) or \(\text{arg min}_{x,y} f(x, y) = \emptyset\) and \(\|(\hat{x}^k, \hat{y}^k)\| \to \infty\) as \(k \to \infty\).

3. If the number of null steps approaches infinity, then \((\hat{x}^k, \hat{y}^k) \to (\hat{x}, \hat{y})\), which is a \(\delta^{F_1}\)-optimal solution of (Eigform).

**Proof.** Case 1: the number \(k\) is finite with \(k = K\) on termination. It is exactly the result in Proposition 4.7.

Case 2: the number of descent steps approaches infinity. In this case, without loss of generality, we can assume that for some \(K\), \((\hat{x}^k, \hat{y}^k) = (x^k, y^k)\) for any \(k > K\).

Subcase 1: the assumption (1.68) is satisfied. By virtue of Proposition 5.2, the desired results hold.
Subcase 2: the assumption (4.67) is invalid. By the proof of Theorem 4.2, we have 
\[ \inf f_i(x^k, y^k) \leq \inf f(x, y). \] 
Consequently, for any \( \epsilon > 0 \), there is some integer \( H \) such that, for all \( k > H \),
\[ f(x^k, y^k) - \alpha \epsilon^k \leq f_i(x^k, y^k) < \inf f(x, y) + \epsilon, \]

since \( \{f_i(x^k, y^k)\}_{k=1}^{\infty} \) is decreasing. Hence \( \lim_{k \to \infty} f(x^k, y^k) \leq \inf f(x, y) + \delta. \)

If \( \sum_{k=1}^{\infty} \epsilon^k < \infty \), then \( \lim_{h \to \infty} \epsilon^k = 0 \). The rest of the proof is identical to that of Theorem 4.2.

Case 3: a finite number of descent steps.

In this case, there exists iteration \( N \), such that starting with iteration \( N \), the descent test fails in all subsequent iterations in Algorithm 4.4. By Algorithm 4.4, \((\hat{x}^k, \hat{y}^k) = (\hat{x}^N, \hat{y}^N)\) for any \( k > N \). Proposition 5.1 shows that \((\hat{x}^k, \hat{y}^k) \rightarrow (\hat{x}^N, \hat{y}^N) =: (\hat{x}, \hat{y})\), which is a \( \delta F_1 \)-optimal solution of \((\text{Eigform})\).

The following result is the counterpart of Theorem 4.3, and its proof is almost identical to that of Theorem 4.3.

**Theorem 5.2.** Let \( \mathcal{O}_P = \text{arg min}_{x,y} \{ \frac{1}{2} \langle x, Q(x) \rangle + \langle s, x \rangle \mid A(x) = b, x \succeq 0 \} \). Assume that \( \text{arg min}_{x,y} f(x, y) \neq \emptyset \), Assumptions A1, A3, A4 and A5 are satisfied and \( \lim_{k \to \infty} \delta^k = \delta > 0 \). Let \( \{w^k\} \) be the sequence of points generated by Algorithm 4.4. Then the following holds.

1. If \( k \) is finite with \( k = K \) on termination, then \( w^{K+1} \in \mathcal{O}_P \).

2. If the number of descent steps approaches infinity and \( \sum_{k=1}^{\infty} \epsilon^k < \infty \), then all accumulation points of \( \{w^k\}_{k=1}^{\infty} \) giving rise to descent steps lie in \( \mathcal{O}_P \).

3. If the number of null steps approaches infinity, then each accumulation point of \( \{w^k\}_{k=1}^{\infty} \) is a \( \delta F_1 \)-optimal solution of \((\text{Algform})\) in the context of Proposition 5.1.

In practice, the algorithm will stop at some iteration \( k \) due to the given stopping criteria. In this case, we would like to claim that the current stability center \((\hat{x}^k, \hat{y}^k)\) to be an \( \delta F_1 \)-optimal solution. To this end, we now highlight its sufficient conditions for which the current stability center \((\hat{x}^k, \hat{y}^k)\) is \( \delta F_1 \)-optimal. The following result is analogous to that in [50, Lemma 2.3].

87
Proposition 5.3.  

i) If \( f_i(\hat{x}^k, \hat{y}^k) \leq \inf f_{\hat{W}^k}, \) then \( f(\hat{x}^k, \hat{y}^k) \leq \inf f + \delta. \)

ii) If Assumption \( \Delta \) holds, then \( \omega^k = 0 \) implies \( f_i(\hat{x}^k, \hat{y}^k) \leq \min f_{\hat{W}^k} = f_{\hat{W}^k}(\hat{x}^k, \hat{y}^k). \)

Proof.  

i) In view of \( f_{\hat{W}^k}(x, y) \leq f(x, y) \) for all \( (x, y) \in \mathbb{V} \times \mathbb{R}^m, \) it holds \( \inf f_{\hat{W}^k} \leq \inf f. \)

On the other hand, \( f(\hat{x}^k, \hat{y}^k) - \alpha \epsilon^k \leq f_i(\hat{x}^k, \hat{y}^k). \) Therefore \( f_i(\hat{x}^k, \hat{y}^k) \leq \inf f_{\hat{W}^k} \) yields

\[
f(\hat{x}^k, \hat{y}^k) \leq \inf f + \alpha \epsilon^k \leq \inf f + \delta.
\]

ii) By Assumption \( \Delta \), \( \eta^k > 0. \) Thus \( \omega^k = 0 \) results in \( (x^{k+1}, y^{k+1}) = (\hat{x}^k, \hat{y}^k) \) and \( \tau^k \leq 0. \) Consequently, \( (g_x^k, g_y^k) = (0, 0) \)

\[
f_i(\hat{x}^k, \hat{y}^k) = \bar{f}^k(\hat{x}^k, \hat{y}^k) + (\tau^k - \alpha \epsilon^k) \leq \bar{f}^k(\hat{x}^k, \hat{y}^k) - \alpha \epsilon^k \leq \bar{f}^k(\hat{x}^k, \hat{y}^k).
\]

Due to \( (\Delta), \) \( \min f_{\hat{W}^k} = f_{\hat{W}^k}(x^{k+1}, y^{k+1}) = f_{\hat{W}^k}(\hat{x}^k, \hat{y}^k) \) since \( (g_x^k, g_y^k) = (0, 0). \)

On the other hand, \( (g_x^k, g_y^k) = (0, 0) \) results in

\[
f_{\hat{W}^k}(x^{k+1}, y^{k+1}) = f_{w^{k+1}}(x^{k+1}, y^{k+1}) = \bar{f}^k(x^{k+1}, y^{k+1}) \Rightarrow \bar{f}^k(\hat{x}^k, \hat{y}^k).
\]

Therefore, the desired result holds. \( \Box \)

5.2 Updating eigenvalue tolerance \( \delta^k \)

We see that if the convergence behavior of Algorithm \( \Delta \) is the only concern, one can choose \( \{\delta^k\} \) as any arbitrary convergent decreasing sequence. However, the shortcoming of the sequence that decreases too quickly, is pointed out in \( \square. \) It says that such choice would result in wasted work computing precise eigenvalues. Motivated by the following result, in this section we present a choice selection of \( \delta^k. \)

Theorem 5.3. Let \( \{(x^k, y^k)\}_{k=N}^\infty \) be specified by \( (\forall \forall) \) and \( (\forall \forall), \) respectively. Suppose that \( \delta^k \downarrow \delta > 0 \) as \( k \to \infty, \) Assumptions \( \Delta \) and \( \Delta \) are satisfied, and we choose \( \nu_{k+1} \in [\nu_k, \nu_{\text{max}}] \) at step \( \square \) of Algorithm \( \Delta, \) where \( \nu_{\text{max}} > 0 \) is fixed. then

\[
\lim_{k \to \infty} \nu_{kL_d}^k \leq \frac{3 - m_L}{1 - m_L} \delta, \quad (5.5)
\]

\[
\lim_{k \to \infty} \eta^k \leq 2 \delta. \quad (5.6)
\]
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Proof. We first prove the second inequality. Using Lemma 5.1, we have, for sufficiently large \( k \),
\[
f_l(x^k, y^k) - f_w(x^k, y^k) \leq \delta. \tag{5.7}
\]
By means of
\[
\eta^{k-1} = f_u(x^k, y^k) - f_w(x^k, y^k) = f_l(x^k, y^k) - f_w(x^k, y^k) + \alpha \epsilon^k,
\]
taking into account (5.7) and \( \alpha \epsilon^k \leq \delta^{k-1} \), we have (5.6).

By step 6, for \( k > N \), it holds
\[
f_l(\hat{x}^k, \hat{y}^k) - f_l(x^{k+1}, y^{k+1}) < L \vartheta^k,
\]
whence
\[
f_l(\hat{x}^k, \hat{y}^k) - f_w^{k+1}(x^{k+1}, y^{k+1}) \leq 1 - \frac{1}{1-m_L} \eta^k. \tag{5.8}
\]
Furthermore, we have
\[
\nu^{k}_{k_d} \leq \vartheta^k + \alpha \epsilon^k - \tau^k \leq \alpha \epsilon^k + f_l(\hat{x}^k, \hat{y}^k) - f_w^{k+1}(x^{k+1}, y^{k+1}) - \tau^k
\]
\[
\leq \alpha \epsilon^k + f_l(\hat{x}^k, \hat{y}^k) - f_w^{k+1}(x^{k+1}, y^{k+1}) \leq \delta^{k-1} + \frac{1}{1-m_L} \eta^k.
\]
Therefore, putting together (5.6), we obtain (5.5). \( \Box \)

The above result guides us to decrease \( \delta^k \) when \( \nu^{k}_{k_d} \) or \( \eta^k \) is close to its theoretical limit \( [70] \), say within 5% of its theoretical limit. We give the following rule, which is analogous to the one presented in \( [70] \).

At step 6, set \( \delta^{k+1} = \min\{10^{-3}|\hat{\lambda}^{k+1}_a|, \delta^k \} \).

At step 6, set \( \delta^{k+1} = \left\{ \begin{array}{ll}
\frac{1-m_L}{b-2m_L} \nu^{k}_{k_d} & \text{if } \nu^{k}_{k_d} < \frac{1.05(3-m_L)}{1-m_L} \delta^k, \\
\delta^k & \text{otherwise.}
\end{array} \right. \)
5.3 A Lipschitzian error bound for the eigenvalue minimization problem

This section is devoted to a Lipschitzian error bound for (\textit{Eigenform}), followed by an interpretation why the optimality measure (4.25) makes sense in practice. We will see that an upper bound of the optimality measure yields an upper bound estimation of the distance from a given point to the solution set of (\textit{Eigenform}).

Now we turn our attention to spectral inequalities, which hold on simple Euclidean Jordan algebras, see, e.g. \cite{33}. However, we need to establish them to any Euclidean Jordan algebra due to the more general context we are dealing with.

For a Euclidean Jordan algebra \( V \), let

\[ J(V) := \{ c \mid c \text{ is a primitive idempotent in } V \}. \]

Suppose that \( \{c_1, \ldots, c_k\} \subseteq J(V), \ 1 \leq k \leq r \), we denote

\[ J(c_1, \ldots, c_k) := \{ d \in J(V) \mid d \circ c_i = 0, \ i = 1, \ldots, k \}. \]

The next theorem is a generalization to general Euclidean Jordan algebras of the min-max theorem of Hirzebruch, which is known in the setting of simple Euclidean Jordan algebras. The proof of this theorem is based on the following observation.

**Lemma 5.2.** Let \( V \) be a Euclidean Jordan algebra with rank \( r \geq 2 \). For any \( k \) primitive idempotents \( c_1, \ldots, c_k \), \( J(c_1, \ldots, c_k) \) is nonempty, \( 1 \leq k \leq r - 1 \).

**Proof.** By \cite{23}, Proposition III.4.4, we can write \( V \) as a direct sum of simple ideals: \( V = V_1 \oplus \cdots \oplus V_\kappa \), each \( V_i \) is a simple Euclidean Jordan algebra. Then any primitive idempotent in \( V \) is of the form \( (0, \cdots, 0, c^{(i)}, 0, \cdots, 0) \) for some primitive idempotent \( c^{(i)} \in V_i \). Thus, without loss of generality, we may assume that there are a simple Euclidean Jordan algebra \( V_l \) with \( 1 \leq l \leq \kappa \) and a subset \( \{c_{l_1}, \ldots, c_{l_j}\} \subseteq \{c_1, \cdots, c_k\} \) such that \( l_j < rk(V_l) \). From \cite{23}, Lemma 2.4, there is a primitive idempotent \( d^{(i)} \in V_l \) such that \( d^{(i)} \circ c_{l_i} = 0, \ i = 1, \ldots, j \), whence \( J(c_1, \cdots, c_k) \) is nonempty. \( \square \)

We are ready to state the main theorem, which is known as the min-max theorem

**Theorem 5.4.** Let $V$ be a Euclidean Jordan algebra with rank $r \geq 2$. For any $v \in V$, the following hold:

\[
\lambda_1(v) = \max_{c \in \mathcal{J}(V)} \langle v, c \rangle, \quad (5.9)
\]

\[
\lambda_r(v) = \min_{c \in \mathcal{J}(V)} \langle v, c \rangle, \quad (5.10)
\]

\[
\lambda_k(v) = \min_{\{d_1, \ldots, d_{k-1}\} \subseteq \mathcal{J}(V)} \max_{c \in \mathcal{J}(d_1, \ldots, d_{k-1})} \langle v, c \rangle, \quad k = 2, \ldots, r - 1. \quad (5.11)
\]

**Proof.** By Theorem 3.2, we see that $\lambda_1(v) \geq \max_{c \in \mathcal{J}(V)} \langle v, c \rangle$. On the other hand, by applying the spectral decomposition to $v$, there exists a Jordan frame \( \{c_1, \ldots, c_r\} \) such that $v = \sum_{i=1}^r \lambda_i(v) c_i$, whence $c_1 \in \mathcal{J}(V)$ and $\lambda_1(v) = \langle v, c_1 \rangle$ by Corollary 2.1. This proves (5.9). The second equation (5.10) can be obtained by applying this to $-v$.

The proof of (5.11) is almost identical to the proof of Theorem 2.5 in [43]. For $2 \leq k \leq r - 1$ and any $\{d_1, \ldots, d_{k-1}\} \subseteq \mathcal{J}(V)$, we set

\[
M_1 := \mathcal{J}(d_1, \ldots, d_{k-1})^\perp \quad \text{and} \quad M_2 := \mathcal{J}(c_{k+1}, \ldots, c_r)^\perp.
\]

Then $M_1$, $M_2$, and $M_1 \cap M_2$ are nonempty sets in virtue of Lemma 5.2, hence

\[
\max_{c \in M_1} \langle v, c \rangle > -\infty.
\]

We further denote

\[
\gamma_k := \inf_{\{d_1, \ldots, d_{k-1}\} \subseteq \mathcal{J}(V)} \max_{c \in \mathcal{J}(d_1, \ldots, d_{k-1})^\perp} \langle v, c \rangle,
\]

then

\[
\gamma_k \leq \max_{c \in \mathcal{J}(c_1, \ldots, c_{k-1})^\perp} \langle v, c \rangle
\]

\[
= \max_{c \in \mathcal{J}(c_1, \ldots, c_{k-1})^\perp} \left( \sum_{i=k}^r \lambda_i(v) c_i + \lambda_k(v) \sum_{i=1}^{k-1} c_i, c \right)
\]

\[
\leq \max_{c \in \mathcal{J}(V)} \left( \sum_{i=k}^r \lambda_i(v) c_i + \lambda_k(v) \sum_{i=1}^{k-1} c_i, c \right) = \lambda_k(v),
\]
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where the last equality comes from (5.9).

On the other hand, taking any $d \in M_1 \cap M_2$, we have $\max_{c \in M_1} \langle v, c \rangle \geq \langle v, d \rangle \geq \min_{c \in M_2} \langle v, c \rangle$. Meanwhile, there holds

$$\min_{c \in \mathcal{J}(V)} \left( \sum_{i=1}^{k} \lambda_i(v) c_i + \lambda_k(v) \sum_{i=k+1}^{r} c_i, c \right) = \lambda_k(v),$$

where the last equality follows from (5.10). Therefore, we can conclude that for any \{\textit{d}_1, \cdots, \textit{d}_{k-1}\} \subseteq \mathcal{J}(V), \max_{c \in \mathcal{J}(d_1, \cdots, d_{k-1})} \geq \lambda_k(v)$, whence $\gamma_k \geq \lambda_k(v)$. Thus

$$\gamma_k = \max_{c \in \mathcal{J}(c_1, \cdots, c_{k-1})} \langle v, c \rangle,$$

which shows that the infimum is obtained. The proof is complete.

For any $u, v \in V$, we can generate the Weyl’s inequality, which describes the relationship between their eigenvalues and the eigenvalues of $u + v$, to general Euclidean Jordan algebras. Its proof uses the above theorem and is similar to that of the case for simple Euclidean Jordan algebras. We omit the proof here and refer the reader to [57] for details of the simple algebra case.

**Theorem 5.5. (A generalization of Weyl’s inequality)** Let $V$ be a Euclidean Jordan algebra with rank $r \geq 2$. For any $u, v \in V$, it holds

$$\lambda_i(u) + \lambda_r(v) \leq \lambda_i(u + v) \leq \lambda_i(u) + \lambda_1(v), \quad i = 1, \cdots, r. \quad (5.12)$$

For later use, we give a well-known definition of the limiting Fréchet subdifferential, which generalizes the concept of the subdifferential of convex analysis, see, e.g. [57].

**Definition 5.2.** Let $H$ be a Hilbert space, $\psi : H \rightarrow \mathbb{R} \cup \{\infty\}$ be a lower semicontinuous function and $x_0 \in H$ be such that $\psi(x_0) < \infty$. For any $\epsilon \geq 0$, the Fréchet $\epsilon$-subdifferential is the set

$$\partial^F_\epsilon \psi(x) := \left\{ y \in H \left| \liminf_{d \to 0} \frac{\psi(x + d) - \psi(x) - \langle y, d \rangle}{\|d\|} \geq -\epsilon \right. \right\},$$
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where $|| \cdot ||$ denotes an appropriate norm in $\mathbb{H}$. The limiting Fréchet subdifferential of $\psi$ at $x_0$ is the set

$$\partial^F \psi(x_0) := \{ y \in \mathbb{H} \mid \exists x_k \to x_0, \epsilon_k \to 0, \text{ and } y_k \to y \text{ with } y_k \in \partial^F_{\epsilon_k} \psi(x_k) \}.$$ 

**Remark 5.3.** The paper [76] mentioned that, in a finite dimensional Euclidean space, if, in addition, $\psi$ is convex, then $\partial^F \psi(x_0) = \partial \psi(x_0)$.

We recall the chain rule for the generalized subdifferentiation of the composition, which comes from Corollary 6.3 in [73]. We use the binary operator $\odot$ to denote the composition of functions.

**Proposition 5.4.** Let $E_1, E_2$ be two Euclidean spaces and $\Psi : E_1 \to E_2, \varphi : E_2 \to \mathbb{R}$. Suppose that $\Psi$ is Lipschitz around $x_0 \in E_1$ and $\varphi$ is Lipschitz around $\Psi(x_0)$, then it holds

$$\partial^F (\varphi \odot \Psi)(x_0) \subseteq \bigcup \{ \partial^F \langle s, \Psi(x) \rangle | s \in \partial^F \varphi(\Psi(x_0)) \},$$

where $\langle s, \Psi(x) \rangle := \langle s, \Psi(x) \rangle$ and $\langle \cdot, \cdot \rangle$ denotes the inner product in $E_2$.

We are now ready to present the following fundamental proposition for the study of error bounds, whose proof is very similar to what the authors have done in the proof of Lemma 3 in [47].

**Proposition 5.5.** Let $p : \mathbb{R}^r \to \mathbb{R}$ be a locally Lipschitz function and $x \in V$. Assume that there exist $\sigma > 0$ and $w \in V$ such that $\lambda_1 (\sigma e - w) \sum_{s_i \geq 0} s_i + \lambda_r (\sigma e - w) \sum_{s_i < 0} s_i \leq 0$ for each $s \in \partial^F p(\lambda(x))$, then for each $v \in \partial^F (p \odot \lambda)(x)$, there exists $\bar{s} \in \partial^F p(\lambda(x))$ such that

$$\langle v, w \rangle \geq \sigma \sum_{i=1}^r \bar{s}_i.$$ 

**Proof.** If $w = 0$, then it is trivial.

We now suppose that $w \neq 0$. For each $v \in \partial^F (p \odot \lambda)(x)$, by Proposition 5.3, there exists $\bar{s} \in \partial^F p(\lambda(x))$ such that $v \in \partial^F \langle \bar{s}, \lambda(x) \rangle$. In light of Definition 6.4, there are $x^k \to x, v^k \to v, \epsilon_k \to 0$ and $\gamma_k \to 0$ such that

$$\langle \bar{s}, \lambda(x^k + d) - \lambda(x^k) \rangle - \langle v^k, d \rangle + \epsilon_k ||d||_F \geq 0$$
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for any $d \in V$ with $\|d\|_F \leq \gamma_k$. Let $d = -\gamma_k\|w\|_F w$ and $q = \sigma e - w$. Then

$$0 \leq \left\langle \bar{s}, \lambda(x^k - \frac{\gamma_k}{\|w\|_F^2} w) - \lambda(x^k) \right\rangle + \left\langle v^k, \frac{\gamma_k}{\|w\|_F} w \right\rangle + \epsilon_k \gamma_k$$

$$= \left\langle \bar{s}, \lambda(x^k + \frac{\gamma_k}{\|w\|_F} q) - \lambda(x^k) \right\rangle - \frac{\gamma_k}{\|w\|_F} \sum_{i=1}^r \bar{s}_i + \left\langle v^k, \frac{\gamma_k}{\|w\|_F} w \right\rangle + \epsilon_k \gamma_k$$

$$= \sum_{s_i \geq 0} \bar{s}_i \left[ \lambda_i(x^k + \frac{\gamma_k}{\|w\|_F} q) - \lambda_i(x^k) \right] + \sum_{s_i < 0} \bar{s}_i \left[ \lambda_i(x^k + \frac{\gamma_k}{\|w\|_F} q) - \lambda_i(x^k) \right]$$

$$- \frac{\gamma_k}{\|w\|_F} \sum_{i=1}^r \bar{s}_i + \left\langle v^k, \frac{\gamma_k}{\|w\|_F} w \right\rangle + \epsilon_k \gamma_k.$$  \hspace{1cm} (5.13)

On the other hand, by virtue of Theorem 5.5, it yields, for any $k$,  

$$\frac{\gamma_k}{\|w\|_F} \lambda_r(q) \leq \lambda_i(x^k + \frac{\gamma_k}{\|w\|_F} q) - \lambda_i(x^k) \leq \frac{\gamma_k}{\|w\|_F} \lambda_1(q), \ i = 1, \ldots, r,$$

therefore (5.13) can be continued with

$$0 \leq \frac{\gamma_k}{\|w\|_F} \lambda_1(q) \sum_{s_i \geq 0} \bar{s}_i + \frac{\gamma_k}{\|w\|_F} \lambda_r(q) \sum_{s_i < 0} \bar{s}_i - \frac{\gamma_k}{\|w\|_F} \sum_{i=1}^r \bar{s}_i + \left\langle v^k, \frac{\gamma_k}{\|w\|_F} w \right\rangle + \epsilon_k \gamma_k$$

$$\leq - \frac{\gamma_k}{\|w\|_F} \sum_{i=1}^r \bar{s}_i + \left\langle v^k, \frac{\gamma_k}{\|w\|_F} w \right\rangle + \epsilon_k \gamma_k,$$

where the last inequality follows from the assumption. Thus we conclude that

$$\left\langle v^k, w \right\rangle + \epsilon_k \|w\|_F \geq \sigma \sum_{i=1}^r \bar{s}_i,$$

and taking the limit implies $\langle v, w \rangle \geq \sigma \sum_{i=1}^r \bar{s}_i$. \hspace{1cm} \Box

**Remark 5.4.** 1. Let $\sigma > 0$ and $w \in V$ satisfy the assumptions of the previous proposition, then they should possess the property that

$$\lambda_1(\sigma e - w)\lambda_r(\sigma e - w) \geq 0.$$

If there are $\sigma > 0$ and $w \in V$ such that $\lambda_1(\sigma e - w) \leq 0$, then the above proposition is reduced to Lemma 3 in \cite{47} in the framework of symmetric matrices.
2. Special attention is given to the case of $\lambda_1(\sigma e - w) \leq 0$. In this case, we have

$$w \in \text{int}(\mathbb{K})$$  \hspace{1cm} (5.14)

and $0 < \sigma \leq \lambda_r(w)$. We name (5.14) a Slater type condition.

Alternatively, the function $f(x, y)$ may be expressed in terms of the composite function, which leads to an alternate description of $\partial f(x, y)$ by Remark \ref{remark} and Proposition \ref{proposition}. More precisely, let $p : \mathbb{R}^r \to \mathbb{R}$ be a locally Lipschitz function, and $\Phi : \mathbb{V} \times \mathbb{R}^m \to \mathbb{V}$ be defined by

$$\Phi(x, y) = \alpha(-\hat{s} - A^*(y) - Q(x)) + \left(\frac{1}{2} \langle x, Q(x) \rangle + b^Ty\right)e.$$  \hspace{1cm} (5.15)

Choosing $p(x_1, \cdots, x_r) = x_1$, we obtain

$$f(x, y) = (p \circ \lambda \circ \Phi)(x, y).$$

Plainly, $\Phi$ is everywhere Fréchet-differentiable in $\mathbb{V} \times \mathbb{R}^m$. For any given $(x, y) \in \mathbb{V} \times \mathbb{R}^m$, let

$$J\Phi(x, y) : \mathbb{V} \times \mathbb{R}^m \to \mathbb{V},$$

a linear mapping, denote the derivative of $\Phi$ at $(x, y)$, and

$$J\Phi(x, y)^* : \mathbb{V} \to \mathbb{V} \times \mathbb{R}^m$$

be the adjoint of $J\Phi(x, y)$.

Via the definition of Fréchet-differentiability, we have, for any $(s, d) \in \mathbb{V} \times \mathbb{R}^m$,

$$J\Phi(x, y)(s, d) = (b^Td + \langle Q(s), x \rangle)e - \alpha A^*(d) - \alpha Q(s),$$

hence, for any $g \in \mathbb{V}$,

$$J\Phi(x, y)^*(g) = (tr(g)Q(x) - \alpha Q(g), tr(g)b - \alpha A(g)).$$

Here is an alternate description of $\partial f(x, y)$.  
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Theorem 5.6. Let $\Phi(x, y)$ be specified by (5.15). For a given $(x, y) \in V \times \mathbb{R}^m$, it holds
\[
\partial f(x, y) \subseteq \{ J\Phi(x, y)^\ast(g) \mid g \in \partial(p \diamond \lambda)(\Phi(x, y)) \}.
\]

Proof. The proof is straightforward by Proposition 5.4. \qed

At this point, we need to recall one more existing result which plays a key role in our conclusions. We only quote the result in our context.

Henceforth, we assume that $f \ast = \inf_{x, y} f(x, y) > -\infty$.

Theorem 5.7. [103, Theorem 2.2] Suppose that, for some $(x_0, y_0) \in V \times \mathbb{R}^m$, $0 < \zeta \leq +\infty$, $0 < \mu < +\infty$, and $0 < \gamma \leq \zeta/(2\mu)$, the set
\[
T := B((x_0, y_0), \gamma/2) \cap \{(x, y) \in V \times \mathbb{R}^m \mid f(x, y) - f_\ast < \gamma \}
\]
is nonempty and for all $(g_x, g_y) \in \partial f(x, y)$ and each $(x, y) \in T_1$, where
\[
T_1 := B((x_0, y_0), \gamma/2) \cap \{(x, y) \in V \times \mathbb{R}^m \mid 0 < f(x, y) - f_\ast < \gamma \},
\]
it holds
\[
\|(g_x, g_y)\| \geq \mu^{-1}.
\]
Then $O_\ast = \arg\min_{x, y} f(x, y)$ is nonempty and
\[
\text{dist}((x, y), O_\ast) \leq \mu(f(x, y) - f_\ast) \text{ for all } (x, y) \in T.
\]
Moreover, if $(x_0, y_0) \in O_\ast$, then the condition $0 < \gamma \leq \zeta/(2\mu)$ can be replaced with $0 < \gamma \leq +\infty$.

It is known that (5.14) is a Slater type condition. When applied to $J\Phi(x, y)(s, d)$, it gives the existence of some $(s, d) \in V \times \mathbb{R}^m$ such that $J\Phi(x, y)(s, d)$ lies in $\text{int}(K)$ for all $(x, y) \in V \times \mathbb{R}^m$. In the framework of symmetric matrices, a global error bound for the special case when $\Phi(x, y) = -\hat{s} - A^*(y)$ under this type condition is given in [47, Corollary 2]. Using similar arguments, we can derive the following Lipschitzian error bound for (Eigform), which is the more general context we are dealing with.
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Suppose that Assumption 5.7 such that 5.16 4.24 5.8 5.5 A1 4.23 in light of Proposition A1 5.6 and hold and at iteration 5.7 (5.18) and the fact that is satisfied. Let subsequence of \{h_n\} such that Proposition g is also nonempty. Then one can choose the desired point in Theorem 5.8. Putting together (5.18) and (5.19), we have

\[ \text{dist}((x^k, y^k), \mathcal{O}_*) \leq \frac{\sqrt{||s||^2_F + ||d||^2_2}}{\sigma} (f(x^k, y^k) - f_*) \quad \text{for any} \quad k = 1, \ldots, N. \quad (5.17) \]

**Proof.** In light of Proposition 5.3, we see that

\[
\mathcal{O}_D = \arg \min \{ g(x, y) \mid \mathcal{Q}(x) + \mathcal{A}^*(y) + \bar{s} \in \mathbb{K} \},
\]

\[
\mathcal{O}_* = \{ (x^*, y^*) + \tau(\bar{0}, \bar{y}) \mid (x^*, y^*) \in \mathcal{O}_D, \tau \in \mathbb{R} \}.
\]

Plainly, Assumption 5.1 and \( f_* > -\infty \) imply that \( \mathcal{O}_D \) is nonempty, whence \( \mathcal{O}_* \) is also nonempty. Then one can choose the desired point in Theorem 5.3 such that \((x^0, y^0) \in \mathcal{O}_*, \) whence \( \gamma = \infty \) by Theorem 5.8 so that \((x^k, y^k) \}_{k=1}^N \subseteq T.\]

By setting \( p(x_1, \cdots, x_T) = x_1 - f_* \), we have \( f(x, y) - f_* = (p \circ \lambda \circ \Phi)(x, y). \) It is easy to see that \( \partial p(\lambda(\Phi(x, y))) = \{(1, 0, \cdots, 0)\} \) for all \((x, y) \in \mathbb{V} \times \mathbb{R}^m.\) On the other hand, for any \((g_{x^k}, g_{y^k}) \in \partial f(x^k, y^k), k = 1, \cdots, N, \) via Theorem 5.5, there is \( g^k \in \partial (p \circ \lambda)(\Phi(x^k, y^k)) \) such that \((g_{x^k}, g_{y^k}) = J\Phi(x^k, y^k)^*(g^k). \) Using (5.10), by Proposition 5.3, we have

\[
\langle (g_{x^k}, g_{y^k}), (s, d) \rangle = \langle J\Phi(x^k, y^k)^*(g^k), (s, d) \rangle = \langle g^k, J\Phi(x^k, y^k)(s, d) \rangle \geq \sigma,
\]

hence \( \| (g_{x^k}, g_{y^k}) \| : = \sqrt{||g_{x^k}||^2_F + ||g_{y^k}||^2_2} \geq \frac{\sigma}{\sqrt{||s||^2_F + ||d||^2_2}} \) and the proof is complete. \( \square \)

We now return to the construction of the optimality measure \( \varpi^{k+1} \). Suppose that the conditions in Theorem 5.3 hold and at iteration \( k + 1 \) it satisfies \( \varpi^{k+1} \leq \varepsilon. \) Putting together (5.12) and (5.13), via Theorem 5.3 and the fact that \((x^k, y^k) \) is a subsequence of \((x^k, y^k) \), we obtain that one of the following inequalities is satisfied

\[
\text{dist}((\hat{x}^k, \hat{y}^k), \mathcal{O}_*) \leq \frac{\varepsilon}{\sqrt{||s||^2_F + ||d||^2_2}} - \varepsilon \quad (5.18)
\]
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\[ \text{dist}((x^{k+1}, y^{k+1}), \mathcal{O}_*) \leq \frac{\varepsilon}{\sqrt{\|s\|_2^2 + \|d\|_2^2}} - \varepsilon. \] (5.19)

The following example says that finding the proposed $\sigma$ and $(s, d)$ in the above theorem is a possible task.

**Example 5.1.** We continue with Example 3.1. We show that Problem (3.5) satisfies condition (5.16) for the special case where $Q$ has the property that there is some scalar $\rho$ with $\rho < \|Q\|_2$ such that $\text{tr}(Q(X)) = \rho \text{tr}(X)$, for instance $Q(X) = H \cdot X$ with all diagonal entries being the same and $Q(X) = UXU^T$ with $U$ being an orthogonal matrix. In practice, we will terminate Algorithm 4.4 at iteration $N \geq 1$ with $\omega^N \leq \varepsilon$.

We will show that the conditions in Theorem 5.8 hold, whence the sequence of points \{(X_k, y_k)\}_{k=1}^N$ generated by Algorithm 4.4 has one of the properties (5.18) and (5.19).

Indeed, using $M_{X,k} = I - \frac{1}{\nu_k} Q$, where $\nu_k > \|Q\|_2$ for $k = 0, 1, \ldots$, together with (4.10), we have

\[ \nu_{\min}, \nu_{k-1} > \|Q\|_2 > \rho \text{ and } X^k = \hat{X}^{k-1} + \frac{1}{\nu_{k-1}} Q(W^k - \hat{X}^{k-1}) \text{ for all } k = 1, 2, \ldots, N. \]

In the context of Problem (1.1), we get $\text{tr}(W^k) = n$. Choose $\hat{X}^0 = 0$ so that $\text{tr}(\hat{X}^0) < n$. Then

\[ \text{tr}(X^k) = \frac{\rho}{\nu_{k-1}} \text{tr}(W^k) + (1 - \frac{\rho}{\nu_{k-1}}) \text{tr}(\hat{X}^{k-1}) < n \text{ for all } k = 1, 2, \ldots, N \]

since $\hat{X}^k$ is one of $X^0, \ldots, X^k$.

By setting

\[ \tau = \max\{\text{tr}(\hat{X}^0), \ldots, \text{tr}(\hat{X}^{N-1})\} < n, \]

we have

\[ \text{tr}(X^k) - n = \frac{\rho}{\nu_{k-1}} \text{tr}(W^k) + (1 - \frac{\rho}{\nu_{k-1}}) \text{tr}(\hat{X}^{k-1}) - n \]
\[ \leq \frac{n \rho}{\nu_{k-1}} + (1 - \frac{\rho}{\nu_{k-1}}) \tau - n \]
\[ = (n - \tau)(\frac{\rho}{\nu_{k-1}} - 1) \]
\leq (n - \tau) \left( \frac{\rho}{\nu_{\min}} - 1 \right) < 0

for all \( k = 1, \cdots, N \).

On the other hand, it holds \( \sigma I - J\Phi(X^k, y^k)(D, d) = (\sigma - 1^T d - \langle X^k, Q(D) \rangle) I + n(A^*(d) + Q(D)) \). Therefore, we can choose \((Q(D), d) = (\iota I, 0)\) with \( \iota < 0 \) such that

\[
0 < \sigma \leq \iota(n - \tau) \left( \frac{\rho}{\nu_{\min}} - 1 \right),
\]

then

\[
\sigma I - J\Phi(X^k, y^k)(D, d) = \sigma I + \iota(n - \text{tr}(X^k)) I \preceq 0 \quad \text{for all } k = 1, \cdots, N.
\]

Choosing \( \sigma = \iota(n - \tau) \left( \frac{\rho}{\nu_{\min}} - 1 \right) \), by Theorem 5.8, (4.23) and (4.24), we have one of the following inequalities

\[
dist((\hat{x}^k, \hat{y}^k), O_*) \leq \frac{\varepsilon}{\|D\|F} \left( \frac{\rho}{\nu_{\min}} - 1 \right) - \varepsilon,
\]

\[
dist((x^{k+1}, y^{k+1}), O_*) \leq \frac{\varepsilon}{\|D\|F} \left( \frac{\rho}{\nu_{\min}} - 1 \right) - \varepsilon.
\]

Note that \( \iota n = \text{tr}(Q(D)) = \rho \text{tr}(D) \). In particular, if there is a matrix \( D \), obtained when an identity matrix is multiplied by a scalar, such that \( Q(D) = \iota I \). Then the above two inequalities reduce to

\[
dist((\hat{x}^k, \hat{y}^k), O_*) \leq \frac{\varepsilon}{\sqrt{n}} \left( 1 - \frac{\rho}{\nu_{\min}} \right) - \varepsilon,
\]

\[
dist((x^{k+1}, y^{k+1}), O_*) \leq \frac{\varepsilon}{\sqrt{n}} \left( 1 - \frac{\rho}{\nu_{\min}} \right) - \varepsilon.
\]
A Lipschitzian error bound for convex quadratic symmetric cone programming

In this chapter, we are interested in the following symmetric cone linear complementarity problem (SCLCP), which is a generalization of semidefinite linear complementarity problems stated in §54: given the closure $\mathbb{K}$ of the symmetric cone associated with a Euclidean Jordan algebra $\mathcal{V}$, find an $(x, z) \in \mathcal{V} \times \mathcal{V}$ such that

\[(SCLCP) \quad (x, z) \in \mathcal{G}, x \in \mathbb{K}, z \in \mathbb{K}, \text{ and } \langle x, z \rangle = 0.\]

Here $\mathcal{G}$ is an affine subspace of $\mathcal{V} \times \mathcal{V}$ with $\dim(\mathcal{G}) = \dim(\mathcal{V})$, say equal to $n$. Let $\mathcal{F}$, $\mathcal{F}^o$ and $\mathcal{F}^*$ denote, respectively, the feasible solution set $\{(x, z) \in \mathcal{G} \mid x \in \mathbb{K}, z \in \mathbb{K}\}$, the strictly feasible solution set $\{(x, z) \in \mathcal{G} \mid x \in \text{int}(\mathbb{K}), z \in \text{int}(\mathbb{K})\}$, and the solution set $\{(x, z) \in \mathcal{F} \mid \langle x, z \rangle = 0\}$ of $(SCLCP)$.

We focus on the monotone $(SCLCP)$, which serves a pair of primal-dual of convex quadratic symmetric cone programs $(\square)$ and $(\square)$ as a special case. Under Assumptions $A1$ and $A2$, we can state a common necessary and sufficient optimality condition for $x$ to be a minimum solution of $(\square)$ and $(x, y, z)$ to be a minimum solution of $(\square)$ as follows

\[\mathcal{A}(x) = b, \quad z - \mathcal{Q}(x) - \mathcal{A}^*(y) = \hat{s}, \quad \langle x, z \rangle = 0, \quad x, z \in \mathbb{K}. \quad (6.1)\]
Let
\[ \mathcal{G} = \{ (x, z) \in \mathcal{V} \times \mathcal{V} \mid \mathcal{A}(x) = b, \ z - Q(x) - \mathcal{A}^*(y) = \hat{s} \text{ for some } y \in \mathbb{R}^m \} , \]
then (6.1) implies that \((x, y, z)\) is a primal-dual optimal solution for (P) and (D) if and only if \((x, z) \in \mathcal{F}^*\). By Proposition 2.1 in [24], it holds \(\text{dim}(\mathcal{G}) = \text{dim}(\mathcal{V})\) (see paragraph immediately after Proposition 2.1 of [24]). In addition, the affine subspace \(\mathcal{G}\) enjoys monotonicity. In effect, for every \((x, z), (x', z') \in \mathcal{G}\), we have
\[ \langle x - x', z - z' \rangle = \langle x - x', Q(x - x') + \mathcal{A}^*(y - y') \rangle = \langle x - x', Q(x - x') \rangle \geq 0. \]
Therefore we see that the monotone (SCLCP) is at least as general as the primal-dual pair of the convex quadratic symmetric cone problems. On the other hand, the monotone (SCLCP) can be reformulated as a convex quadratic cone program:
\[ \min \{ \langle x, z \rangle \mid (x, z) \in \mathcal{G}, x \in \mathcal{K}, z \in \mathcal{K} \} . \]

We should mention that we need Assumption A2 to ensure that the set of strictly feasible solutions for (P) is nonempty. However, in practice, choice of a strictly feasible solution is not an easy task even in linear programming. It is one of research topics treated with fervor, see, e.g., [3, 11, 23].

In this chapter, we consider a sequence of strictly feasible solutions within a wide neighborhood of central trajectory for the monotone (SCLCP). Under assumptions of strict complementarity and Slater’s condition, we establish this sequence leads to a strictly complementary solution, and provide four necessary and sufficient conditions of a Lipschitzian error bound for the monotone (SCLCP). Consequently, we obtain four different ways of depicting a sequence of primal-dual solutions to converge linearly with their duality gaps, which lies within a wide neighborhood of the central path of the primal-dual pair (P) and (D).
6.1 Some properties of the solution set of the monotone symmetric cone linear complementarity problem

In the setting of symmetric matrices of order \( n \), it was shown in [54] that, under Slater’s condition, there is a unitary similarity transformation of the matrices in the solution set of the monotone \((\text{SCLCP})\) such that all solutions \((X, Z)\) are of the form

\[
X = \begin{bmatrix} X_{BB} & 0 \\ 0 & 0 \end{bmatrix}, \quad Z = \begin{bmatrix} 0 & 0 \\ 0 & Z_{NN} \end{bmatrix}, X_{BB}, Z_{NN} \succeq 0,
\]

where \( B \cup N = \{1, \cdots, n\} \) and \( B \cap N = \emptyset \). The aim of this section is to extend this result to the context of a Euclidean Jordan algebra. Under the additional assumption of strict complementarity, we further obtain that a sequence of strictly feasible solutions of the monotone \((\text{SCLCP})\) converges to a strictly complementary solution.

In the sequel, we impose the following assumptions on \((\text{SCLCP})\).

- \((C1)\) The \( n \)-dimensional affine subspace \( \mathcal{G} \) associated with \((\text{SCLCP})\) is monotone, i.e., \( \langle x - x', z - z' \rangle \geq 0 \) for every \((x, z), (x', z') \in \mathcal{G}\).
- \((C2)\) The strictly feasible solution set \( \mathcal{F}^\circ \) is nonempty.
- \((C3)\) The \((\text{SCLCP})\) has at least one solution \((x^*, z^*) \in \mathcal{F}^\circ\) which is strictly complementarity, that is a solution with \( x^* + z^* \in \text{int}(\mathbb{K}) \).
- \((C4)\) For the sequence \( \{(x(l), z(l))\}_{l=1}^\infty \subseteq \mathcal{F}^\circ \), it holds

\[
(\rho :=) \inf_{l=1,2,\ldots} \left\{ \lambda_r(P_{x(l)^{1/2}}(z(l)))/\langle x(l), z(l) \rangle \right\} > 0.
\]

Assumption \((C4)\) is equivalent to keeping the iterates in the wide neighborhood of the central trajectory

\[\{(x, z) \in \mathcal{F}^\circ \mid \lambda_r(P_{x^{1/2}}(z)) \geq \rho(x, z)\}\].

This is the context in which we want to deal with.

We now make some comments on Assumption \((C2)\).
In light of Assumption (C2), the solution set $\mathcal{F}^\star$ possesses the following properties that will be used later on. Such similar properties were given by Theorem 6.1 of [54] in the context of semidefinite linear complementarity problems.

**Lemma 6.1.** Suppose that the monotone (SCLCP) satisfies Assumption (C2).

1. The solution set $\mathcal{F}^\star$ is a nonempty closed convex set.
2. There exist disjoint subsets $B, N$ of the index set $\{1, \cdots, r\}$ with $B = \{1, \cdots, k\}$ such that for every $(x, z) \in \mathcal{F}^\star$,

\[
B \cup N = \{1, \cdots, r\}, \quad x \in \{x \in \mathbb{K} \mid x_{BB} \in \mathbb{K}^{(k)}, x_{BN} = 0, x_{NN} = 0\},
\]

\[
z \in \{z \in \mathbb{K} \mid z_{NN} \in \mathbb{K}^{(r-k)}, z_{BN} = 0, z_{BB} = 0\},
\]

where $x_{BB}, x_{BN}, x_{NN}$ are specified by (2.4).

**Proof.**

1. Clearly, the solution set $\mathcal{F}^\star$ is closed. The nonemptiness of the solution set follows from Corollary 2.3 in [24]. For the convexity of the solution set, see proof of 1 in [54], Theorem 6.1.

2. Let $d$ be the dimension of the affine subspace spanned by the solution set $\mathcal{F}^\star$. It follows that there exist $d + 1$ pairs of elements $(x^0, z^0), (x^1, z^1), \cdots, (x^d, z^d) \in \mathcal{F}^\star$, such that for any $(x, z) \in \mathcal{F}^\star$,

\[
(x, z) = \sum_{j=0}^{d} \alpha_j (x^j, z^j) \quad \text{with} \quad \sum_{j=0}^{d} \alpha_j = 1.
\]

Set $(\bar{x}, \bar{z}) = \frac{1}{d+1} \sum_{j=0}^{d} (x^j, z^j)$, then $(\bar{x}, \bar{z}) \in \mathcal{F}^\star$ by the convexity of $\mathcal{F}^\star$. We further denote by $S = \{v \in \mathbb{V} \mid \langle v, L_{\bar{x}}(v) \rangle = 0\}$.

Let $\bar{x} = \sum_{i=1}^{r} \lambda_i(\bar{x}) c_i$ be a spectral decomposition of $\bar{x}$, and

\[
B = \{i \mid \lambda_i(\bar{x}) > 0\} =: \{1, \cdots, k\}, N = \{i \mid \lambda_i(\bar{x}) = 0\} =: \{k + 1, \cdots, r\}.
\]

We shall show that for every $(x, z) \in \mathcal{F}^\star$, $x \circ c_i = 0, i \in N$ and $z \circ c_i = 0, i \in B$, whence $x \in \mathbb{V}^{(k)}$ and $z \in \mathbb{V}^{(r-k)}$ by Proposition 2.8 and Proposition 2.10. Thus the desired results hold in light of $x, z \in \mathbb{K}$ and (iii) of Proposition 2.9.
For any $v \in S$, we have

$$0 = \langle v, L_x(v) \rangle = \frac{1}{d+1} \sum_{j=0}^d \langle v^2, x^j \rangle,$$

whence $\langle v^2, x^j \rangle = 0$, $j = 0, 1, \cdots, d$, since $v^2, x^j \in K$.

On the other hand, for $i \in N$, we have $\langle x, c_i \rangle = \lambda_i(\bar{x}) = 0$, whence $\langle c_i, L_x(c_i) \rangle = 0$, and then $c_i \in S$, $i \in N$, thus $\langle c_i, x^j \rangle = 0$, $i \in N$, $j = 0, 1, \cdots, d$. Since any $x$ with $(x, z) \in \mathcal{F}^*$ is an affine combination of $x^0, x^1, \cdots, x^d$, we conclude that $\langle x, c_i \rangle = 0$, $i \in N$ for any $(x, z) \in \mathcal{F}^*$.

Noting that $(\bar{x}, \bar{z}) \in \mathcal{F}^*$ implies $\bar{x} \circ \bar{z} = 0$, we have for $i \in B$,

$$0 = \langle c_i, \bar{x} \circ \bar{z} \rangle = \langle c_i \circ \bar{x}, \bar{z} \rangle = \lambda_i(\bar{x}) \langle c_i, \bar{z} \rangle,$$

whence $\langle c_i, \bar{z} \rangle = 0$, $i \in B$. Consequently, $\langle c_i, z^j \rangle = 0$, $i \in B$, $j = 0, 1, \cdots, d$. Therefore, $\langle z, c_i \rangle = 0$, $i \in B$ for any $(x, z) \in \mathcal{F}^*$. \hfill \Box

For notational convenience, we use $\sigma(l)$ to denote $\langle x(l), z(l) \rangle$ and define

$$W(l) = \sigma(l)^{-2} P_{x(l)} P_{z(l)}, \quad (6.2)$$

$$u(l) = \sigma(l)^{-1} P_{x(l)^{1/2}}(z(l)). \quad (6.3)$$

In addition, if $\mathcal{V}$ is special, we specify

$$v(l) = \sigma(l)^{-1} x(l) z(l). \quad (6.4)$$

By restricting $\mathcal{V} = S^n$ and $\mathcal{K} = S^n_+$ in the general formulation of convex quadratic symmetric cone programming in (□) and (□), we obtain a primal-dual pair of quadratic semidefinite programs. When there is no quadratic term in the primal-dual pair (□) and (□), we have the standard semidefinite programming (SDP). In this case, two necessary and sufficient conditions of a Lipschitzian error bound for SDP were well-studied in (□) under the assumptions of strict complementarity and Slater’s condition. We will derive similar results on the monotone (SCLCP).

In what follows, we use $(x^*, z^*) \in \mathcal{F}^*$ to denote a fixed strictly complementary
solution. Let index sets $B$ and $N$ be given by Lemma 6.1. We shall, with no loss of generality, make the following assumption for (SCLCP).

**Assumption A6** We can partition $x^*$ and $z^*$ as

$$x^* = x^*_{BB} \in \text{int}(\mathbb{K}(k)),$$

and

$$z^* = z^*_{NN} \in \text{int}(\mathbb{K}(r-k)),$$

respectively, where $B = \{1, \ldots, k\}$ and $N = \{k+1, \ldots, r\}$ with $0 \leq k \leq r$.

This gives rise to a similar partitioning of all $x \in \mathbb{V}$,

$$x = x_{BB} + x_{BN} + x_{NN},$$

where $x_{BB} \in \mathbb{V}_{BB}, x_{BN} \in \mathbb{V}_{BN}, x_{NN} \in \mathbb{V}_{NN}$, and $\mathbb{V}_{BB}, \mathbb{V}_{BN}, \mathbb{V}_{NN}$ are specified by (22). In addition, if $\mathbb{V}$ is special and derived from the associative algebra $A$, the above partition gives rises to the associative Peirce decomposition of all elements $a \in A$,

$$a = a_{BB} + a_{BN} + a_{NB} + a_{NN},$$

where $a_{BB} \in A_{11}, a_{BN} \in A_{12}, a_{NB} \in A_{21}, a_{NN} \in A_{22}$. In particular, if the associative algebra $A$ has an involution $*$, then for any $a \in \mathbb{V}$,

$$a = a_{BB} + a_{BN} + a_{BN}^* + a_{NN},$$

where $a_{BB} \in \mathbb{V}_{BB}, a_{BN} + a_{BN}^* \in \mathbb{V}_{BN}, a_{NN} \in \mathbb{V}_{NN}$.

First of all, we consider a sequence of strictly feasible solutions of the monotone (SCLCP), and prove that any limit point of this sequence is a strictly complementary solution under Assumption A6. Such limiting behavior of the sequence will be connected with the error bound results for the monotone (SCLCP). We will need the following simple bounds on the inner product of two elements of $\mathbb{K}$.

**Lemma 6.2.** For $x, y \in \mathbb{K}$ there holds

$$\lambda_r(x)||y||_F \leq \lambda_r(x) \text{tr}(y) \leq \langle x, y \rangle \leq \lambda_1(x) \text{tr}(y).$$
Proof. The first inequality follows immediately from the almost trivial inequality

$$||y||_F \leq tr(y)$$

for all $y \in \mathbb{K}$.

Let $x = \lambda_1(x_1) + \cdots + \lambda_r(x_r)$ be the spectral decomposition of $x$, then

$$\langle x, y \rangle = \langle \lambda_1(x_1) + \cdots + \lambda_r(x_r), y \rangle$$

$$\geq \lambda_r(x_1 + \cdots + c_r) = \lambda_r(tr(y)).$$

Similarly, we have $\langle x, y \rangle \leq \lambda_1(tr(y))$.

Lemma 6.3. Assume (C1), (C2), (C3), (C4), Assumption A6, and that the sequence of strictly feasible solutions $\{(x(l), z(l))\}_{l=1}^{\infty}$ has $\lim_{l \to \infty} \sigma(l) = 0$. If $(x(\infty), z(\infty))$ is a limit point of the sequence, then

$$x(\infty) \in \{x \in \mathbb{K} \mid x_{BB} \in \text{int}(\mathbb{K}^{(k)}), x_{BN} = 0, x_{NN} = 0\},$$

$$z(\infty) \in \{z \in \mathbb{K} \mid z_{NN} \in \text{int}(\mathbb{K}^{(r-k)}), z_{BN} = 0, z_{BB} = 0\}.$$

Proof. The assumption $\lim_{l \to \infty} \sigma(l) = 0$ implies that $\langle x(\infty), z(\infty) \rangle = 0$, from which it follows that $(x(\infty), z(\infty)) \in F^\star$, whence

$$x(\infty)_{BB} \in \mathbb{K}^{(k)}, x(\infty)_{BN} = 0, x(\infty)_{NN} = 0,$$

$$z(\infty)_{NN} \in \mathbb{K}^{(r-k)}, z(\infty)_{BN} = 0, z(\infty)_{BB} = 0,$$

by (2) of Lemma 6.1. Therefore, it suffices to show that

$$rk(x(\infty)) \geq k \text{ and } rk(z(\infty)) \geq r - k.$$

We shall prove the former and remark that the latter can be similarly proven.

For any $l = 1, 2, \cdots$, $x(l) \in \text{int}(\mathbb{K})$, we denote the respective spectral decomposition of these elements by

$$x(l) = \sum_{i=1}^{r} \lambda_i(x(l))c_i(x(l)).$$
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Let \( \{x(l_j)\}_{j=1}^\infty \) be a subsequence converging to \( x(\infty) \). For each \( i = 1, \cdots, r \), \( \lambda_i(\cdot) \) is continuous. Consequently, these sequences \( \{\lambda_i(x(l_j))\}_{j=1}^\infty \) are bounded. The sequences \( \{c_i(x(l_j))\}_{j=1}^\infty \) are bounded by the compactness of the set of primitive idempotents. Passing to a subsequence if necessary, we may assume that

\[
\lim_{j \to \infty} \lambda_i(x(l_j)) = \lambda_i(\infty), \quad i = 1, \cdots, r,
\]

and \( \{c_i(x(l_j))\}_{j=1}^\infty \) converges to \( c_i(\infty) \) such that

\[
x(\infty) = \sum_{i=1}^r \lambda_i(\infty)c_i(\infty).
\]

In view of the continuity of eigenvalue functions and (iii) of Corollary 2.1, it is seen that \( \{c_1(\infty), \cdots, c_r(\infty)\} \) is a Jordan frame.

By Assumption (C4), we have \( \lambda_r(u(l)) \geq \rho > 0 \). In view of assumptions (C1) and (C3), it yields \( \langle x(l_j) - x^*, z(l_j) - z^* \rangle \geq 0 \), whence

\[
\begin{align*}
\sigma(l_j) &= \langle x(l_j), z(l_j) \rangle + \langle x^*, z^* \rangle \\
&\geq \langle z(l_j), x^* \rangle \geq \langle x(l_j), z^* \rangle + \langle z(l_j), x^* \rangle \\
&\geq \langle z(l_j), x^* \rangle = \sigma(l_j) \langle P_{x(l_j)^{-1/2}}(u(l_j)), x^* \rangle \\
&= \sigma(l_j) \langle u(l_j), P_{x(l_j)^{-1/2}}(x^*) \rangle \geq \rho \sigma(l_j) tr(P_{x(l_j)^{-1/2}}(x^*)) \\
&= \rho \sigma(l_j) tr(x(l_j)^{-1} \circ x^*) = \rho \sigma(l_j) \sum_{i=1}^r \frac{1}{\lambda_i(x(l_j))} \langle c_i(x(l_j)), x^* \rangle \\
&\geq \frac{\rho \sigma(l_j)}{\lambda_i(x(l_j))} \langle c_i(x(l_j)), x^* \rangle,
\end{align*}
\]

where the penultimate inequality follows (iv) of Proposition, Lemma and \( \lambda_r(u(l)) \geq \rho \). This means

\[
\langle c_i(x(l_j)), x^* \rangle \leq \frac{\lambda_i(x(l_j))}{\rho}, \quad i = 1, \cdots, r.
\]

Letting \( j \) approach infinity, we achieve

\[
\langle c_i(\infty), x^* \rangle = 0 \text{ whenever } \lambda_i(\infty) = 0,
\]

where the penultimate inequality follows (iv) of Proposition, Lemma and \( \lambda_r(u(l)) \geq \rho \). This means

\[
\langle c_i(\infty), x^* \rangle \leq \frac{\lambda_i(x(l_j))}{\rho}, \quad i = 1, \cdots, r.
\]

Letting \( j \) approach infinity, we achieve

\[
\langle c_i(\infty), x^* \rangle = 0 \text{ whenever } \lambda_i(\infty) = 0,
\]

where the penultimate inequality follows (iv) of Proposition, Lemma and \( \lambda_r(u(l)) \geq \rho \). This means

\[
\langle c_i(\infty), x^* \rangle \leq \frac{\lambda_i(x(l_j))}{\rho}, \quad i = 1, \cdots, r.
\]
whence

\[ c_i(\infty) \circ x^* = 0 \text{ if } \lambda_i(\infty) = 0. \]  

(6.7)

We denote by \( I_1 = \{i \mid \lambda_i(\infty) > 0\} \) and \( I_2 = \{i \mid \lambda_i(\infty) = 0\} \). Let

\[ x^* = \sum_{i=1}^r x^*_i c_i(\infty) + \sum_{i<j} x^*_{ij} \]

be the Peirce decomposition of \( x^* \) with respect to the Jordan frame \( \{c_1(\infty), \cdots, c_r(\infty)\} \).

By (6.7), we have

\[ x^* = \sum_{i \in I_1} x^*_i c_i(\infty) + \sum_{i<j, i,j \in I_1} x^*_{ij}, \]

whence \( x^* \in \mathbb{V}^{(|I_1|)} \) by (ii) of Proposition 2.9. Since

\[ rk(\mathbb{V}^{(|I_1|)}) = |I_1| \]

by (i) of Proposition 2.9, we conclude that

\[ rk(x(\infty)) = |I_1| \geq rk(x^*) = k, \]

where the last equality is by (6.5).

\[ \Box \]

6.2 Necessary and sufficient conditions for a Lipschitzian error bound

A central trajectory following method for the monotone (SCLCP) is of theoretical importance, see, for instance, [24, 59] and the references therein. It generates a sequence of strictly feasible solutions \( \{(x(l), z(l))\}_{l=1}^\infty \) in a certain neighborhood. This section is devoted to the following Lipschitzian error bound for the monotone (SCLCP) under the assumption of strict complementarity (see (C3)), which states the convergence rate of such iterates,

\( \text{(LB)} \)

\[ \text{dist}((x(l), z(l)), \mathcal{F}^*) = O((x(l), z(l))), \]
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where \( \text{dist}((x,z), S) \) denotes the value \( \inf \left\{ \sqrt{||x-u||^2_F + ||z-v||^2_F} \mid (u,v) \in S \right\} \) for each \((x,z) \in V \times V\) and each \( S \subseteq V \times V \). We will derive some necessary and sufficient conditions for such Lipschitzian error bound.

First of all, We study the asymptotic behavior of the “block” forms \( x(l)_{BB}, x(l)_{BN}, x(l)_{NN} \) of
\[
  x(l) = x(l)_{BB} + x(l)_{BN} + x(l)_{NN},
\]
and those of \( z(l) \) as \( l \to \infty \).

**Lemma 6.4.** Assume (C1), (C2), (C3), and the sequence \( \{ (x(l), z(l)) \}_{l=1}^\infty \subseteq F^o \), then
\[
\begin{align*}
  ||x(l)_{BB}||_F &= O(1) \text{ and } ||x(l)_{NN}||_F = O(1), \quad (6.8) \\
  ||x(l)_{NN}||_F &= O(\sigma(l)) \text{ and } ||x(l)_{BB}||_F = O(\sigma(l)), \quad (6.9) \\
  ||x(l)_{BN}||_F &= O(\sqrt{\sigma(l)}) \text{ and } ||z(l)_{BN}||_F = O(\sqrt{\sigma(l)}). \quad (6.10)
\end{align*}
\]

**Proof.** We can pick some \((x^o, z^o) \in F^o\) by Assumption (C2). For every \( l \geq 1 \), there holds
\[
\langle x(l) - x^o, z(l) - z^o \rangle \geq 0
\]
by Assumption (C1). Using this property, together with Lemma 6.2, we get
\[
  \lambda_r(z^o)||x(l)||_F + \lambda_r(x^o)||z(l)||_F \leq \langle x(l), z(l) \rangle + \langle x^o, z^o \rangle = \sigma(l) + \langle x^o, z^o \rangle.
\]
Since \( x^o, z^o \in \text{int}(\mathbb{K}) \), we obtain
\[
||x(l)||_F = O(1 + \sigma(l)) \text{ and } ||z(l)||_F = O(1 + \sigma(l)). \quad (6.11)
\]

By virtue of \( \langle x(l) - x^*, z(l) - z^* \rangle \geq 0 \), we have
\[
  \sigma(l) = \langle x(l), z(l) \rangle + \langle x^*, z^* \rangle \geq \langle x(l), z^* \rangle + \langle z(l), x^* \rangle = \langle x(l)_{NN}, z_{NN}^* \rangle + \langle z(l)_{BB}, x_{BB}^* \rangle \geq \lambda_{min}(z_{NN}, V_{NN}) ||x(l)_{NN}||_F + \lambda_{min}(x_{BB}^*, V_{BB}) ||z(l)_{BB}||_F.
\]
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Since \( \lambda_{\min}(x_{BB}^*, V_{BB}) > 0 \) and \( \lambda_{\min}(z_{NN}^*, V_{NN}) > 0 \), we have (1.10). Taking into account that
\[
\|x(l)_{BB}\|_F + \|x(l)_{NN}\|_F \leq \sqrt{3}\|x(l)\|_F,
\]
putting together (1.10) and (1.9), we obtain (1.8).

We shall prove the first equation of (1.11), the second one can be proved similarly. As \( x(l) \in \text{int}(\mathbb{K}) \), by (iii) of Proposition 2.3, Proposition 2.4 and Proposition 2.5, we have
\[
x_{NN} - P_{x(l)_{BN}}(x(l)_{BB}^{-1}) \in \text{int}(\mathbb{K}_0),
\]
where \( x(l)_{BB}^{-1} \) is the inverse of \( x(l)_{BB} \) in \( V_{BB} \). This means that
\[
\text{tr}(x(l)_{NN}) \geq \text{tr}(P_{x(l)_{BN}}(x(l)_{BB}^{-1})) = \text{tr}(x(l)_{BB}^{-1} \circ x(l)_{BB}^{-1}) \geq \lambda_{\max}^{-1}(x(l)_{BB}, V_{BB})\|x(l)_{BN}\|_F^2,
\]
whence
\[
\|x(l)_{BN}\|_F^2 \leq \lambda_{\max}(x(l)_{BB}, V_{BB})\text{tr}(x(l)_{NN}) = O(\sigma(l)).
\]

Here is one more ingredient of providing a necessary condition for the Lipschitzian error bound (1.8) to hold.

**Lemma 6.5.** Assume (C1), (C2), (C3), and the sequence \( \{(x(l), z(l))\}_{l=1}^\infty \subseteq \mathcal{F}^* \). We define
\[
\dot{x}(l)_{BB} = x(l)_{BB}, \quad \ddot{z}(l)_{BB} = \sigma(l)^{-1}z(l)_{BB},
\]
\[
\dot{x}(l)_{BN} = \sigma(l)^{-1}x(l)_{BN}, \quad \ddot{z}(l)_{BN} = \sigma(l)^{-1}z(l)_{BN},
\]
\[
\dot{x}(l)_{NN} = \sigma(l)^{-1}x(l)_{NN}, \quad \ddot{z}(l)_{NN} = z(l)_{NN}.
\]

If the Lipschitzian error bound (1.8) holds, then the sequence \( \{\dot{(x(l), z(l))}\}_{l=1}^\infty \) is bounded.

**Proof.** In light of (1.8) and (1.9), both \( \{\dot{(x(l)_{BB}, z(l)_{BB})}\}_{l=1}^\infty \) and \( \{\dot{(x(l)_{NN}, z(l)_{NN})}\}_{l=1}^\infty \) are bounded. Since the solution set \( \mathcal{F}^* \) is convex and closed by (1) of Lemma 3.1, together with (2) of Lemma 3.1 and the Lipschitzian error bound (1.8), there exists a sequence \( \{x^*(l), z^*(l)\}_{l=1}^\infty \subseteq \mathcal{F}^* \) such that
\[
\sqrt{d_x(l)^2 + d_z(l)^2} = O(\sigma(l)),
\]
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where
\[
d_x(l) = \|x(l)_{BB} - x^*(l)_{BB}\|_F^2 + \|x(l)_{BN}\|_F^2 + \|x(l)_{NN}\|_F^2,
\]
\[
d_z(l) = \|z(l)_{BB}\|_F^2 + \|z(l)_{BN}\|_F^2 + \|z(l)_{NN} - z^*(l)_{NN}\|_F^2.
\]
This implies that
\[
\|x(l)_{BN}\|_F = O(\sigma(l)), \quad \|z(l)_{BN}\|_F = O(\sigma(l)),
\]
whence \(\{(\tilde{x}(l)_{BN}, \tilde{z}(l)_{BN})\}^{\infty}_{l=1}\) is bounded.

We are now in a position to give a necessary condition for the Lipschitzian error bound \((\text{LB})\) of \((\text{SCLCP})\) to hold.

**Theorem 6.1.** Assume \((\text{C1}), (\text{C2}), (\text{C3}), (\text{C4}),\) Assumption \(\text{A6},\) and that the sequence of strictly feasible solutions \(\{(x(l), z(l))\}^{\infty}_{l=1}\) has \(\lim_{l \to \infty} \sigma(l) = 0.\) Then the Lipschitzian error bound \((\text{LB})\) holds only if

\[(\text{NC1})\quad \kappa(P_{x(l)}P_{z(l)}) = O(1),\]

where \(\kappa(P_{x(l)}P_{z(l)})\) denotes the condition number \(\|P_{x(l)}P_{z(l)}\|_F \|P_{x(l)}P_{z(l)}\|_F^{-1}\) of the product \(P_{x(l)}P_{z(l)}\).

**Proof.** We construct a proof by contradiction. Suppose that the Lipschitzian error bound \((\text{LB})\) holds but \((\text{NC1})\) fails. Passing to a subsequence if necessary, we may assume that \(\kappa(P_{x(l)}P_{z(l)}) \to \infty\) as \(l \to \infty.\)

Let \(\tilde{x}(l)\) and \(\tilde{z}(l)\) be specified by \((\text{LB})\), then \(\{(\tilde{x}(l), \tilde{z}(l))\}^{\infty}_{l=1}\) is bounded by Lemma \(\text{A6}.\) Passing to a subsequence if necessary, we may assume that \(\tilde{x}(l)\) and \(\tilde{z}(l)\) converges to, say, \((\tilde{x}(\infty), \tilde{z}(\infty)).\)

For any given idempotent \(c\) and \(x, z \in \mathbb{V},\) let
\[
x = x_1 + x_{\frac{1}{2}} + x_0 \quad \text{and} \quad z = z_1 + z_{\frac{1}{2}} + z_0
\]
be the Peirce decompositions of \(x\) and \(z\) with respect to \(c,\) respectively. Using (iv)
and (v) of Theorem 2.1, we have

\[ P_x V \subseteq \mathbb{V}(c, 1), \quad P_0 V \subseteq \mathbb{V}(c, 0), \]
\[ P_{x_1 x_1} V \subseteq \mathbb{V}(c, 1) \oplus \mathbb{V}(c, \frac{1}{2}), \]
\[ P_{x_0 x_2} V \subseteq \mathbb{V}(c, 0) \oplus \mathbb{V}(c, \frac{1}{2}). \]

In addition, for any \( y \in V \), taking into account its Peirce decomposition

\[ y = y_1 + y_2 + y_0 \]

with respect to \( c \), we have

\[ P_{x_1 x_0} (y_1) = 0 = P_{x_1 x_0} (y_0), \]

since \( x_1 \) and \( x_0 \) operator commute and \( x_1 \circ x_0 = 0 \). Then

\[ P_{x_1 x_0} (y) = P_{x_1 x_0} (y_2) \in \mathbb{V}(c, \frac{1}{2}) \]

by (ii) of Theorem 2.1. Thus

\[ P_{x_1 x_0} V \subseteq \mathbb{V}(c, \frac{1}{2}). \]

Consequently, we obtain

\[ P_x P_0 = 0, \quad P_{x_1} P_{z_0} = 0, \quad P_{x_1} P_{\frac{1}{2} z_0} = 0, \]
\[ P_x P_{\frac{1}{2}} = 0, \quad P_{x_0} P_{z_0} = 0, \quad P_{x_0} P_{\frac{1}{2}} = 0, \]
\[ P_{x_1 x_0} P_{\frac{1}{2}} = 0, \quad P_{x_1 x_0} P_z = 0, \quad P_{\frac{1}{2} x_1 x_0} P_z = 0. \]

Using (6.13), direct computation shows that

\[ W(l) = P_{\hat{z}(l)_{BB}} P_{\hat{z}(l)_{BB}} + P_{\hat{z}(l)_{BB}} P_{\hat{z}(l)_{BN}} + 2P_{\hat{z}(l)_{BB}} P_{\hat{z}(l)_{BB}, \hat{z}(l)_{BN}} \]
\[ \sigma(l)^2(P_{\hat{z}(l)BB}P_{\hat{z}(l)BB} + P_{\hat{z}(l)BN}P_{\hat{z}(l)BN}) + P_{\hat{z}(l)BN}P_{\hat{z}(l)NN} \]
\[ + 2\sigma(l)P_{\hat{z}(l)BN}(\sigma(l)P_{\hat{z}(l)BB}\hat{z}(l)_{BN} + P_{\hat{z}(l)BB}\hat{z}(l)_{NN} + P_{\hat{z}(l)BN}\hat{z}(l)_{NN}) \]
\[ + \sigma(l)^2P_{\hat{z}(l)NN}P_{\hat{z}(l)BN} + P_{\hat{z}(l)NN}P_{\hat{z}(l)NN} + 2\sigma(l)(P_{\hat{z}(l)NN}P_{\hat{z}(l)BN}\hat{z}(l)_{NN} \]
\[ + P_{\hat{z}(l)BB}\hat{z}(l)_{BN}P_{\hat{z}(l)BB}) + 2\sigma(l)(P_{\hat{z}(l)BB}\hat{z}(l)_{BN} + P_{\hat{z}(l)BB}\hat{z}(l)_{NN} + \sigma(l)P_{\hat{z}(l)BN}\hat{z}(l)_{NN}) + \]
\[ P_{\hat{z}(l)BB}\hat{z}(l)_{NN} + \sigma(l)P_{\hat{z}(l)BN}\hat{z}(l)_{NN})(\sigma(l)P_{\hat{z}(l)BB}\hat{z}(l)_{BN} + P_{\hat{z}(l)BB}\hat{z}(l)_{NN} + P_{\hat{z}(l)BN}\hat{z}(l)_{NN}) \]

Since \( \sigma(l) \to 0 \) as \( l \to \infty \), we have
\[ W(l) \to P_{\hat{z}(\infty)BB}P_{\hat{z}(\infty)BB} + P_{\hat{z}(\infty)BB}P_{\hat{z}(\infty)BN} + 2P_{\hat{z}(\infty)BB}P_{\hat{z}(\infty)BB}\hat{z}(\infty)_{BN} \]
\[ + P_{\hat{z}(\infty)BN}P_{\hat{z}(\infty)NN} + P_{\hat{z}(\infty)NN}P_{\hat{z}(\infty)NN} + 2P_{\hat{z}(\infty)BN}\hat{z}(\infty)_{NN}P_{\hat{z}(\infty)NN} \]
\[ + 4(P_{\hat{z}(\infty)BB}\hat{z}(\infty)_{BN} + P_{\hat{z}(\infty)BB}\hat{z}(\infty)_{NN})(P_{\hat{z}(\infty)BB}\hat{z}(\infty)_{NN} + P_{\hat{z}(\infty)BN}\hat{z}(\infty)_{NN}) \]
\[ =: W(\infty) \]

Noting that
\[ \lambda_{\min}(\sigma(l)^{-2}P_{\hat{z}(l)P_{\hat{z}(l)}}) = \lambda_{\min}(\sigma(l)^{-2}P_{\hat{z}(l)1/2P_{\hat{z}(l)}P_{\hat{z}(l)1/2}}) \]
\[ = \lambda_{\min}(\sigma(l)^{-2}P_{\hat{z}(l)(z(l))}) = \lambda_{\min}(\sigma(l)^{-1}P_{\hat{z}(l)(z(l))}) \]
where the last equality follows from Ref. [11, Lemma 12], we obtain
\[ \lambda_{\min}(W(\infty)) \geq \rho^2 > 0 \]
by Assumption (C4). This means that \( W(\infty) \) is invertible. Consequently, \( W(l) \), whence
\[ P_{\hat{z}(l)P_{\hat{z}(l)}} = \sigma(l)^2W(l) \]
has bounded condition number. \( \square \)

It is known (see Ref. [11]) that \( \kappa(X(l)Z(l)) = O(1) \) is a necessary condition of the Lipschitzian error bound (11) if we restrict ourselves to the primal-dual pair of SDPs. We can prove a similar result on the monotone (SCLC1) under the assumption that \( \mathcal{V} \) is special.
Henceforth, we assume that $V$ is special, which is derived from an associative algebra $A$ with involution $\ast$. Moreover, for each $x \in V$, by abuse of notation we still write

$$x = x_{BB} + x_{BN} + x_{BN}^* + x_{NN}$$

as its associative Peirce decomposition. Since

$$\|x_{BN}\|_F + \|x_{BN}^*\|_F \leq \frac{1}{\sqrt{2}} \sqrt{\|x_{BN}\|_F^2 + \|x_{BN}^*\|_F^2},$$

together with Remark 2.2, it is readily seen that Lemmas 6.1, 6.3, 6.4 and 6.5 remain valid when stated in terms of the above partition.

**Theorem 6.2.** Assume (C1), (C2), (C3), (C4), Assumption A6, and that the sequence of strictly feasible solutions $\{(x(l), z(l))\}_{l=1}^{\infty}$ has $\lim_{l \to \infty} \sigma(l) = 0$. Then the Lipschitzian error bound (L2) holds only if

(C2) \[ \kappa(x(l)z(l)) = O(1), \]

where $\kappa(x(l)z(l))$ denotes the condition number $\|x(l)z(l)\|_F\|(x(l)z(l))^{-1}\|_F$ of the product $x(l)z(l)$.

**Proof.** We prove the statement following [19, Theorem 17] where the case of semidefinite programming was considered. Suppose that the Lipschitzian error bound (L2) holds but (NC2) fails. Passing to a subsequence if necessary, we may assume that

$$\kappa(x(l)z(l)) \to \infty \text{ as } l \to \infty.$$

Let $\tilde{x}(l)$ and $\tilde{z}(l)$ be specified by (NC2), then $\{(\tilde{x}(l), \tilde{z}(l))\}_{l=1}^{\infty}$ is bounded by Lemma 6.5. Passing to a subsequence if necessary, we may assume that $\{(\tilde{x}(l), \tilde{z}(l))\}_{l=1}^{\infty}$ converges to, say, $(x(\infty), z(\infty))$.

Using associative Peirce multiplication rules (2.7), we have

$$v(l) = \sigma(l)^{-1} x(l)z(l)$$

$$= \tilde{x}(l)_{BB} \tilde{z}(l)_{BB} + \tilde{x}(l)_{BB} \tilde{z}(l)_{BN} + \sigma(l) \tilde{x}(l)_{BN} \tilde{z}(l)_{BN} + \tilde{x}(l)_{BN} \tilde{z}(l)_{BN}$$

$$+ \sigma(l) \tilde{x}(l)_{BN} \tilde{z}(l)_{BB} + \tilde{x}(l)_{BN}^* \tilde{z}(l)_{BN} + \tilde{x}(l)_{BN} \tilde{z}(l)_{BN}^* + \tilde{x}(l)_{NN} \tilde{z}(l)_{NN}.$$
Letting \( l \) go to infinity, we obtain
\[
v(l) \to \tilde{x}^{(\infty)}_{BB} \tilde{z}^{(\infty)}_{BB} + \tilde{x}^{(\infty)}_{BN} \tilde{z}^{(\infty)}_{BN} + \tilde{x}^{(\infty)}_{NN} \tilde{z}^{(\infty)}_{NN} =: v(\infty).
\]

Since
\[
0 < \rho \leq \lambda_{\min}(\sigma(l)^{-1} P_x(l)^{1/2} z(l))) = \lambda_{\min}(\sigma(l)^{-1} x(l)^{1/2} z(l) x(l)^{1/2}) = \lambda_{\min}(\sigma(l)^{-1} x(l) z(l))
\]
by Assumption (C4), \( \lambda_{\min}(v(\infty)) \geq \rho > 0 \). Therefore \( v(\infty) \) is invertible in \( A \). This means that \( v(l) \), whence \( x(l) z(l) = \sigma(l) v(l) \), has bounded condition number.

The question now is whether the necessary condition (NC1) is equivalent to the one (NC2). The affirmative answer is given in the next theorem, whose proof hinges on the following basic observation.

**Lemma 6.6.** For any \( x \in \mathbb{K} \), it holds
\[
\frac{1 + r}{2r} tr(x)^2 \leq tr(P_x) \leq n tr(x)^2,
\]
where \( r = rk(V) \) and \( n = dim(V) \).

**Proof.** Let \( x = \sum_{i=1}^{n} \lambda_i c_i \) be the spectral decomposition of \( x \). By virtue of Lemma 12 in [90], we see that the eigenvalues of \( P_x \) have the form
\[
\lambda_i \lambda_j, 1 \leq i \leq j \leq r.
\]
We denote by \( d_{ij} \) the multiplicity of \( \lambda_i \lambda_j \), then \( 1 \leq d_{ij} \leq n, 1 \leq i \leq j \leq r \). Noting that
\[
tr(P_x) = \sum_{1 \leq i \leq j \leq r} d_{ij} \lambda_i \lambda_j,
\]
we obtain
\[
(1 + \frac{1}{r}) (\lambda_1 + \cdots + \lambda_r)^2 
\leq \lambda_1^2 + \cdots + \lambda_r^2 + (\lambda_1 + \cdots + \lambda_r)^2
\]
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\[
\leq \sum_{i=1}^{r} d_{ii} \lambda_i^2 + \lambda_1 (d_{11} \lambda_1 + d_{12} \lambda_2 + \cdots + d_{1r} \lambda_r) + \\
\lambda_2 (d_{12} \lambda_1 + d_{22} \lambda_2 + \cdots + d_{2r} \lambda_r) + \cdots + \lambda_r (d_{1r} \lambda_1 + d_{2r} \lambda_2 + \cdots + d_{rr} \lambda_r)
\]

\[
= 2 \text{tr}(P_z) \leq n[\lambda_1^2 + \cdots + \lambda_r^2 + (\lambda_1 + \cdots + \lambda_r)^2]
\]

\[
\leq 2n(\lambda_1 + \cdots + \lambda_r)^2 = 2n \text{tr}(x)^2.
\]

The proof is complete. \(\square\)

**Theorem 6.3.** For a sequence of strictly feasible solutions \(\{(x(l), z(l))\}_{l=1}^{\infty}\), there holds

\[(\text{NC1}) \quad \kappa(P_x(l)P_z(l)) = O(1) \]

if and only if

\[(\text{NC2}) \quad \kappa(x(l)z(l)) = O(1). \]

**Proof.** From the definition of condition number, we deduce that

\[
\kappa(P_x(l)P_z(l))^2 = \|P_x(l)P_z(l)\|_F^2 \|P_z(l)^{-1}P_x(l)^{-1}\|_F^2 \quad \text{(vi) of Proposition 2.2}
\]

\[
= \text{tr}(P_x(l)P_z(l)z(l)) \text{tr}(P_z(l)^{-1}P_x(l)^{-1}z(l)^{-1}) \quad \text{(iii) of Proposition 2.2}
\]

\[
= \text{tr}(P_{x(l)}P_{z(l)}z(l)) \text{tr}(P_{x(l)}^{-1}(x(l)^{-2})) \quad \text{(ii) of Proposition 2.2}
\]

\[
\leq n^2 \text{tr}(P_x(l)z(l)^2) \text{tr}(P_z(l)^{-1}(x(l)^{-2})) \quad \text{(iv) of Proposition 2.2 and Lemma 6.6}
\]

\[
= n^2 \text{tr}(x(l)^2 z(l)^2) \text{tr}(z(l)^{-2} x(l)^{-2})
\]

\[
= n^2 \|x(l)z(l)\|_F^2 \|x(l)^{-1}z(l)^{-1}\|_F^4
\]

\[
= n^2 \kappa(x(l)z(l))^4.
\]

Similarly, we have

\[
\kappa(P_x(l)P_z(l)) \geq \frac{r + 1}{2r} \kappa(x(l)z(l))^2.
\]

Consequently,

\[
\kappa(P_x(l)P_z(l)) = O(1) \quad \text{if and only if} \quad \kappa(x(l)z(l)) = O(1).
\]
We now turn our attention away from necessary conditions to sufficient conditions. We will rely on the next result to study a sufficient condition of the Lipschitzian error bound \( \text{(LB)} \) for the monotone \( \text{(SCLCP)} \), whose proof follows that of [13, Lemma 2.3 and Remark 2] word-to-word and is omitted here.

**Lemma 6.7.** Let \( L \) be a linear subspace of \( V \) and \( b \in V, \)

\[
\tilde{L} := \{ x \in V \mid x + \tau b \in L \text{ for some } \tau \in \mathbb{R} \}
\]

be the smallest linear subspace contains \( b + L \). Suppose that \( \tilde{L} \cap K \neq \emptyset \). Let \( a^* \in \text{relint}(\tilde{L} \cap K) \) and suppose without loss of generality that \( a^* \) is of the form \( (6.5) \). If \( s(1), s(2), \cdots \) is a bounded sequence with

\[
dist(s(l), b + \mathcal{L}) \to 0 \text{ and } [-\lambda_{\min}(s(l))]_+ \to 0 \text{ as } l \to \infty,
\]

then

\[
dist(s(l), (b + \mathcal{L}) \cap K) = O(\epsilon(l))
\]

with

\[
\epsilon(l) = dist(s(l), b + \mathcal{L}) + [-\lambda_{\min}(s(l))]_+ + \|s(l)_{BN}\|_F + \|s(l)_{NN}\|_F.
\]

We will show next a sufficient condition for the Lipschitzian error bound \( \text{(LB)} \) under the assumption that \( V \) is special, which shall in turn yield Condition \( \text{(NC2)} \). Hence we shall deduce necessary and sufficient conditions for the Lipschitzian error bound \( \text{(LB)} \) in the context of a Euclidean Jordan algebra derived from an associative algebra with involution.

**Theorem 6.4.** Assume \( (C1), (C2), (C3), (C4), \) Assumption [13], and that the sequence of strictly feasible solutions \( \{(x(l), z(l))\}_{l=1}^{\infty} \) has \( \lim_{l \to \infty} \sigma(l) = 0 \). Then the Lipschitzian error bound \( \text{(LB)} \) holds if

\[
(C1) \quad \|x(l)z(l)\|_F = O(\langle x(l), z(l) \rangle).
\]

**Proof.** The proof is very similar to what the author has done for proving Theorem 20 in [13]. We prove this by contradiction. Suppose that there exists a subsequence
\[ \{ (x(l_j), z(l_j)) \}_{j=1}^{\infty} \] such that

\[
\sigma(l_j)^{-1} \text{dist}((x(l_j), z(l_j)), \mathcal{F}^*) \to \infty. \tag{6.14}
\]

The assumption \( \lim_{l \to \infty} \sigma(l) = 0 \) and Lemma 6.4 yield that the sequence \( \{ (x(l), z(l)) \}_{l=1}^{\infty} \) is bounded. Passing to a subsequence if necessary, we may assume that the sequence \( \{ (x(l_j), z(l_j)) \}_{j=1}^{\infty} \) converges to, say, \( (x(\infty), z(\infty)) \). By Lemma 6.3, it holds

\[
x(\infty)_{BB} \in \text{int}(\mathbb{K}^{(k)}) \quad \text{and} \quad z(\infty)_{NN} \in \text{int}(\mathbb{K}^{(r-k)}),
\]

whence

\[
\| x(l_j)_{BB}^{-1} \|_F = O(1), \quad \| z(l_j)_{NN}^{-1} \|_F = O(1). \tag{6.15}
\]

Since

\[
\sigma(l_j) v(l_j) = x(l_j)_{BB} z(l_j)_{BB} + x(l_j)_{BB} z(l_j)_{BN} + x(l_j)_{BN} z(l_j)_{BN} + x(l_j)_{BN} z(l_j)_{NN}
\]

\[
+ x(l_j)_{BN} z(l_j)_{BB} + x(l_j)_{BN} z(l_j)_{BN} + x(l_j)_{NN} z(l_j)_{BN} + x(l_j)_{NN} z(l_j)_{NN},
\]

it holds

\[
\sigma(l_j) v(l_j)_{BN} = x(l_j)_{BB} z(l_j)_{BN} + x(l_j)_{BN} z(l_j)_{NN}
\]

by associative Peirce multiplication rules. Hence, recalling that \( v(l_j) = \sigma(l_j)^{-1} x(l_j) z(l_j) \), and putting together with (6.14), (6.15) and the first equation of (6.8), we see that

\[
\| x(l_j)_{BN} \|_F
\]

\[
= \| \sigma(l_j) v(l_j)_{BN} z(l_j)_{NN} - x(l_j)_{BB} z(l_j)_{BN} z(l_j)_{NN}^{-1} \|_F
\]

\[
= O(\sigma(l_j) + \| z(l_j)_{BN} \|_F), \tag{6.16}
\]

and

\[
x(l_j)_{BN} \cdot z(l_j)_{BN}
\]

\[
= tr(\sigma(l_j) v(l_j)_{BN} z(l_j)_{NN}^{-1} z(l_j)_{BN}^*) - tr(x(l_j)_{BB} z(l_j)_{BN} z(l_j)_{NN}^{-1} z(l_j)_{BN}^*)
\]
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\[ = O(\sigma(l_j)||z(l_j)_{BN}||_F) - ||x(l_j)^{1/2}z(l_j)_{BN}z(l_j)^{-1/2}||_F^2 \]
\[ = O(\sigma(l_j)||z(l_j)_{BN}||_F) - \Theta(||z(l_j)_{BN}||_F^2). \quad (6.18) \]

Let
\[ G_x := \{ x \in \mathbb{V} \mid (x, z) \in \mathcal{G} \}, \quad L_{G_x} := \{ x - x' \in \mathbb{V} \mid (x, z), (x', z') \in \mathcal{G} \}, \]
and
\[ G_z := \{ z \in \mathbb{V} \mid (x, z) \in \mathcal{G} \}, \quad L_{G_z} := \{ z - z' \in \mathbb{V} \mid (x, z), (x', z') \in \mathcal{G} \}, \]
then \( L_{G_x} \), as well as \( L_{G_z} \), forms a linear subspace of \( \mathbb{V} \). We further specify the following two affine subspaces:
\[ \mathfrak{A}_x := \{ x \in \mathbb{V} \mid x - x^* \in L_{G_x}, x_{BN} = 0, x_{NN} = 0 \}, \]
\[ \mathfrak{A}_z := \{ z \in \mathbb{V} \mid z - z^* \in L_{G_z}, z_{BN} = 0, z_{BB} = 0 \}. \]

We now study the following two systems:
\[ \begin{cases} x \in \mathfrak{A}_x & \text{and} \\ x \in \mathbb{K} & \end{cases} \quad \begin{cases} z \in \mathfrak{A}_z \\ z \in \mathbb{K}. \end{cases} \]

Assumption \( A6 \), Lemma \( 6.4 \) and \( \{(x(l_j), z(l_j))\}_{j=1}^{\infty} \subseteq \mathcal{F}^o \) with \( \lim_{j \to \infty} \sigma(l_j) = 0 \) show that the hypotheses of Lemma \( 6.7 \) are satisfied. This implies that there exist sequences
\[ \{ \hat{x}(l_j) \}_{j=1}^{\infty} \subseteq \mathfrak{A}_x \text{ with } \hat{x}(l_j)_{BB} \in \mathbb{K}^{(k)} \]
and
\[ \{ \hat{z}(l_j) \}_{j=1}^{\infty} \subseteq \mathfrak{A}_z \text{ with } \hat{z}(l_j)_{NN} \in \mathbb{K}^{(r-k)} \]
such that
\[ \sqrt{||x(l_j) - \hat{x}(l_j)||_F^2 + ||z(l_j) - \hat{z}(l_j)||_F^2} \leq ||x(l_j) - \hat{x}(l_j)||_F + ||z(l_j) - \hat{z}(l_j)||_F \quad (6.19) \]
\begin{equation}
O(|x(l)_{BN}|_F + |x(l)_{NN}|_F + |z(l)_{BN}|_F + |z(l)_{BB}|_F)
\end{equation}
\begin{equation}
O(\sigma(l_j) + ||z(l_j)_{BN}||_F).
\end{equation}

Since \((\tilde{x}(l_j), \tilde{z}(l_j)) \in \mathcal{G}\),
\[(x(l_j) - \tilde{x}(l_j)) \cdot (z(l_j) - \tilde{z}(l_j)) = (x(l_j) - \tilde{x}(l_j), z(l_j) - \tilde{z}(l_j)) \geq 0\]
by Remark \[\text{[13]}\]. Thus we obtain
\[-2x(l_j)_{BN} \cdot z(l_j)_{BN}
\leq (x(l_j)_{BB} - \tilde{x}(l_j)_{BB}, z(l_j)_{BB}) + (x(l_j)_{NN}, z(l_j)_{NN} - \tilde{z}(l_j)_{NN})
\end{equation}
\begin{equation}
O(\sigma(l_j)(|x(l_j)_{BB} - \tilde{x}(l_j)_{BB}|_F + ||z(l_j)_{NN} - \tilde{z}(l_j)_{NN}||_F))
\end{equation}
\begin{equation}
O(\sigma(l_j)^2 + \sigma(l_j)||z(l_j)_{BN}||_F),
\end{equation}
whence, in light of \((6.20)\), it follows
\[||z(l_j)_{BN}||_F^2 = O(\sigma(l_j)^2 + \sigma(l_j)||z(l_j)_{BN}||_F),\]
which implies that
\[||z(l_j)_{BN}||_F = O(\sigma(l_j)).\]

Therefore, by \((\tilde{x}(l_j), \tilde{z}(l_j)) \in \mathcal{F}^*\), it yields
\[\text{dist}((x(l_j), z(l_j)), \mathcal{F}^*) \leq \sqrt{||x(l_j) - \tilde{x}(l_j)||_F^2 + ||z(l_j) - \tilde{z}(l_j)||_F^2}
\end{equation}
\begin{equation}
= O(\sigma(l_j)),
\end{equation}
which contradicts \((5.20)\).

The next result is straightforward from Lemma \[\text{[13]}\]. Its proof is very similar to what we have done for proving Theorem \[\text{[13]}\], and is therefore omitted here.

**Corollary 6.1.** For a sequence of strictly feasible solutions \(\{(x(l), z(l))\}_{l=1}^\infty\), there holds
\[\text{(SC1) } ||x(l)z(l)||_F = O((x(l), z(l)))\]
if and only if

\[(SC2) \quad ||P_{x(l)}P_{z(l)}||_F = O((x(l), z(l))^2).\]

We summarize our discussion as a corollary.

**Corollary 6.2.** Assume (C1), (C2), (C3), (C4), Assumption 6.1, and that the sequence of strictly feasible solutions \(\{(x(l), z(l))\}_{l=1}^\infty\) has \(\lim_{l \to \infty} \sigma(l) = 0\). Then the following statements are equivalent:

\[(LB) \quad \text{dist}((x(l), z(l)), F^\ast) = O((x(l), z(l))));\]

\[(NC1) \quad \kappa(P_{x(l)}P_{z(l)}) = O(1);\]

\[(NC2) \quad \kappa(x(l)z(l)) = O(1);\]

\[(SC1) \quad ||x(l)z(l)||_F = O((x(l), z(l)));\]

\[(SC2) \quad ||P_{x(l)}P_{z(l)}||_F = O((x(l), z(l))^2).\]

**Proof.** Theorem 6.3 establishes that \((NC1)\) is equivalent to \((NC2)\), and Corollary 6.1 states that \((SC1)\) is equivalent to \((SC2)\). It is also known that \((SC1)\) implies \((LB)\) by Theorem 6.4, which in turn yields \((NC2)\) using Theorem 6.2. Thus, it suffices to prove that \((NC1)\) implies \((SC1)\). We prove the statement following [19, Corollary 21].

Using Lemma 6.4 and associative Peirce multiplication rules, we obtain

\[||x(l)z(l)||^2_F = ||\sigma(l)v(l)||^2_F = O(\sigma(l)^2) + ||\sigma(l)v(l)_{BN}||^2_F.\]

Thus \((SC1)\) holds if \(||v(l)_{BN}||_F = O(1)||.\]
By (\text{2.22}), we get

\[ ||v(l)_{BN}||_F||v(l)^{-1}_{BN}||_F \leq ||v(l)||_F||v(l)^{-1}||_F = \kappa(x(l)z(l)) = O(1). \quad (6.21)\]

In view of associative Peirce multiplication rules, it holds

\[ \sigma(l)^{-1}(v(l)^{-1})_{BN} = (z(l)^{-1})_{BB}(x(l)^{-1})_{BN} + (z(l)^{-1})_{BN}(x(l)^{-1})_{NN}. \]

Since \( x(l), z(l) \in \text{int}(\mathbb{K}) \), by (iii) of Proposition 2.10 and Proposition 2.11, it implies that inverse formulae (6.22) and (6.23) are valid for \( x(l) \) and \( z(l) \). We denote the Schur complement of \( x(l)_{BB} \) in \( x(l) \) by

\[ f(l) = x(l)_{NN} - x(l)^*_{BN} x(l)^{-1}_{BB} x(l)_{BN}, \]

and the Schur complement of \( z(l)_{NN} \) in \( z(l) \) by

\[ g(l) = z(l)_{BB} - z(l)_{BN} z(l)^{-1}_{NN} z(l)^*_{BN}. \]

Therefore we deduce from inverse formulae (6.22) and (6.23) that

\begin{align*}
\sigma(l)^{-1}(v(l)^{-1})_{BN} & = - g(l)^{-1} x(l)^{-1}_{BB} x(l)_{BN} f(l) - g(l)^{-1} z(l)_{BN} z(l)^{-1}_{NN} f(l)^{-1} \\
& = - g(l)^{-1} x(l)^{-1}_{BB} (x(l)_{BN} z(l)_{NN} + x(l)_{BB} z(l)_{BN}) z(l)^{-1}_{NN} f(l)^{-1} \\
& = - \sigma(l) g(l)^{-1} x(l)^{-1}_{BB} v(l)_{BN} z(l)^{-1}_{NN} f(l)^{-1}. \quad (6.23)
\end{align*}

By virtue of (iii) of Proposition 2.10 and Proposition 2.11, the Schur complements \( f(l), g(l) \in \mathbb{K} \), then it follows

\[ ||f(l)||_F^2 = f(l) \cdot (x(l)_{NN} - x(l)^*_{BN} x(l)^{-1}_{BB} x(l)_{BN}) \]
\[ = (f(l), x(l)_{NN}) - ||x(l)_{BB}^{1/2} x(l)_{BN} f(l)^{1/2}||_F^2 \]
\[ \leq (f(l), x(l)_{NN}) \\
= (x(l)_{NN} - x(l)^*_{BN} x(l)^{-1}_{BB} x(l)_{BN}) \cdot x(l)_{NN} \\
\leq ||x(l)_{NN}||_F^2. \]
Similarly, we get $||g(l)||_F \leq ||z(l)_{BB}||_F$. Thus

$$||f(l)||_F = O(\sigma(l)) \text{ and } ||g(l)||_F = O(\sigma(l))$$

by (6.3). Using (6.23), (6.8) and Lemma 2.1, we then have

$$||v(l)_{BN}||_F \leq \sigma(l)^{-2}||x(l)_{BB}||_F ||g(l)||_F ||(v(l)^{-1})_{BN}||_F ||f(l)||_F ||z(l)_{NN}||_F$$

$$= O(||(v(l)^{-1})_{BN}||_F).$$

Consequently, (6.21) yields

$$||v(l)_{BN}||_F = O(||(v(l)^{-1})_{BN}||_F^{1/2}||v(l)_{BN}||_F^{1/2}) = O(1).$$

We end this section by providing error bound results for a pair of primal-dual convex quadratic symmetric cone programs $(P)$ and $(D)$, which is straightforward from Theorem 6.1, the above corollary and the relationship between such pair of primal-dual problems and the monotone $(SCLCP)$. Recall that $O_P$ and $O_D$ are, respectively, the sets of optimal solutions for $(P)$ and $(D)$.

Corollary 6.3. Assume that $\mathbb{A}$ and $\mathbb{B}$, the primal-dual convex quadratic symmetric cone programs $(\mathbb{A})$ and $(\mathbb{B})$ have strictly complementary solutions, and the sequence of primal-dual strictly feasible solutions $\{(x(l), y(l), z(l))\}_{l=1}^\infty$ of $(\mathbb{A})$ and $(\mathbb{B})$ has duality gaps $(x(l), z(l))$ converging to zero, and satisfies $(C4)$. Then the following Lipschitzian error bound holds:

$$\max\{\text{dist}(x(l), O_P), \text{dist}(z(l), O_D)\} = O((x(l), z(l)))$$

only if

$$\kappa(P_{x(l)}P_{z(l)}) = O(1).$$

If, in addition, $\mathbb{V}$ is special, then the latter is also sufficient for the Lipschitzian error
bound and equivalent to each of the following statements:

\[ \kappa(x(l)z(l)) = O(1); \]
\[ \|x(l)z(l)\|_F = O(\langle x(l), z(l) \rangle); \]
\[ \|P_{x(l)}P_{z(l)}\|_F = O(\langle x(l), z(l) \rangle^2). \]
Chapter 7

Numerical results for convex quadratic semidefinite programming

For the sake of validating our approach, in this chapter we report on computational experiments of our proposed method. We present the implementation of Algorithm 4.4 in the MATLAB programming environment, and evaluate its performance regarding a battery of test problems that we consider below. All the executions are carried out using MATLAB version 7.6 on a 2.10GHz Core 2 laptop computer with 2GB of RAM. The majority results of this chapter has been published in a peer-reviewed journal [61].

In the numerical experiments, for the sake of being comparable with those solved by the method in [101], methods used to generate data of our test problems are the same as those in [100, 101]. The following test problem E3 is used to compare the CPU time by our proposed algorithm with that by the algorithm presented in [101]. These test problems arise from the nearest correlation matrix problem, which has some instances of practical relevance, such as a 10,000 gene micro-array data set obtained from 256 drugs treated rat livers, see [74] for details. The data used for the following test problem E3 is from this dataset.

\textbf{E1} \quad Q(X) = HXH \text{ with } H > 0 \text{ generated randomly as follows: } \\
\quad \begin{align*}
&[Q, R]=\text{qr}(\text{randn}(n)), \beta=10^{-4/(n-1)}, H=Q*\text{diag}(\beta^{[0:n-1]})*Q', \\
&\text{The matrix } C \text{ is generated as follows: } T=[\text{ones}(n/2), \text{zeros}(n/2), \text{zeros}(n/2),
\end{align*}
eye(n/2], -B=-T-1e4*diag(2*rand(n,1)-ones(n,1)), C=H*B*H.

E2 \( Q(X) = H \cdot X \). The matrix \( H \) is generated randomly as follows:
\[ \text{tmp=rand(n), } H=0.5*(\text{tmp+tmp'}) \]
We generate the matrix \( C \) as follows:
\[ x=10.^[4:4/(n-1):0], B=\text{gallery('randcorr', n*x/\text{sum(x)})), \text{tmp=rand(n),} \]
\[ \text{tmp}=(\text{tmp+tmp'})/2, E=1/\text{norm(tmp,'fro')}*\text{tmp, G=B+1e-4*E, C=-H.} \]

E3 The objective function is \( \frac{1}{2} \| X - C \|_F^2 \). The matrix \( C \) is obtained from the gene data sets with dimension \( n = 200, 400, 800, 1000 \), respectively, and has been used by the authors of [28].

We use the following three algorithms to solve each test problem:

S1 An iterative solver -Algorithm IP-QSDP [100] that uses PSQMR with constrained preconditioning. We use the code of [102].

S2 Algorithm [97]

(A MATLAB code is available at http://clsyzx.fzu.edu.cn/linhuiling/linhuiling.html).

S3 Algorithm 2.3 presented in [111]. We use MATLAB code of [97]. We would like to mention that MATLAB code by Sun and Zhang [97] can only be used to solve Problem (1.1) for the special case where \( L = \tau I \) with \( \tau > 0 \). Hence it is not available for solving test problems E1 and E2.

In our implementation, we choose the following metric which possesses the desirable property that Assumption A3 is satisfied: \( (\mathcal{M}_{X,k}, M_{y,k}) = (I - \nu_k Q, I) \) where \( \nu_k > \| Q \|_2 \) for \( k = 0, 1, \cdots \). Such choice results in \( T_k = \nu_k I \) and \( \varrho_k = 1 \). The purpose of such choice is to make it easy to compute the inverse of \( T_k \), which in turn will make it much more efficient for solving subproblems. Of course, our choice of the metric \( (\mathcal{M}_{X,k}, M_{y,k}) \) is just an example and there is still room for improvement in the performance of the algorithm.

Note that for any \( X \in \mathbb{S}^n \), \( \langle X, \mathcal{M}_{X,k}(X) \rangle - \langle X, X \rangle = -\langle Q(X), X \rangle/\nu_k \leq 0 \). Then \( \| X \|_{\mathcal{M}_{X,k}} \leq \| X \|_F \) for any \( X \in \mathbb{S}^n \) and \( k \geq 0 \), whence \( \mathcal{B}(\hat{X}^k, \hat{y}^k, \sqrt{\tau_d}) \subseteq \)
\( \mathcal{B}_M(\tilde{X}^k, \hat{y}^k, t_d^k) \). It is precisely this inclusion relationship that leads us to employ the same scheme as being used in [130]. We redefine the variation

\[
(var)_k = f(\tilde{X}^k, \hat{y}^k) - \min \left\{ f(X, y) \mid (X, y) \in \mathcal{B}(\tilde{X}^k, \hat{y}^k, 1) \right\}.
\]

When \( f \) is defined on \( \mathbb{R}^m \), it reduces to the variation presented in [130].

Using Corollary [130] and (14.3), we obtain

\[
f(\tilde{X}^k, \hat{y}^k) - (var)_k = \min \left\{ f(X, y) \mid (X, y) \in \mathcal{B}(\tilde{X}^k, \hat{y}^k, 1) \right\}
\geq \min \left\{ f(\tilde{X}^k, \hat{y}^k) + (\hat{y}^k, X - \tilde{X}^k) + (y, \hat{y}^k - \hat{y}^k) - \tau^k \mid (X, y) \in \mathcal{B}(\tilde{X}^k, \hat{y}^k, 1) \right\}
\geq f(\tilde{X}^k, \hat{y}^k) - (\nu_k(\|M_{X,k}(d_X^k)\|_F + \|d_y^k\|_2) + \tau^k),
\]

whence \( 0 \leq (var)_k \leq \nu_k(\|M_{X,k}(d_X^k)\|_F + \|d_y^k\|_2) + \tau^k \).

On the other hand, recalling that

\[
f(\tilde{X}^k, \hat{y}^k) - \min \left\{ f_{\mathfrak{W}_k}(X, y) \mid (X, y) \in \mathcal{B}_M(\tilde{X}^k, \hat{y}^k, t_d^k) \right\} \leq \varrho^k + \alpha \hat{e}^k,
\]

we have

\[
f(\tilde{X}^k, \hat{y}^k) - \min \left\{ f(X, y) \mid (X, y) \in \mathcal{B}_M(\tilde{X}^k, \hat{y}^k, t_d^k) \right\} \leq \varrho^k + \alpha \hat{e}^k.
\]

Hence, for \( t_d^k > 1, \mathcal{B}(\tilde{X}^k, \hat{y}^k, 1) \subseteq \mathcal{B}_M(\tilde{X}^k, \hat{y}^k, t_d^k) \) implies that \( (var)_k \leq \varrho^k + \alpha \hat{e}^k \).

Consequently, based on the idea of [130], we replace (14.3) with

\[
e_{\nu}^k \begin{cases} \max\{\nu_k(\|M_{X,k}(d_X^k)\|_F + \|d_y^k\|_2) + \tau^k, 10(\varrho^k + \alpha \hat{e}^k)\} & \text{if } l_d^k \leq 1, \\ \min\{\nu_k(\|M_{X,k}(d_X^k)\|_F + \|d_y^k\|_2) + \tau^k, \varrho^k + \alpha \hat{e}^k\} & \text{if } l_d^k > 1, \end{cases}
\]

because

\[
\mathcal{B}_M(\tilde{X}^k, \hat{y}^k, 1) \subseteq \mathcal{B}_M(\tilde{X}^k, \hat{y}^k, t_d^k) \iff l_d^k > 1,
\]

and

\[
\mathcal{B}_M(\tilde{X}^k, \hat{y}^k, t_d^k) \subseteq \mathcal{B}_M(\tilde{X}^k, \hat{y}^k, 1) \text{ for } l_d^k \leq 1.
\]
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Accordingly, we replace (4.44), (4.45) and (4.46) with

\[
\theta_{v}^{k+1} = \begin{cases} 
\max\{\theta_{v}^{k}, 2(\vartheta^{k} + \alpha\hat{\epsilon}^{k})\} & \text{if } l_{d}^{k} \leq 1, \\
\max\{\theta_{v}^{k}, \vartheta^{k} + \alpha\hat{\epsilon}^{k}\} & \text{if } l_{d}^{k} > 1,
\end{cases}
\]

\[
\theta_{v}^{k+1} = \begin{cases} 
\min\{\theta_{v}^{k}, \nu_{k}(\|M_{X,k}(d_{X}^{k})\|_{F} + \|d_{y}^{k}\|_{2} + \tau^{k})\} & \text{if } l_{d}^{k} \leq 1, \\
\min\{\theta_{v}^{k}, \vartheta^{k} + \alpha\hat{\epsilon}^{k}, \nu_{k}(\|M_{X,k}(d_{X}^{k})\|_{F} + \|d_{y}^{k}\|_{2} + \tau^{k})\} & \text{if } l_{d}^{k} > 1,
\end{cases}
\]

\[
e_{v}^{k} > \begin{cases} 
\max\{\theta_{v}^{k+1}, 10(\vartheta^{k} + \alpha\hat{\epsilon}^{k})\} & \text{if } l_{d}^{k} \leq 1, \\
\min\{\theta_{v}^{k+1}, \vartheta^{k} + \alpha\hat{\epsilon}^{k}\} & \text{if } l_{d}^{k} > 1,
\end{cases}
\]

respectively. Note that the above replacements do not affect the convergence of our proposed algorithm and they may force \(\nu_{k}\) to be updated more often.

To save time, the stopping criterion in Algorithm 4.4 is replaced by

\[
\tilde{\omega}^{k} = \max\{l_{d}^{k}, \min\{\eta^{k}, \tau^{k}\}\} \leq \varepsilon.
\]

Thus (5.18) and (5.19) are reduced to

\[
d((\hat{X}^{k}, \hat{y}^{k}), O) \leq \frac{\varepsilon}{\sigma \sqrt{\|D\|_{F} + \|d\|_{2}} - \nu_{\max} \sqrt{\varepsilon}}
\]

and

\[
d((X^{k+1}, y^{k+1}), O) \leq \frac{\varepsilon}{\sigma \sqrt{\|D\|_{F} + \|d\|_{2}} - \nu_{\max} \sqrt{\varepsilon}};
\]

respectively, which indicate that (7.1) is reasonable. We have found that, when it comes to execution time, our algorithm performs much worse without the above specializations.

The most time-consuming process of Algorithm 4.4 is the eigenvalue estimation. Considering that eigenvalue problems in question are not necessarily sparse, we adopt the existing program eigifp [45] to solve them, whose underlying algorithm is based on an inverse free preconditioned Krylov subspace projection method [30].

In step 2 of Algorithm 4.4, we need to compute the subproblem (SQSCP), where the updating rule for \(\hat{W}^{k}\) is identical to the one presented in [38]. With the help of the symmetrized Kronecker product [3], using the analogous technique as that
presented in [38], we can cast (SQSCP) as a quadratic semidefinite program with small size. We solve the quadratic semidefinite program by a feasible primal-dual interior-point method, whose essential structure is that of Mehrotra-type predictor-corrector primal-dual path-following algorithm in [101]. The method used here differs in that we should guarantee the feasibility at each iteration. The Nesterov-Todd symmetrization scheme [99] is employed.

The initial iterate for Algorithm 4.4 is given by $X^0 = 0$, $y^0 = 0$. The value of parameters present in the algorithm are listed as follows:

- $(the~upper~bound~of~the~number~of~columns~of~all~P_k) \leq 30$,
- $m_L = 0.1, m_R = 0.55, \theta^0 = 10^{-6}, \delta_0 = 10^{-6}, \theta^0 = 10^{15}$,
- $\nu_{min} = \begin{cases} 
\|Q\|_2 + 0.01 & \text{if } \|Q\|_2 > 1, \\
1.01\|Q\|_2 & \text{otherwise,}
\end{cases}$
- $\nu_0 = \max \left\{ \nu_{min}, \sqrt{\|A(\overline{W}_0) - b\|_2^2 + \|Q(\overline{W}_0)\|_F^2} \right\}$,

where $\overline{W}_0 = \alpha \hat{p}_0^a (\hat{p}_0^a)^T$, and $\hat{p}_0^a$ is a normalized approximate eigenvector corresponding to the approximate maximum eigenvalue of $-C - A^*(y^0) - Q(X^0)$. The stopping criterion is based on (7.1) with

$$\varepsilon = \begin{cases} 
10^{-4} & \text{for test problems in E1 and E3}, \\
10^{-3} & \text{for test problems in E2},
\end{cases}$$

in the implementation. We will see that, in the report on the performance of Algorithm S1 and S2, $Q(X) = HXH$ for some $H \succ 0$ is a special case of $Q(X) = K \cdot X$ for some rank-one matrix $K \succeq 0$. To save time and memory, we set E2 to a lower accuracy.

The performance results are given in Table 7.1 and Table 7.2, where we compare the proposed inexact spectral bundle method S2 to algorithms S1 and S3. The columns corresponding to “iter” give the total number of iterations. The column corresponding to “value(p)” gives the minimum value of Problem (1.1) computed by Algorithm S1. Under Assumptions A1, Problem (3.5) is the negative dual of Problem (1.1) without the constant $\langle B, \mathcal{L}^2(B) \rangle / 2$, so we refer to the column “value(d)” as the negative minimum value of Problem (3.5) solved by Algorithm S2, which makes it easy to
compare. Note that both two quantities discard the constant $\langle B, \mathcal{L}^2(B) \rangle / 2$. The columns corresponding to "$\phi$", "$\nu$" and "$\varpi$" present the accuracy measure defined by (46) in [15], (21) and (17), respectively. The column "SS" gives the number of serious steps, whereas the columns “NgX” and “Ngy” refer to the norms of $Q(X - W)$ and $b - A(W)$, respectively, which give rise to the approximate subgradient resulting from the optimal solution of the last quadratic semidefinite subproblem. We calculate the elapsed time in seconds. Those entries being “err” mean that the algorithm terminates with out-of-memory errors.

Table 7.1: Performance of Algorithms S1 and S2 on the problems sets E1 and E2

<table>
<thead>
<tr>
<th>n</th>
<th>S1 iter</th>
<th>time(s)</th>
<th>value(p)</th>
<th>$\phi$</th>
<th>S2 iter</th>
<th>SS</th>
<th>time(s)</th>
<th>value(d)</th>
<th>NgX</th>
<th>Ngy</th>
<th>$\nu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1 200</td>
<td>14</td>
<td>58</td>
<td>-2.42e+5</td>
<td>1.3e-7</td>
<td>71</td>
<td>26</td>
<td>104.2</td>
<td>-2.45e+5</td>
<td>0.00668</td>
<td>0.0317</td>
<td>8.43e-5</td>
</tr>
<tr>
<td>400</td>
<td>13</td>
<td>246.2</td>
<td>-5.19e+5</td>
<td>1.76e-7</td>
<td>67</td>
<td>27</td>
<td>187.3</td>
<td>-5.30e+5</td>
<td>0.0124</td>
<td>0.0464</td>
<td>9.28e-5</td>
</tr>
<tr>
<td>800</td>
<td>15</td>
<td>1777.8</td>
<td>-1.05e+6</td>
<td>1.82e-7</td>
<td>85</td>
<td>26</td>
<td>895.8</td>
<td>-1.07e+6</td>
<td>0.0226</td>
<td>0.127</td>
<td>8.35e-5</td>
</tr>
<tr>
<td>1600</td>
<td>17</td>
<td>18714.2</td>
<td>-2.64e+6</td>
<td>3.04e-7</td>
<td>132</td>
<td>44</td>
<td>7350</td>
<td>-2.74e+6</td>
<td>0.0421</td>
<td>0.0218</td>
<td>8.99e-5</td>
</tr>
<tr>
<td>2000</td>
<td>err</td>
<td>err</td>
<td>err</td>
<td>err</td>
<td>108</td>
<td>39</td>
<td>11042.7</td>
<td>-2.99e+6</td>
<td>0.0459</td>
<td>0.0775</td>
<td>6.49e-5</td>
</tr>
</tbody>
</table>

| E2 200 | 12      | 16.3    | -2.3e+2  | 1.84e-7 | 473     | 78  | 812.3   | -3.3e+2  | 0.414  | 0.654  | 7.66e-4 |
| 400  | 12      | 96.3    | -4.58e+2 | 5.57e-7 | 487     | 119 | 2032.8  | -9.93e+2 | 0.571  | 0.752  | 7.64e-4 |
| 800  | 12      | 579.6   | -9.24e+2 | 8.59e-7 | 469     | 76  | 5423.5  | -2.73e+3 | 0.874  | 0.499  | 9.63e-4 |

Table 7.2: Performance of Algorithms S1, S2 and S3 on the problem set E3

<table>
<thead>
<tr>
<th>n</th>
<th>S1 iter</th>
<th>time(s)</th>
<th>value(p)</th>
<th>$\phi$</th>
<th>S2 iter</th>
<th>SS</th>
<th>time(s)</th>
<th>value(d)</th>
<th>$\nu$</th>
<th>S3 iter</th>
<th>time(s)</th>
<th>$\varpi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>E3 200</td>
<td>9</td>
<td>21</td>
<td>9.26e-7</td>
<td>2.15e-6</td>
<td>165</td>
<td>6</td>
<td>215.8</td>
<td>9.13e-5</td>
<td>101</td>
<td>34.5</td>
<td>5.043e-2</td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>10</td>
<td>100.9</td>
<td>5.64e-7</td>
<td>2.35e-6</td>
<td>219</td>
<td>2</td>
<td>345.8</td>
<td>2.68e-6</td>
<td>101</td>
<td>213.2</td>
<td>1.869e-2</td>
<td></td>
</tr>
<tr>
<td>800</td>
<td>10</td>
<td>622.8</td>
<td>7.20e-7</td>
<td>709.1</td>
<td>134</td>
<td>2</td>
<td>709.1</td>
<td>1.97e-5</td>
<td>101</td>
<td>1775</td>
<td>3.233e-2</td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>11</td>
<td>4944.5</td>
<td>3.21e-7</td>
<td>3740.9</td>
<td>457</td>
<td>2</td>
<td>3740.9</td>
<td>5.47e-5</td>
<td>101</td>
<td>3207.7</td>
<td>9.206e-3</td>
<td></td>
</tr>
</tbody>
</table>

Table 7.1 and Table 7.2 provide some information that we sum up below.

1. As a whole, Algorithm S2 outperforms Algorithm S1 on the problem set E1. For problems with size of no less than 400, our algorithm consumes less CPU time than Algorithm S1. In particular, we see that our method can find reasonably accurate solution in each of the three problems E1-400, E1-800 and E1-1600 in about half the time required by Algorithm S1. We explain the case when $n = 2000$ in item 3.

2. For problems with size of more than 400, the CPU time by our proposed algorithm is in between the CPU time by Algorithm S1 and that by Algorithm S3 in [17], which is evident in Table 7.2. At the same time, we see that Algorithm S3 terminates in E3 since it reaches the maximum number of iterations allowed.
3. Algorithm S1 is not able to solve the test problems in E1–2000 since interior-point methods are not applicable because of memory requirements, while Algorithm S2 performs well on these problems. This demonstrates that bundle methods may solve large-scale problems with the size of the matrix variables more than 2000. However, it also displays that there is little hope for bundle methods to end up within reasonable time.

4. Algorithm S1 outperforms Algorithm S2 on the problem set E2. It should be clear from the examples of Table 7.1 that Algorithm S2 uses much more time than Algorithm S1. Furthermore, the rather large norm of the subgradient shows that the values cannot be expected to be “good” approximations of the objective function, which also is illustrated by comparing two columns “value(d)” and “value(p)” of the problem set E2. We will improve the performance of our algorithm in the case when \( Q(X) = H \cdot X \) in the future.

5. From the column “time(s)” of Algorithm S2 in Table 7.1, we see that the computation time of E1 is much smaller than that of E2. This arises from the fact that \( Q(X) = HXH \) with \( H \succ 0 \) can be viewed as a special case of \( Q(X) = H \cdot X \). Indeed, using the same technique as used in linear semidefinite programs \[35\], Proposition 2.1.3, we can transform E1 into E2 by scaling the variables and operators. Recalling that, in E1, \( H = QDiag(\beta)Q^T \) with \( \beta=\beta_{\text{a}, \mathbb{R}}[0:n-1] \), we scale \((X, y, Z, W, C, A, Q)\) to \((\tilde{X}, y, \tilde{Z}, \tilde{W}, \tilde{C}, \tilde{A}, \tilde{Q})\) as follows:

\[
\begin{align*}
\tilde{X} &= Q^T X Q, \quad \tilde{Z} = Q^T Z Q, \quad \tilde{W} = Q^T W Q, \quad \tilde{C} = Q^T C Q, \\
\tilde{A}(\gamma) &= ((Q^T A_1 Q, \gamma), \ldots, (Q^T A_n Q, \gamma))^T, \quad \tilde{Q}(\gamma) = Q^T HQ(\gamma)Q^T HQ,
\end{align*}
\]

then there holds \( \langle C, X \rangle = \langle \tilde{C}, \tilde{X} \rangle, A(X) = \tilde{A}(\tilde{X}), \) and \( \langle X, Q(X) \rangle = \langle \tilde{X}, \tilde{Q}(\tilde{X}) \rangle \).

Hence, such transformation will generate the same convex quadratic semidefinite program in terms of \((\tilde{X}, y, \tilde{Z})\) and \( \tilde{Q}(\tilde{X}) = \tilde{H} \cdot \tilde{X} \), where \( \tilde{H} = \beta \beta^T \).
Chapter 8

Conclusions and future work

In this thesis, we have proposed an inexact spectral bundle method for solving linearly constrained convex quadratic symmetric cone programming. Convergence analysis of the proposed algorithm has been discussed. In the context of inexact computation, it suffices to estimate \( f(x,y) \) and its subgradients sequentially with a specified sequence of tolerance \( \delta_k \). The proposed method finds two sequences \( \{ (x_k, y_k) \}_{k=1}^\infty \) and \( \{ w_k \}_{k=1}^\infty \), simultaneously. When \( \delta_k \downarrow \delta > 0 \), limit points of both sequences are \( \delta \)-\textit{F1-optimal} solutions for the eigenvalue minimization problem \((\text{EigForm})\) and for the CQSCP \((\text{P})\), respectively. In addition, a Lipschitzian error bound for the eigenvalue minimization problem \((\text{EigForm})\) is given under a Slater type condition, which also demonstrates the practicality of the stopping rule for Algorithm 4.4.

Likewise, we have studied the Lipschitzian error bound

\[
\max\{ \text{dist}(x(l), O_P), \text{dist}(z(l), O_D) \} = O(\langle x(l), z(l) \rangle)
\]

with respect to the sequence \( \{ (x(l), y(l), z(l)) \}_{l=1}^\infty \) that lies within a wide neighborhood of the primal-dual central path of a convex quadratic symmetric cone programming problem. We put ourselves in a more general setting–a framework of a monotone symmetric cone linear complementarity problem–to achieve our error bound results. Under assumptions of strict complementarity and Slater’s condition, we have established that if the underlying Euclidean Jordan algebra is special, then the Lipschitzian error bound can be deduced by either of the following statements, and vice versa.
1. The condition number of $P_x(l)P_z(l)$ is bounded.

2. The condition number of $x(l)z(l)$ is bounded.

3. The Frobenius norm of the product $x(l)z(l)$ grows at most linearly with the trace of the same product.

4. The Frobenius norm of the product $P_x(l)P_z(l)$ grows at most quadratically with the trace of $x(l)z(l)$.

It has been shown that the first result furnishes a necessary condition for the Lipschitzian error bound in the context of general Euclidean Jordan algebras. For future research, it is of interest to ask whether this condition is sufficient for the Lipschitzian error bound.

When applying Algorithm 4.4 to solve a convex quadratic semidefinite programming problem, we see that it does require first-order information and is easy to implement. Numerical experiments on a set of the nearest correlation matrix problem with matrices of order up to 2000 show that our method is efficient. However, it should be clear from our numerical results that, in terms of CPU time, the performance of our method on $E_2$ is much slower than its performance on $E_1$. This may be due to the high density of the problem data. Therefore, one important future work is to overcome this drawback, possibly by using a parallel implementation, see, for example, [44].
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