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Summary

This thesis deals with the identification of block-oriented nonlinear systems. Block-oriented nonlinear systems are composed of linear time-invariant dynamic systems and nonlinear static functions, which are interconnected in different ways. Hammerstein systems, Wiener systems and Hammerstein-Wiener systems as well as Wiener-Hammerstein systems are some well known examples of block-oriented systems. The main achievements are in the development of new models and new algorithms in identifying block-oriented nonlinear systems shown as follows.

Firstly, we propose a new class of block-oriented model and a new approach to identify the model based on kernel machine and space projection (KMSP). The well known Hammerstein-Wiener model is a subset of the proposed model. In the KMSP based approach, we use kernel machine to represent the functions and space projection to separate the represented functions. The asymptotic behavior of the proposed approach is analyzed.

Secondly, a long time open problem that an iterative identification algorithm in identifying block-oriented systems such as Hammerstein systems needs a proper initial condition to guarantee its convergence is solved in this thesis. To achieve this, we propose a new iterative algorithm by fixing the norm of the parameter estimates. The proofs of the method give a geometrical explanation on why the normalization guarantees the convergence.
Thirdly, we introduce fixed point iteration to identifying both Hammerstein and Wiener systems. A unified iterative algorithm is proposed inspired from fixed point theory and the convergence is guaranteed. It is shown that the iteration is a contraction mapping on a metric space when the number of input-output data points approaches infinity. This implies the existence and uniqueness of a fixed point of the iterated function sequence and thus ensures the convergence of the iteration.

Fourthly, we consider identifying bilinear models which is more general than Hammerstein and Wiener systems based on fixed point iteration. As an application, a block-oriented system represented by a cascade of a dynamic linear (L), a static nonlinear (N) and a dynamic linear (L) subsystems is illustrated. This gives a solution to the long-standing convergence problem of iteratively identifying LNL Wiener-Hammerstein models. In addition, we extend the static nonlinear function (N) to a nonparametric model represented by using kernel machine.

Fifthly, we point out that the identification of block-oriented nonlinear systems can be formulated as a biconvex optimization problem. To achieve this, a common model is proposed to represent a class of block-oriented systems. Then it is shown that identifying the common model can be formulated as a biconvex optimization problem, where we only need to find the unique partial optimum point of a biconvex cost function in the formulated optimization problem to obtain its global minimum point. A normalized alterative convex search (NACS) algorithm is presented. Its convergence property is also established, which provides a unified framework for the iterative identification of block-oriented systems.

In addition to the above mentioned contributions, we also explore the area of identifying block-oriented systems such as Wiener systems with binary quantized observations. We propose a classification based support vector machine (SVM) and
formulate the identification problem as a convex optimization. The solution to the optimization problem converges to the true parameters of the linear system if it is a finite impulse response (FIR) system. In identifying a Wiener system with a stable infinite impulse response (IIR) system, an FIR system is used to approximate it and the problem is converted to identify the FIR system together with solving a set of nonlinear equations. This leads to biased estimates of parameters in the IIR system while the bias could be controlled by choosing the order of the approximated FIR system.
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Chapter 1

Introduction

System identification is actually a particular process of statistical inference based on two types of information. The first type of information is called a prior knowledge which is known before identification. The priori information concerns some general knowledge about the system, e.g., whether the system is continuous or discrete time, dynamic or static, the structure of the system is known or not and so on. The second type of information basically concerns the measured data, e.g., the designed inputs and observed outputs. In other words, system identification is to build mathematical models for identifying dynamic systems using statistical methods based on certain prior knowledge and measured input output data.

Mathematical models are often classified into black-box models, white-box models or gray-box models, according to how much a priori information is available from the system. A black-box model is a system without a priori information available. A white-box model (also called glass-box or clear-box) is a system with all necessary information available. Practically all systems are somewhere between the black-box and white-box models. Although the peculiarities of what is going on inside the system are not entirely known, a model based on both insight about
the system and experimental data can be constructed. However, this model still has a number of unknown free parameters which can be estimated using system identification. Such a model is called grey-box model.

A dynamical mathematical model in this thesis is a mathematical description of the dynamic behavior of a system or process in the time domain. We deal with system identification based on grey-box models. More particularly, we concern the identification of partially known block-oriented [1] nonlinear systems. They are composed of different blocks such as linear time-invariant dynamic systems and nonlinear static functions, which are interconnected in different ways. However, there are a number of unknown parameters in each block. Block-oriented systems can capture a large class of complex and nonlinear systems and have motivated a great deal of interest paid to them over the past twenty years. It is worth noting that the model (linear and nonlinear blocks) may not correspond to certain physical components. Consequently, the connection points between blocks are generally artificial. That is to say, they cannot be supposed to be accessible for measurements. The inaccessibility of such measurement points, together with the system nonlinearities, makes block-oriented system identification a quite complex problem. Therefore, most currently available solutions only concern relatively simple structures.

![Figure 1.1: Hammerstein systems](image)

In the identification of a block-oriented system, the very first step is to assume a
structure of the system, i.e., how many blocks are there in the system and what are their orders of connection. The second step is to design the input data and collect the output data. By employing different approaches, the final objective is to identify the block-oriented system with known structures and unknown parameters based on input output data.

The simplest and most well-known block-oriented nonlinear structures are composed of just two blocks connected in series as shown in Figures 1.1 and 1.2. The first one, the Hammerstein system, introduced in 1930 by the German mathematician A. Hammerstein [2], involves one input static nonlinear element in series with a dynamic linear subsystem. The nonlinear element may account for actuator nonlinearities and other nonlinear effects that can be brought to the system input. Despite their simplicity, Hammerstein models have been proved to be able to accurately describe a wide variety of nonlinear systems, for examples, chemical processes [3], electrically stimulated muscles [4], power amplifiers [5], electrical drives [6], thermal microsystems [7], physiological systems [8], sticky control valves [9], solid oxide fuel cells [10], and magneto-rheological dampers [11].

The permutation of the linear and nonlinear elements in the Hammerstein model leads to what is commonly referred to the Wiener model in Figure 1.2, as a model of this type was first studied by N. Wiener in 1958 [12]. In this model, the output nonlinear element may represent sensor nonlinearities as well as any nonlinear effects that can be brought to the system output. For instance, limit switch devices
in mechanical systems and overflow valves can be modeled by output saturating nonlinearities. Moreover, the ability of Wiener models to capture complex nonlinear phenomena has been formally established. In this regard, it was shown that almost any nonlinear system can be approximated by a Wiener model with an arbitrarily high accuracy [13]. This theoretical fact has been experimentally verified through several practical applications, for examples, chemical processes [14] [15], biological systems [16] and others. A series combination of a Hammerstein and an Wiener model immediately yields a new model structure called the Hammerstein-Wiener system shown in Figure 1.3. The inverse combination leads to what is referred to as the Wiener-Hammerstein structure shown in Figure 1.4. These new structures offer higher modeling capabilities. Clearly, the Hammerstein-Wiener model is more convenient when both actuator and sensor nonlinearities are present. It has also been successfully applied to modeling several physical processes, for examples, polymerase reactors [17], ionospheric processes [18], PH processes [19], magnetospheric dynamics and so on. The Wiener-Hammerstein model (Figure 1.4) also finds applications. Since block-oriented systems have been widely applied in practice, different methodologies focusing on the identification of these systems have been generously and extensively researched. In this thesis, we focus on the identification of block-oriented systems such as Hammerstein systems, Wiener systems, Hammerstein-Wiener systems, Wiener-Hammmestein systems and even more complicated systems.
1.1 Literature Review and Motivations

As mentioned, the identification of block-oriented nonlinear systems has been extensively studied in recent two decades. Existing methods mainly include the over-parametrization method [24], the non-parametrization method [56] [57] [58], the stochastic method [53] [54] [50], the subspace and least-squares method [25] [26] and the iterative method [49] [51] [64] [70] [48].

Over-parametrization considers an over-parametric representation of block-oriented nonlinear systems. This method uses an optimal two stage identification method combining a least squares parameter estimation and a singular value decomposition of two matrices whose dimensions are fixed and do not increase as the number of the data point increases. The algorithm is shown to be convergent in the absence of noise and convergent with probability one in the presence of white noise.

The meaning of non-parametric methods covers techniques that do not assume that the structure of a model is fixed. Typically, the model grows in size to accommodate the complexity of the data. In [56], the nonparametric approach to block-oriented system identification was introduced by Greblicki and Pawlak. Kernel regression estimation [56] or the employing of the orthogonal series expansion is used to estimate the nonlinear static function of a Hammerstein or a Wiener system, which reduces the system to a linear system.
The stochastic method such as the maximum likelihood algorithm in [22] and [23] is introduced to identify Wiener systems. The noise is even allowed to be coloured making possible blind estimation of Wiener systems.

The subspace and least-squares method is introduced by Goethals et al [25] [26] where LS-SVM techniques are presented in the identification of Hammerstein, Wiener or Hammerstein-Wiener systems. The method is essentially based on the overparametrisation technique, and combines this with a regularisation framework and a suitable model description which fits nicely within the LS-SVM framework with primal and dual model representations.

Last but not least, the iterative method, which divides the unknown parameters into two sets, the linear part and the nonlinear part. At each iteration, one set of estimates is computed while the other set is fixed. Then the two sets alternate and their final parameter estimates are obtained iteratively. Such an iterative algorithm was first proposed to estimate Hammerstein systems by Narendra & Gallman in 1966 [51]. Since then, the idea has been used to identify Hammerstein systems in [49] [70] [48].

Though many methods have been proposed and analyzed, there are still a number of open problems in the identification of block-oriented nonlinear systems. Particularly in this thesis, we will address the following problems.

1) How to propose new identification algorithms which are different from the above existing schemes? The proposed new algorithms with different ideas should overcome certain disadvantages of the existing ones.

2) Generally speaking, block-oriented nonlinear system contain Hammerstein systems, Wiener systems, Hammerstein-Wiener systems and Wiener-Hammerstein systems. Is it still possible to consider a more general system which includes
Hammerstein-Wiener or Winner-Hammerstein systems as its special cases? On the other hand, the generalization should also relax the assumptions on both linear and nonlinear blocks. For example, for the identification of Wiener systems, how to allow that the linear systems are IIR systems and the static function is a non-invertible function.

3) If the block-oriented systems can be generalized to more general models, then how to identify such models.

4) Currently the convergence of some existing schemes are still unproven. For example, the convergence of the iterative identification is unknown even for a general Hammerstein system. Note that the convergence in developing new algorithms is essential. It is important to show how to guarantee the convergence of the proposed algorithms, i.e., how to ensure the estimates converges to their true values.

In this thesis, we shall find solutions to the above problems. The organization of the thesis and its contributions are summarized in the next subsection.

1.2 Organization of the Thesis and Major Contributions

The following are the main contributions of the thesis:

1) In Chapter 2, we propose a new class of block-oriented systems which includes Hammerstein-Wiener systems. A new algorithm called kernel machine and space projection method is proposed to identify the newly proposed model.
2) In Chapter 3, we propose a new iterative algorithm for a general Hammerstein system and prove its convergence. We also give a geometrical explanation of why the convergence property can be achieved.

3) In Chapter 4, we introduce fixed point iteration algorithm to identify both Hammerstein and Wiener systems. A unified iterative algorithm is proposed inspired from fixed point theory and the convergence is guaranteed. It is shown that the iteration process is a contraction mapping on a metric space when the number of input-output data points approaches infinity.

4) In Chapter 5, we formulate a new general bilinear model which actually represents a class of Wiener-Hammerstein systems. This new general bilinear model includes Hammerstein and Wiener systems as its special cases. The iterative algorithm is proposed based on the fixed point iteration which is shown to be convergent. This gives a new point of view in proving the convergence property in identifying block-oriented systems.

5) In Chapter 6, we extend the iterative algorithm to our newly proposed block-oriented systems in Chapter 2. A new common model is proposed which actually represents the newly proposed block-oriented systems. Biconvex optimization is introduced to such systems.

6) In Chapter 7, we also consider the identification of block-oriented nonlinear systems based on clipped (binary quantized) observations. For the first time, SVM for classification is introduced to identify block-oriented nonlinear systems such as Wiener systems with clipped observations.

7) Finally conclusions and suggestions for future research are given in Chapter 8.
Chapter 2

Identification of Block-oriented Systems Using Kernel Machine and Space Projection

In this chapter, we propose a new class of block-oriented systems which is more general than Hammerstein-Wiener systems and a new algorithm to identify the newly proposed models. The new algorithm is called kernel machine and space projection (KMSP), where kernel machine is used to represent the functions and space projection to separate the represented functions. We also discuss two possible ambiguities and give conditions to avoid such ambiguities. The asymptotic behavior of the proposed approach is analyzed. The performance of the proposed method is substantiated by simulation studies.
2.1 Introduction

Existing methods for Hammerstein or Wiener model identification can be broadly divided into three categories when refers to the degree of parametrization: the parametric method [20] [21] [24] [25] [26], the nonparametric method [27] [28] [29] [30] [31], and the semi-parametric method [32]. In order to approximate the nonlinear function, in the parametric method, the function is usually assumed to be a polynomial with a fixed order. Then the objective becomes to estimate the corresponding coefficients of the polynomial. If the nonlinear function is not a polynomial, the parametric method is unable to guarantee that the estimated function converges to the true function [33]. In [34], a method based on line segments is used to approximate the nonlinear function. In the nonparametric method, approaches based on Fourier series, polynomial series including Laguerre, Legendre or Hermite polynomials, the wavelet series and so on have been developed [35] [36] to approximate the nonlinear function. The function basis is fixed before the identification process starts. In [30] a nonparametric kernel regression estimator is proposed to approximate the nonlinear static function, without the requirement of knowing the basis functions in advance. In the semi-parametric approach, parametric methods are developed for the linear subsystem while nonparametric ideas are used to identify the nonlinear function [32], based on the theory of partial linear models [37] [38]. It is noted that all these methods are applicable to either the Hammerstein model or the Wiener model. As for the identification of Hammerstein-Wiener models, only several results have been reported (see, e.g., [24], [39], [40], [41]). In these schemes, the class of nonlinear static functions is limited.

In this chapter, we will consider the identification of a class of block-oriented nonlinear systems which belongs to nonlinear autoregressive models with exogenous
2.1 Introduction

inputs (NARX). Generalized from Hammerstein-Wiener models, more than one input nonlinear functions may be allowed. Inspired by the idea of approximating nonlinear functions by support vector machines, we propose a new identification scheme, named the kernel machine and space projection (KMSP) method. Note that there have been reports on ‘kernel’ regression based approaches such as the methods proposed in [30]. However, their ideas are based on the method of interpolation, while ours is motivated by the kernel machine in support vector machine (SVM) in [42] and [43]. Thus the resulting approaches are different. In nonlinear system identification based on kernel machines, a kernel machine is a powerful tool to transform nonlinear relationships into linear relationships in a higher dimensional space. Then what remains is how to solve the transformed problem, which is important and challenging. There are also schemes proposed for identification of nonlinear dynamic systems based on support vector machines, see, for example, [44], [45]. For these schemes, it is stated that an implicit or explicit formulation of the auto-regressive and moving average model (ARMA) data structure was introduced in a reproducing kernel Hilbert space (RKHS) by using kernel machines. In the formulated structure, both the autocorrelation and cross correlation are taken into account. So this method turns out to work well in identifying Hammerstein, Wiener, and Hammerstein-Wiener systems. Both approaches in [44], [45] and in this chapter use kernel machines as a transformation tool. It is noted that for the identification method in [44] and [45], the main objective is to ensure the output of the identified model to track the output of the actual system. In our case, we employ kernel machines only to approximate the static nonlinear function instead of the whole dynamic system. Thus, our proposed method can estimate the parameters in the linear subsystems and also the nonlinear static functions. Therefore, more detailed structure of the system is explored with our approach. In addition, we can achieve the same output tracking objective shown in [44] and
2.1 Introduction

[45]. It is also noted that in some cases, such as Example 2.7.2 to be given in the simulation section, certain input data required by the method in [44] and [45] may not be available.

The newly proposed KMSP method allows for the estimation of the static nonlinear function as well as the parameters in the linear system. One closely related approach is the schemes proposed by Goethals et al [25] [26] [40]. In this approach, one kind of kernel machines, least squares support vector machine (LS-SVM), was proposed to identify Hammerstein, Wiener, Hammerstein-Wiener models. The differences between the KMSP and LS-SVM based identification methods are mainly in the following aspects. Firstly, in the LS-SVM method, every data point is a support vector while in the KMSP method only a subset of data points need to be support vectors, which leads to a different representation of nonlinear functions and less computational cost. Secondly, though both methods use kernel machines as a tool to transform the model to a solvable problem, the ways to solve the transformed problem are quite different. In the LS-SVM method, singular value decomposition (SVD) or kernel canonical correlation analysis (KCCA) was used, while a space projection approach is proposed in this chapter. Thirdly, our method can handle a more general class of models. For example, we can estimate multiple input functions (including saturation, deadzone, quantization, signum functions) and an output function. Note that such functions have never been addressed before. In this chapter, we also analyze possible ambiguities which may occur in the identification process, and propose some conditions to avoid such ambiguities. Asymptotic behaviors of the proposed KMSP method are further established.

The remaining part of this chapter is organized as follows. In Section 2.2, we present a new class of nonlinear systems to be identified. The idea of KMSP is introduced together with the derivation of a fundamental model in Section 2.3.
2.2 Motivation and Problem Formulation

In Section 2.4, we present the new identification scheme of the nonlinear systems. Section 2.5 is devoted to the analysis of ambiguities possibly existing in parameter identification, while Section 2.6 is concerned with studying asymptotic behaviors of the proposed identification algorithm. Some simulation examples are given in Section 2.7 to show the performance of the proposed KMSP algorithm. Finally, this chapter is concluded in Section 2.8.

2.2 Motivation and Problem Formulation

2.2.1 Hammerstein-Wiener Models

Hammerstein and Wiener models belong to a specific class of nonlinear systems. As shown in Figure 2.1, if the linear subsystem is preceded by a nonlinear static function, it is a Hammerstein model; if followed by a nonlinear static function, it is a Wiener model; and if the linear subsystem is between the two nonlinear static functions, the system becomes a Hammerstein-Wiener model. Even though

![Figure 2.1: Hammerstein-Wiener model](image)

Hammerstein-Wiener models represent a fairly large class of models in modeling practical nonlinear systems, we still feel that they are not sufficient to represent some more general nonlinear systems. In this chapter, we will consider a new class of nonlinear systems generalized from the Hammerstein-Wiener models.
2.2 Motivation and Problem Formulation

2.2.2 A New Class of Nonlinear Systems

In this subsection, we present the new class of nonlinear systems to be identified, which is generalized from the Hammerstein-Wiener models. The system consists of three blocks as shown in Figure 2.2. The first block is a nonlinear subsystem which contains a number of paths. In each path, there is a nonlinear function followed by a linear gain. This block may be considered as a generalization of the Hammerstein model in which the linear subsystem is the moving average part. The second block is a linear subsystem described by an autoregressive model and the last block is an output nonlinear static function. The unknown nonlinear system can be represented by the following equations with nonlinear input functions:

\[
\begin{align*}
    z_k &= a_1 z_{k-1} + a_2 z_{k-2} + \ldots + a_n z_{k-n} \\
    &\quad + b_0 f_0(u_k) + b_1 f_1(u_{k-1}) + \ldots + b_m f_m(u_{k-m}) + v_k
\end{align*}
\]

and output nonlinear function

\[
y_k = g(z_k)
\]

where \( \{u_k\} \) and \( \{y_k\} \) are the input and output sequences respectively, \( v_k \) denotes the random noise, \( n \) and \( m \) are the orders of the system, \( r = \max(n, m) + 1 \) and \( k = r, r + 1, \ldots, N \).

Our objective is to estimate the parameters in the linear subsystem and the nonlinear static functions in the NARX model described by (2.1) and (2.2). Note that when \( f_0(\cdot), \ldots, f_m(\cdot) \) are all different from each other, there is no need to estimate \( b_0, \ldots, b_m \). Here two functions are meant different if they are different in a region which has a nonzero measure. In this case, we estimate the parameters \( a_1, \ldots, a_n \), nonlinear static functions \( f_0(\cdot), \ldots, f_m(\cdot) \) and \( g(\cdot) \). Only when \( f_0(\cdot) = \ldots = f_m(\cdot) \), estimating \( b_0, \ldots, b_m \) becomes meaningful. To characterize the class of systems...
and identify them, we make the following assumptions.

**Assumption 2.1.** Input $u_k \in [-C, C]$, where $C > 0$ is a constant and $u_k$ is an i.i.d random variable with a probability density function $p_u(u)$. Noise $v_k$ is i.i.d with zero mean and finite variance $\sigma_v^2$.

**Assumption 2.2.** All the nonlinear functions are static functions. The inverse of the output nonlinear function $g(.)$ exists, i.e., $z = g^{-1}(y)$.

Since $z_k = g^{-1}(y_k)$, the model is represented as

$$g^{-1}(y_k) = a_1g^{-1}(y_{k-1}) + \ldots + a_ng^{-1}(y_{k-n}) + b_0f_0(u_k)$$

$$+b_1f_1(u_{k-1}) + \ldots + b_mf_m(u_{k-m}) + v_k$$

(2.3)

The available input-output data are $\{u_k, y_k\}_{k=r}^N$. The model in (2.3) is expressible as

$$[g^{-1}(y_r) \ldots g^{-1}(y_N)]' = \Phi \tau + v$$

(2.4)

where $\tau = [a_1 \ldots a_n b_0 \ldots b_m]'$, $v = [v_r \ldots v_N]'$ denotes the noise vector, the
superscript ‘ stands for transpose operation, and
\[
\Phi = \begin{bmatrix}
g^{-1}(y_{r-1}) & \cdots & g^{-1}(y_{r-n}) & f_0(u_r) & \cdots & f_m(u_{r-m}) \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
g^{-1}(y_{N-1}) & \cdots & g^{-1}(y_{N-n}) & f_0(u_l) & \cdots & f_m(u_{N-m})
\end{bmatrix}.
\tag{2.5}
\]

**Assumption 2.3.** Input functions \( f_i \in \mathcal{F}, i = 0, \ldots, m \), where \( \mathcal{F} \) denotes the set of any function whose derivative is absolutely integrable. In addition, the input and output functions ensure that \( \Phi \) in (2.5) is of full column rank with inputs satisfying Assumption 2.1.

**Remark 2.1.** The given assumptions are more relaxed when compared with the existing schemes such as in Hammerstein-Wiener system identification [24][41]. The functions can be discontinuous and the input functions are extended to be measurable functions including saturation, deadzone, quantization, signum functions and so on. These functions may have zero measure discontinuities and they can be uniformly approximated by a sequence of continuous differentiable functions. For the discussion of the function set \( \mathcal{F} \), one could refer to [46]. Note that not all functions in \( \mathcal{F} \) can ensure the full column rank of \( \Phi \), for example, if \( f_0, \ldots, f_m \) are constant functions.

**Remark 2.2.** In the NARX model (2.1) and (2.2), if \( f_0(u) = \ldots = f_m(u) \), the model reduces to a Hammerstein-Wiener model. If \( z = g(y) = y \), the model is a Hammerstein model. If \( f_0(u) = \ldots = f_m(u) = u \), the model becomes a Wiener model.
2.3 Kernel Machine and Space Projection in Nonlinear System Identification

To solve the identification problem, appropriate expressions to represent functions \( z = g^{-1}(y) \) and \( f_0(u), \ldots, f_m(u) \) are important. In this section, we first use kernel machines to transform the system model, and then use space projection to identify the transformed model. This new identification approach is called the Kernel Machine and Space Projection (KMSP) method. To begin with, we introduce the theoretical basis of KMSP.

2.3.1 Kernel Machine for Function Approximation

A proper nonparametric representation of a nonlinear static function \( y = f(x) \), \( x \in \mathbb{R}^\mathcal{R} \) where \( \mathcal{R} \) denotes the dimension of \( x \), with a kernel machine is employed here for estimating it. Such a representation has been widely used, see for example [59] [43]. Let \((x_i, y_i) \in \mathbb{R}^\mathcal{R} \times \mathbb{R} \) for \( i = 1, \ldots, N \) be the inputs and the output of the nonlinear function \( f(x) \) and \( \{x_i\}_{i=1}^N \) be sampled i.i.d from its probability density function. Let the set \( sv = (\tilde{x}_j)_{j=1}^{m_{sv}} \), where \( m_{sv} \) is the number of support vectors, be support vectors [59] [43] which are i.i.d sampled from \( \mathbb{R}^\mathcal{R} \). Note that usually \( m_{sv} << N \), which means that the support vectors are sparse compared with the training data. Let \( \{k(. \theta) : \theta \in \Theta \} \) be a family of bases on a compact set parameterized over the set \( \Theta = \mathbb{R}^\mathcal{R} \times \mathbb{R} \). For example, we will consider a Gaussian kernel function \( k(x, \theta) = k(x, \tilde{x}_i, \rho) = e^{-(x-\tilde{x}_i)^2/\rho^2} \) with \( \theta = [\tilde{x}_i, \rho] \). Note that \( \rho \) is a user chosen parameter, so we write \( k(x, \theta) = k(x, \tilde{x}_i) = e^{-(x-\tilde{x}_i)^2/\rho^2} \).

The observation noise at point \( x_i \) is \( \nu_i \). With a regression based on kernel machine
approximation, static function $f(x)$ at $x_i$ can be represented as

$$y_i = f(x_i) + v_i = \sum_{j=1}^{m_{sv}} a_j \tilde{k}(x_i, \tilde{x}_j) + c_0 + \xi_i + v_i$$

(2.6)

where $a_j, j = 0, ..., m_{sv}$, is a weight to be determined from the training set, $c_0$ is the constant part, and $\xi_i$ is the function approximation error at $x_i$. Note that

$$\tilde{k}(x_i, \tilde{x}_j) = k(x_i, \tilde{x}_j) - \bar{k}$$

where $\bar{k} = E(\tilde{k}(., \tilde{x}_j))$. Clearly, $E(\tilde{k}(x_i, \tilde{x}_j)) = 0$. In this thesis, we use $E(\cdot)$ and $D(\cdot)$ to denote the expectation and variance of a random variable, respectively.

**Assumption 2.4.** $\xi_i$ is a random variable with finite variance, i.e., $D(\xi_i) = \sigma_\xi^2$.

Let $\varepsilon_i = \xi_i + v_i$. To determine the optimal weight vector $\{\gamma_i\}_{i=0}^{m_{sv}}$ which minimizes the least square error $\sigma_\xi^2$ in Assumption 2.4, we express (2.6) in the matrix equation form as

$$Y = K\gamma + \xi + v = K\gamma + \varepsilon$$

(2.7)

where $Y = [y_1, \ldots, y_N]'$, $\xi = [\xi_1, \ldots, \xi_N]'$, $v = [v_1, \ldots, v_N]'$, $\varepsilon = \xi + v = [\varepsilon_1, \ldots, \varepsilon_N]'$, $\gamma = [\gamma_0, \ldots, \gamma_{m_{sv}}]'$, and

$$K = [e_1' \ K_{sv}], \ e_1 = [1 \ldots 1]$$

$$K_{sv} = \begin{bmatrix}
\tilde{k}(x_1, \tilde{x}_1) & \ldots & \tilde{k}(x_1, \tilde{x}_{m_{sv}}) \\
\vdots & \ddots & \vdots \\
\tilde{k}(x_N, \tilde{x}_1) & \ldots & \tilde{k}(x_N, \tilde{x}_{m_{sv}})
\end{bmatrix}.$$  

(2.8)

$K$ is constructed to be a full column rank and zero mean matrix based on the input sequence $\{x_i\}_{i=1}^N$ and the set of support vectors $\{\tilde{x}_j\}_{j=1}^{m_{sv}}$ chosen randomly from the input sequence. This is ensured from the following analysis. We first cite Lemma 2.1 from [46]. Then, we analyze that $K_{sv}$ can be a full rank matrix in
Lemma 2.3.

Lemma 2.1. [46] Let $\mu$ be any probability measure on the definition domain of $x$, and define the norm $\|f\|_\mu = \int_D f^2(x)\mu(x)dx$. For any $f \in \mathfrak{F}$ and $0 < \delta < 1$, with the probability at least $1 - \delta$ over $x_1, \ldots, x_{m_{sv}}$ drawn i.i.d from $p_x(x)$, there exist $\gamma_0, \gamma_1, \ldots, \gamma_{m_{sv}}$ such that the estimated function satisfies

$$\|\hat{f} - f\|_\mu < \frac{\|f\|_\mu}{\sqrt{m_{sv}}} (1 + \sqrt{2 \log \frac{1}{\delta}})$$  \hspace{1cm} (2.9)$$

where $\|\cdot\|_\mu$ is a function norm defined in [46] and $\mu$ is the empirical measure over the data set in a finite size.

Assumption 2.5. (Parameter Selection of Kernel Machine) Parameters $N, m_{sv}$ and $\rho$ are chosen such that $\rho \to 0$ and $m_{sv} \cdot \rho \to \infty$ as $N \to \infty$ and $m_{sv} \to \infty$.

Note that the variance of the approximation error $\xi_i$ is a function of $m_{sv}$, i.e., the following lemma shows $\lim_{m_{sv} \to \infty} \sigma^2_\xi = \sigma^2_\xi(m_{sv}) = 0$ asymptotically almost surely.

Lemma 2.2. For any $0 < \delta < 1$, we have $\lim_{m_{sv} \to \infty} \sigma^2_\xi = 0$ asymptotically almost surely.

Proof. Let $Y^* = \{f(x_i)\}_{i=1}^N$ and $\hat{Y} = \{\hat{f}(x_i)\}_{i=1}^N$ where $\hat{f}(x_i)$ is the estimate of $f(x_i)$. Note that $\sigma^2_\xi = E(\|\hat{Y} - Y^*\|_2^2)$. As both $E(\|\hat{Y} - Y^*\|_2^2)$ and $\|\hat{f} - f\|_\mu^2$ are empirical norms of the difference between $\hat{f}$ and $f$, they are equivalent. Based on Lemma 2.1, for any $0 < \delta < 1$, we have the following satisfied with probability $1 - \delta$:

$$E(\|\hat{Y} - Y^*\|_2^2) = \kappa \|\hat{f} - f\|_\mu^2 < \left( \frac{\|f\|_\mu}{\sqrt{m_{sv}}} (1 + \sqrt{2 \log \frac{1}{\delta}}) \right)^2$$
which gives
\[ \sigma^2 < \kappa (\frac{\|f\|_\infty}{\sqrt{m_{sv}}}(1 + \sqrt{2\log \frac{1}{\delta}}))^2 \]

where \( \kappa \) is the ratio between the \( E(\|\hat{Y} - Y^*\|_2^2) \) and \( \|\hat{f} - f\|_\mu^2 \). Thus, we have \( \lim_{m_{sv} \to \infty} \sigma^2 = 0 \) asymptotically almost surely.

Lemma 2.3. Under Assumptions 2.1 and 2.5, the columns in \( K_{sv} \) in (2.8) can be constructed as a full column rank matrix.

Proof. Note that the dimension of \( K_{sv} \) is \( N \times m_{sv} \). Assume that the input sequence \( \{x_i\}_{i=1}^N \) are all different and we have \( \{\tilde{x}_j\}_{j=1}^{m_{sv}} \subset \{x_i\}_{i=1}^N \). Each element in \( K_{sv} \) is denoted as \( k(x_i, \tilde{x}_j) = e^{-(x_i-\tilde{x}_j)^2/\rho^2} \). If \( \rho \to 0 \), then \( k(x_i, \tilde{x}_j) = 1 \) for \( x_i = \tilde{x}_j \) and \( k(x_i, \tilde{x}_j) = 0 \) for \( x_i \neq \tilde{x}_j \). So \( \forall 1 \leq j', j \leq m_{sv}, \) the \( j \)-th and \( j' \)-th column vectors of \( K_{sv} \) are two different unit vectors, respectively. For example, in the \( j \)-th column vector, only the element corresponding the case that \( x_i = \tilde{x}_j \) is 1 and all others are 0. As \( \{x_i\}_{i=1}^N \) are all different, \( K_{sv} \) is of full column rank in this case. Based on the continuity of \( k(x_i, \tilde{x}_j) \), there exists a sufficiently small \( \rho_0 > 0 \) such that \( K_{sv} \) is of full rank for all \( 0 \leq \rho \leq \rho_0 \). Thus, \( K_{sv} \) as well as \( K \) can be constructed to be full column rank matrices based on Assumptions 2.1 and 2.5 for sufficiently small \( \rho \) even when \( m_{sv} \) is sufficiently large. \( \square \)

Now we proceed to find the solution of \( \hat{\gamma} \) for equation (2.7). Once getting the estimated weights \( \{\hat{\gamma}_i\} \) of \( \{\gamma_i\} \), \( \hat{f} \) is obtained. Let \( P_K = KK^+ = K(K'K)^{-1}K' \) denote projection operators onto span\{\(K\}\}, where span\{\(\cdot\)\} is the space spanned by the column vectors of a matrix. To solve \( \gamma \) in (2.7), we project \( Y \) to the span\{\(K\}\} by operator \( P_K \). Then we have
\[ P_K Y = K\hat{\gamma} \quad (2.10) \]
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which gives
\[
\hat{\gamma} = (K'K)^{-1}K'Y = K^+Y \tag{2.11}
\]

Note that, in this case, the solution of space projection is actually the same as the least square solution of (2.7).

**Lemma 2.4.** Consider equation \( Y = K\gamma + \varepsilon \) in (2.7) where \( \gamma \) denotes the \( m_{sv} \) dimensional optimal weight vector. For the solution in (2.11), we have \( \lim_{N \to \infty} \hat{\gamma} = \gamma \) asymptotically almost surely, provided that \( K \) is of full column rank.

**Proof.** From (2.11), we can see that \( \hat{\gamma} = (K'K)^{-1}K'(K\gamma + \varepsilon) = \gamma + (K'K)^{-1}K'(\xi + \nu) \). Note that \( \sigma^2_{\varepsilon} = (\sigma_{\xi} + \sigma_{\nu})^2 \). Then, we have \( E(\hat{\gamma}) = \gamma + (K'K)^{-1}K'E(\xi) \) and \( \sum_{i=0}^{m_{sv}} D(\hat{\gamma}_i) = \sigma^2_{\varepsilon} tr((K'K)^{-1}) \leq (\sigma_{\xi} + \sigma_{\nu})^2 tr((K'K)^{-1}) \) where \( tr(.) \) denotes the trace of a matrix.

Now let \( K_N \) denote matrix \( K \) when its dimension is \( N \times (m_{sv} + 1) \). We also introduce matrix \( K'_N = K'_NK_N \) and vector \( g_{N+1} = [1 \ k(x_{N+1}, \tilde{x}_1) \ldots \ k(x_{N+1}, \tilde{x}_{m_{sv}})] \)

Then
\[
K_{N+1} = [K'_N \ g'_{N+1}] \begin{bmatrix} K_N \\ g'_{N+1} \end{bmatrix} = K'_NK_N + g'_{N+1}g_{N+1} \tag{2.12}
\]

Let \( \lambda_i(N), \ i = 0, \ldots, m_{sv}, \) be the eigenvalues of \( K_N \) and assume that \( \lambda_0(N) \geq \ldots \geq \lambda_{m_{sv}}(N) > 0 \). There exists a nonsingular matrix \( P_N \) such that
\[
P'_N K_N P_N = \text{diag}[\lambda_0(N) \ldots \lambda_{m_{sv}}(N)]
\]
Let $\alpha = [1 \ 0 \ \ldots \ 0]'$, then
\[
\alpha'P_N'K_NP_N\alpha' = (P_N\alpha)'K_N(P_N\alpha) = \lambda_0(N)
\]
We also have
\[
\lambda_0(N + 1) = \alpha'P_{N+1}'K_{N+1}P_{N}\alpha' = (P_N\alpha)'K_{N+1}'(P_{N+1}g_{N+1}) + (P_N\alpha)'g_{N+1}g_{N+1}g_{N+1}(P_N\alpha) = \lambda_0(N) + (P_N\alpha)'g_{N+1}g_{N+1}(P_N\alpha).
\]
Note that $\lambda_0(N + 1) - \lambda_0(N) = (P_N\alpha)'g_{N+1}g_{N+1}(P_N\alpha) = (g_{N+1}(P_N\alpha))^2$ for all $N$. So, there exists a constant $\lambda^* > 0$ such that the probability $p(\lambda_0(N + 1) - \lambda_0(N) > \lambda^*)$ is nonzero for all $N$. Thus, we obtain $\lim_{N \to \infty} \lambda_0(N) \to \infty$ almost surely.

Similarly, we have $\lim_{N \to \infty} \lambda_i(N) \to \infty$, for $i = 1, \ldots, m_{sv}$, and
\[
\lim_{N \to \infty} \text{tr}((K_N'K_N)^{-1}) = \sum_{i=0}^{m_{sv}} \frac{1}{\lambda_i(N)} = 0
\]
almost surely. This means the trace of $(K'K)^{-1}$ approaches zero almost surely as $N \to \infty$. Since $\sigma_\xi$ and $\sigma_v$ are bounded, $\sigma_\varepsilon^2$ is bounded. Therefore, we have
\[
\lim_{N \to \infty} E(\hat{\gamma}) = \gamma \text{ and } \lim_{N \to \infty} \sum_{i=0}^{m_{sv}} D(\hat{\gamma}_i) = \sigma_\varepsilon^2 \text{tr}((K'K)^{-1}) = 0
\]
almost surely and thus the lemma holds.

\textbf{Remark 2.3.} Lemma 2.1 basically shows how the error of approximating a nonlinear function reduces uniformly by increasing the number of randomly produced basis functions. This is applicable to our case, because in approximating a function by kernel machines, the basis functions are constructed based on the randomly distributed training set and their number increases with the increasing of the number of data points in the training set. As the number of data points increases, these constructed basis functions become dense in the interval $[-C, C]$ and thus the approximation error will approach zero almost surely. For a set of a finite number of
basis functions, which corresponds to a finite number of data points in the training set, it is pointed out in [46] that there exist some weights $\gamma$ satisfying the condition in (2.9). We use $S_\gamma$ to denote the set containing all these weights. It is also known that, with the least square method, the vector having the observed function values as its components is projected onto the space spanned by the basis functions set and thus the least square estimate $\hat{\gamma}$ minimizes $\|\hat{f} - f\|$ on the space. So a least squares estimate belongs to $S_\gamma$ and it actually gives the minimum approximation error in the set $S_\gamma$. Thus, we can have that $\lim_{m_{sv} \to \infty} \sigma_\xi^2 = 0$ in Lemmas 2.2 and 2.4.

**Corollary 2.1.** $\forall x_i \in [-C, C]$ sampled from its probability distribution function $p_x(x)$, under Assumption 2.5, we have $\lim_{N \to \infty, m_{sv} \to \infty, \rho \to 0} |\hat{f}(x_i) - f(x_i)| = 0$ asymptotically almost surely, i.e., $\lim_{N \to \infty, m_{sv} \to \infty, \rho \to 0} \hat{f} \to f$ asymptotically almost surely.

**Proof.** Note that $\rho$ in the Gaussian kernel function approaches zero as $m_{sv}$ and $N$ tend to infinity under Assumption 2.5. This ensures the full column rank of $K$ from Lemma 2.3. Thus, by combining Lemma 2.2 and Lemma 2.4. together, $\forall x_i \in [-C, C]$, we have $\lim_{N \to \infty, m_{sv} \to \infty, \rho \to 0} |\hat{f}(x_i) - f(x_i)| = 0$ with probability of $1 - \delta$, i.e., $\lim_{N \to \infty, m_{sv} \to \infty, \rho \to 0} \hat{f} \to f$ asymptotically almost surely. \qed

### 2.3.2 A Fundamental Model

In model (2.7), there is only one function approximated by $K\gamma$ with the least square estimate $\hat{\gamma}$ of $\gamma$ given by (2.11). In this subsection, we consider the approximation of two independent functions and propose a fundamental, yet general model. To solve the identification problem formulated in Subsection 2.2.2, we will transform the class of considered systems to such a model and develop a suitable method to
identify it.

For convenience, we denote \( \{.\}_k=1^N \) as a column vector. Suppose that sequence \( Y = \{y_i\}_{i=1}^N \) is the sum of two sequences \( \{h_1(t_i)\}_{i=1}^N \) and \( \{h_2(s_i)\}_{i=1}^N \), namely,

\[
\{y_i\}_{i=1}^N = \{h_1(t_i)\}_{i=1}^N + \{h_2(s_i)\}_{i=1}^N + \{v_i\}_{i=1}^N \tag{2.13}
\]

where \( \{h_1(t_i)\}_{i=1}^N \) and \( \{h_2(s_i)\}_{i=1}^N \) are observation vectors of functions \( h_1(.) \) and \( h_2(.) \), respectively. If both \( t_i \) and \( s_i \) are i.i.d random variables, then \( \{h_1(t_i)\}_{i=1}^N \) and \( \{h_2(s_i)\}_{i=1}^N \) are two independent sequences. From the preceding subsection, we have

\[
Y = K\gamma + G\beta + \varepsilon \tag{2.14}
\]

where \( K \) and \( G \) are constructed based on their respective input sequence \( \{t_i\}_{i=1}^N \), \( \{s_i\}_{i=1}^N \) and the sequence of the support vector set \( \{\hat{t}_j\}_{j=1}^{m_{sv}}, \{\hat{s}_j\}_{j=1}^{m_{sv}} \), i.e., \( K = [e'_1 \ K_{sv}] \) and \( G = [e'_1 \ G_{sv}] \) with \( G_{sv} \) being constructed similarly to \( K_{sv} \) given in (2.8). Basically, \( K\gamma \) is used to approximate the sequence \( \{h_1(t_i)\} \) generated by function \( h_1(.) \) and \( G\beta \) to approximate \( \{h_2(s_i)\} \) generated by function \( h_2(.) \). For convenience, the two constant vectors \( e'_1\gamma_0 \) and \( e'_1\beta_0 \) are combined together. In this way, we can assume that the constant part of \( h_1(.) \) is zero, i.e., \( \gamma_0 = 0 \) and only need vector \( e'_1 \) in matrix \( G \). Then, we let

\[
K = K_{sv} \quad \text{and} \quad G = [e'_1 G_{sv}] \tag{2.15}
\]

Due to the independence of \( \{t_i\}_{i=1}^N, \{s_i\}_{i=1}^N, \{\hat{t}_j\}_{j=1}^{m_{sv}}, \{\hat{s}_j\}_{j=1}^{m_{sv}} \), we have the following remark based on Lemma 2.3.

**Remark 2.4.** Under Assumptions 2.1–2.5, matrix \([K \ G]\) is of full column rank. In addition, all the elements in \( K_{sv} \) and \( G_{sv} \) are i.i.d with zero mean and finite variance.
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2.3 Kernel Machine and Space Projection in Nonlinear System Identification

Equations (2.13) and (2.14) are considered as a fundamental model, which is very important and useful in our subsequent discussions. However, what we know is only the sum of \( \{h_1(.)\} \) and \( \{h_2(.)\} \). Either \( \{h_1(.)\} \) or \( \{h_2(.)\} \) is not available. How to separate these two independent sequences \( \{h_1(.)\} \) and \( \{h_2(.)\} \) from the observation sequence \( Y \) is a critical yet challenging problem.

2.3.3 Identification of Fundamental Model Based on Space Projection

We now proceed to solve equation (2.14) based on space projection. The normal equations of (2.13) and (2.14) are given by

\[
G\beta = P_G(Y - K\gamma) \quad (2.16)
\]

\[
K\gamma = P_K(Y - G\beta) \quad (2.17)
\]

where \( P_K = KK^+ \) and \( P_G = GG^+ \) denote projection operators onto \( \text{span}\{K\} \) and \( \text{span}\{G\} \), respectively. From (2.16) and (2.17), it is easy to obtain

\[
G\beta = P_G(Y - P_K(Y - G\beta)) \quad (2.18)
\]

which gives \( (I - P_GP_K)G\beta = P_G(I - P_K)Y \). By using the same space projection as in (2.7), we obtain \( \hat{\beta} \) as

\[
\hat{\beta} = ((I - P_GP_K)G)^+P_G(I - P_K)Y = H_G^+P_G(I - P_K)Y \quad (2.19)
\]

where \( H_G = (I - P_GP_K)G \). Similarly, we have \( (I - P_KP_G)K\gamma = P_K(I - P_G)Y \) and

\[
\hat{\gamma} = ((I - P_KP_G)K)^+P_K(I - P_G)Y = H_K^+P_K(I - P_G)Y \quad (2.20)
\]
where \( H_K = (I - P_K P_G)K \). The estimated functions \( h_1(t_i) \) and \( h_2(s_i) \) are given by

\[
\hat{h}_1(t_i) = \sum_{j=1}^{m_K} \hat{\gamma}_{jk}(t_i, t_j), \quad \hat{h}_2(s_i) = \sum_{j=1}^{m_G} \hat{\beta}_{jk}(s_i, s_j) + \hat{\beta}_0 \tag{2.21}
\]

As shown in Remark 2.6 later, the space projection method makes it possible for us to obtain the estimate of \( \beta \) even when there exist unknowing parts in \( K\gamma \). Theorem 2.1 to be given later on shows that \( \hat{\beta} \) and \( \hat{\gamma} \) in (2.19) and (2.20) are the unbiased estimate of \( \beta \) and \( \gamma \), respectively. To prove Theorem 2.1, we first present the following lemmas.

**Lemma 2.5.** [47] If matrix \( A \) is of full column rank, then \( A^+ A = I \).

**Lemma 2.6.** Under Assumptions 2.1–2.5, \( (I - P_G P_K) \) is of full rank.

**Proof.** Note that it follows from Lemma 2.3 that \([K \ G]\) given in (2.15) is of full column rank under Assumptions 2.1–2.5. This means that \( K \) and \( G \) do not have a joint column space, i.e., \( \text{span}\{K\} \cap \text{span}\{G\} = \{0\} \). Assume that \( (I - P_G P_K) \) is not of full rank, then \( \exists x \neq 0 \) such that \( (I - P_G P_K)x = 0 \), i.e., \( P_G P_Kx = x \). As \( P_K \) and \( P_G \) are projection operators onto \( \text{span}\{K\} \) and \( \text{span}\{G\} \) respectively, we have \( x \in \text{span}\{K\} \cap \text{span}\{G\} = \{0\} \), and this contradicts with that \( x \neq 0 \). So this lemma holds.

**Theorem 2.1.** For the estimates \( \hat{\beta} \) and \( \hat{\gamma} \) given in (2.19) and (2.20), we have \( \lim_{l \to \infty} E(\hat{\beta}) = \beta \), \( \sum_i D(\hat{\beta}_i) = \sigma_\beta^2 \text{tr}((G'G)^{-1}) \) and \( \lim_{N \to \infty} E(\hat{\gamma}) = \gamma \), \( \sum_i D(\hat{\gamma}_i) = \sigma_\gamma^2 \text{tr}((K'K)^{-1}) \), respectively, under Assumptions 2.1–2.5.

**Proof.** Note that under Assumptions 2.1–2.3, matrix \( G \) is of full column rank.
Then from Lemma 2.5, \( G^+G = (G'G)^{-1}G'G = I \). Thus

\[
\hat{\beta} = ((I - P_GP_K)G)^+P_G(I - P_K)Y \\
= ((I - P_GP_K)G)^+P_G(I - P_K)(G\beta + K\gamma + \varepsilon) \\
= ((I - P_GP_K)G)^+P_G(I - P_K)G\beta + ((I - P_GP_K)G)^+P_G(I - P_K)(K\gamma + \varepsilon) \\
= ((I - P_GP_K)G)^+P_G(I - P_K)G\beta + ((I - P_GP_K)G)^+P_G(I - P_K)(G\beta + \varepsilon) \\
= AG\beta + A\varepsilon
\]

where \( A = ((I - P_GP_K)G)^+P_G(I - P_K) \). From Lemma 2.6, \( (I - P_GP_K) \) is of full column rank. So

\[
AG = ((I - P_GP_K)G)^+P_G(I - P_K)G \\
= ((I - P_GP_K)G)^+(P_GG - P_GP_KG) \\
= ((I - P_GP_K)G)^+((I - P_GP_K)G) \\
= I
\]

Then we have \( A = G^+ \). Thus, \( \hat{\beta} = \beta + (G'G)^{-1}G'\varepsilon \). Similar with Lemma 2.4, \( \lim_{l \to \infty} E(\hat{\beta}) = \beta \) and \( \sum_i D(\hat{\beta}_i) = \sigma^2 \text{tr}((G'G)^{-1}) \). Similarly, we have \( \hat{\gamma} = \gamma + (K'K)^{-1}K'\varepsilon \) and \( \lim_{N \to \infty} E(\hat{\gamma}) = \gamma \) and \( \sum_i D(\hat{\gamma}_i) = \sigma^2 \text{tr}((K'K)^{-1}) \).

**Remark 2.5.** Theorem 2.1 illustrates how good the fundamental model can be identified. That is, based on the two i.i.d input sequences \( \{t_i\}, \{s_i\} \) and the sum \( \{h_1(t_i)\} + \{h_2(s_i)\} \), we can separate the sequences \( \{h_1(t_i)\} \) and \( \{h_2(s_i)\} \) satisfying the established performances.

**Corollary 2.2.** For the fundamental model in (2.13), we have the estimated functions in (2.21) satisfying that \( \lim_{N \to \infty, m \to \infty, \rho \to 0} |\hat{h}_1(t_i) - h_1(t_i)| \to 0 \) and \( \lim_{N \to \infty, m \to \infty, \rho \to 0} |\hat{h}_2(s_i) - h_2(s_i)| \to 0 \) almost surely.
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Proof. Note that we have \( \lim_{N \to \infty} E(\hat{\gamma}) = \gamma \) and \( \sum_i D(\hat{\gamma}_i) = \sigma^2 \text{tr}((K'K)^{-1}) \) from Theorem 2.1. Similar to Lemma 2.2 and Corollary 2.1, then it can be obtained that \( \lim_{m_{sv} \to \infty} \sigma^2_{\xi} \to 0 \) and \( \lim_{N \to \infty, m_{sv} \to \infty, \rho \to 0} |\hat{h}_1(x_i) - h_1(x_i)| \to 0 \) which is satisfied with the probability \( 1 - \delta \) for any \( 0 < \delta < 1 \). Similarly, we have the same conclusion for \( h_2 \). We denote the above as \( \hat{h}_1 \to h_1 \) and \( \hat{h}_2 \to h_2 \).

2.3.4 Comparison Between Standard Least Square Estimation Method and the Proposed Space Projection Method

It is mentioned that the space projection solution for (2.7) is the same as the standard least square solution. For the fundamental model (2.14), it can also be converted to the form of (2.7) as

\[
Y = P\eta + \varepsilon \quad \text{(2.22)}
\]

where

\[
P = [K \ G], \quad \eta = \begin{bmatrix} \gamma \\ \beta \end{bmatrix} \quad \text{(2.23)}
\]

Then we obtain its least square solution based on (2.11) as

\[
\hat{\eta}_{ls} = \begin{bmatrix} K'_{l} & g'_{l+1} \end{bmatrix} \begin{bmatrix} \hat{\gamma}_{ls} \\ \hat{\beta}_{ls} \end{bmatrix} = (P'P)^{-1}P'Y = P^+Y \quad \text{(2.24)}
\]

Now we compare the performance of the standard least square method and our proposed space projection method concerning the two solutions of (2.14), i.e.,
(2.24) and (2.19), (2.20). From (2.23),

\[ P'P = \begin{bmatrix} K'K & K'G \\ G'K & G'G \end{bmatrix} \]  \hspace{1cm} (2.25)

Then

\[ (P'P)^{-1} = \begin{bmatrix} P_{11}^{-1} & * \\ * & P_{22}^{-1} \end{bmatrix} \]  \hspace{1cm} (2.26)

where \( P_{11} = [K'K - K'G(G'G)^{-1}G'K], P_{22} = [G'G - G'K(K'K)^{-1}K'G] \). Obviously, we have \( E(\hat{\eta}_{ls}) = \eta, D(\hat{\eta}_{ls}) = \sigma^2(\text{tr}(P_{11}^{-1}) + \text{tr}(P_{22}^{-1})). \)

Thus, we have the following proposition.

Proposition 2.3.1. \( \sum_i D(\hat{\gamma}_i) + \sum_i D(\hat{\beta}_i) \leq \sum_i D(\hat{\eta}_{ls,i}). \)

**Proof.** Assume that the eigenvalues of the matrices \( K'K \) and \( K'G(G'G)^{-1}G'K \) are \( \lambda_0, \ldots, \lambda_{m_{sv}} \) and \( \tilde{\lambda}_0, \ldots, \tilde{\lambda}_{m_{sv}} \), respectively. Then, the eigenvalues of the matrix \( P_{11} \) are \( \lambda_0 - \tilde{\lambda}_0, \ldots, \lambda_{m_{sv}} - \tilde{\lambda}_{m_{sv}} \). We have

\[ \text{tr}((K'K)^{-1}) = \sum_{i=0}^{m_{sv}} \frac{1}{\lambda_i}, \hspace{0.5cm} \text{tr}((P_{11})^{-1}) = \sum_{i=0}^{m_{sv}} \frac{1}{\lambda_i - \tilde{\lambda}_i} \]

As the matrices \( K'K \) and \( K'G(G'G)^{-1}G'K \) are all positive definite matrices, there holds \( \lambda_i \geq \lambda_i - \tilde{\lambda}_i \geq 0 \) and we have

\[ \text{tr}((K'K)^{-1}) \leq \text{tr}((P_{11})^{-1}). \]

Then \( \sum_i D(\hat{\gamma}_i) = \sigma^2 \text{tr}((K'K)^{-1}) \leq \sigma^2 \text{tr}(P_{11}^{-1}). \) Similarly, we have \( \sum_i D(\hat{\beta}_i) = \sigma^2 \text{tr}((G'G)^{-1}) \leq \sigma^2 \text{tr}(P_{22}^{-1}), \) and thus the lemma is established. \( \square \)

Proposition 2.3.1 shows that, for the fundamental model, the space projection method provides better estimates than the standard least square method.


2.4 Identification of the New Model

2.4.1 Model Transformation

In this subsection, we convert the new block-oriented model into the fundamental model in (2.14), that is, a set of linear equations based on kernel machines.

Define a function $\tilde{g}^{-1}(\cdot)$ as $\tilde{g}^{-1}(y_k) = z_k - y_k$. Based on Assumption 2.2, the output function is invertible and we have

$$z_k = g^{-1}(y_k) = y_k + \tilde{g}^{-1}(y_k)$$  \hspace{1cm} (2.27)

Also, let $F(u_k, \ldots, u_{k-m}) = b_0f_0(u_k) + \ldots + b_mf_m(u_{k-m})$. Then (2.3) is expressed as

$$y_k = -\tilde{g}^{-1}(y_k) + a_1[y_{k-1} + \tilde{g}^{-1}(y_{k-1})] + \ldots + a_n[y_{k-n} + \tilde{g}^{-1}(y_{k-n})] + b_0f_0(u_k) + \ldots + b_mf_m(u_{k-m}) + v_k$$

$$= -\tilde{g}^{-1}(y_k) + a_1\tilde{g}^{-1}(y_{k-1}) + \ldots + a_n\tilde{g}^{-1}(y_{k-n}) + a_1y_{k-1} + \ldots + a_ny_{k-n} + F(u_k, \ldots, u_{k-m}) + v_k$$  \hspace{1cm} (2.28)

Based on the discussions in Subsection 2.3.2, the unknown functions will be represented by kernel machines. Let $U_i = [u_{i+r}, u_{i+r-1} \ldots u_{i+r-m}]'$. Then

$$\{F(u_k, \ldots, u_{k-m})\}_{k=r+1}^N = [F(U_1) \ldots F(U_{N-r})]' = \tilde{K}\gamma + \varepsilon_F$$  \hspace{1cm} (2.29)

where $\tilde{K} = [k(U_i, U_j)]_{i=1, j=1}^{N-r, m}$ and $\varepsilon_F$ is the approximation error vector for
approximating \( \{F(u_k, \ldots, u_{k-m})\} \). We also represent

\[
\{\tilde{g}^{-1}(y_k)\}_{k=r+1}^N = K_0 \gamma_0 + \varepsilon_{g_0}
\]

\[
a_1 \{\tilde{g}^{-1}(y_{k-1})\}_{k=r+1}^N = K_1 a_1 \gamma_1 + \varepsilon_{g_1}
\]

\[
\vdots
\]

\[
a_n \{\tilde{g}^{-1}(y_{k-n})\}_{k=r+1}^N = K_n a_n \gamma_n + \varepsilon_{g_n}
\]

where \( K_i \) is constructed based on input sequence \( \{y_{k-i}\}_{k=r+1}^N \) and its support vector sequence, \( \varepsilon_{g_0}, \ldots, \varepsilon_{g_n} \) are the respective approximation error vectors for \( \{\tilde{g}^{-1}(y_k)\} \), \( \ldots, \{\tilde{g}^{-1}(y_{k-n})\} \). Thus, we can also represent (2.27) as follows

\[
\{z_k\}_{k=r+1}^N = \{y_k\}_{k=r+1}^N + K_0 \gamma_0 + \varepsilon_{g_0}
\]

We can manipulate (2.28) to obtain the form of the fundamental model given in (2.14) for \( k \geq r + 1 \).

\[
Y = -K_0 \gamma_0 + K_1 a_1 \gamma_1 + \ldots + K_n a_n \gamma_n + W \zeta + \tilde{K} \tilde{\gamma} + \varepsilon
\]

\[
= \begin{bmatrix} -K_0 & K_1 & \ldots & K_n \end{bmatrix} \begin{bmatrix} \gamma_0 \\ a_1 \gamma_1 \\ \vdots \\ a_n \gamma_n \end{bmatrix} + \begin{bmatrix} \tilde{K} \end{bmatrix} \begin{bmatrix} \tilde{\gamma} \\ \zeta \end{bmatrix} + \varepsilon
\]

\[
\Delta = K \gamma + G \beta + \varepsilon
\]
where

\[ Y = \begin{bmatrix} y_{r+1} & y_{r+2} & \cdots & y_N \end{bmatrix} \]

\[ W = \begin{bmatrix} y_r & y_{r-1} & \cdots & y_{r-n+1} \\ y_{r+1} & y_r & \cdots & y_{r-n} \\ \vdots & \vdots & \ddots & \vdots \\ y_{N-1} & y_{N-2} & \cdots & y_{N-n+1} \end{bmatrix} \]  \hspace{1cm} (2.33)

\[ \varepsilon = \varepsilon_F - \varepsilon_{g_0} + \sum_{i=1}^{n} a_i \varepsilon_{g_i} \]

\[ \zeta = [\zeta_1 \ \zeta_2 \ \cdots \ \zeta_n]' = [a_1 \ a_2 \ \cdots \ a_n]' \]

Comparing (2.32) with (2.14), we have

\[ K = [-K_0 \ K_1 \ \cdots \ K_n] \]

\[ \gamma = [\gamma_0 \ a_1 \gamma_1 \ \cdots \ a_n \gamma_n] \]

\[ G = \begin{bmatrix} \tilde{K} & W \end{bmatrix} \]

\[ \beta = \begin{bmatrix} \tilde{\gamma} \\ \zeta \end{bmatrix} \]  \hspace{1cm} (2.34)

**Remark 2.6.** It is important to note that, by exploiting the proposed space projection method in solving the fundamental model in (2.14), we could obtain the estimate \( \hat{\beta} \) in (2.32) without knowing \( a_1, \ldots, a_n \) in \( \gamma \). Also note that \( K \) is a column full rank matrix, which implies that \( K_0, \ldots, K_n \) are linearly independent. It is not possible to find nonzero \( \gamma_1, \ldots, \gamma_n \) such that all columns in matrix \( [K_1 \gamma_0 \ \cdots \ K_n \gamma_n] \) are constant vectors. For example, if \( K_0 \gamma_0 = K_n \gamma_n \), then we have \( K_0 \gamma_0 - K_n \gamma_n = 0 \), which contradicts with that \( K_0, K_n \) are linear independent. In addition, if \( [K_0 \gamma_0 \ \cdots \ K_n \gamma_n] \) is a constant matrix, parameter \( a \) is unidentifiable. This consists with Assumption 2.3 that the functions cannot be constant functions.
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2.4.2 System Identification Based on the Transformed Models Using Space Projection

In this subsection, we use space projection to identify the NARX system based on the converted model (2.32). We first identify the output static nonlinear function \( g(\cdot) \), then determine the estimates of the parameters \( a_1, \ldots, a_n \), and finally estimate each input static nonlinear function and the parameters \( b_0, b_1, \ldots, b_m \).

**Estimation of the output static nonlinear function**

The output static nonlinear function is \( y = g(z) \). In order to obtain its estimate, we need to get the estimate of \( \{z_k\} \) first. Based on (2.19) and (2.32), we obtain

\[
\hat{\beta} = H_G^+ P_G (I - P_K) Y \tag{2.35}
\]

where

\[
G = \begin{bmatrix} \hat{K} & W \end{bmatrix}, \quad \hat{\beta} = \begin{bmatrix} \hat{\gamma} & \hat{\zeta} \end{bmatrix} \tag{2.36}
\]

Once obtaining the estimates of \( \hat{\gamma} \) and \( \hat{\zeta} \), we rewrite (2.32) in the form of the fundamental model (2.14) as

\[
Y - W \hat{\zeta} - \hat{K} \hat{\gamma} = -K_0 \gamma_0 + K_1 a_1 \gamma_1 + \ldots + K_n a_n \gamma_n + \varepsilon \triangleq K \gamma + G \beta + \varepsilon \tag{2.37}
\]

and in this case \( K = -K_0, \gamma = \gamma_0, G = \begin{bmatrix} K_1 & \ldots & K_n \end{bmatrix} \), \( \beta = \begin{bmatrix} a_1 \gamma_1 & \ldots & a_n \gamma_n \end{bmatrix} \).

Then the estimate \( \hat{\gamma} \) is given by

\[
\hat{\gamma} = \hat{\gamma}_0 = H_K^+ P_K (I - P_G) (Y - W \hat{\zeta} - \hat{K} \hat{\gamma}) \tag{2.38}
\]

**Remark 2.7.** Note that though we obtain an estimate of \( \gamma_0 \) when estimating \( \gamma \)
based on the model (2.32), we re-estimate $\gamma_0$ based on the model (2.37) using the space projection method. We do this since from Proposition 2.3.1, space projection gives a better estimation than the standard least square method for the fundamental model. For example, consider a model $Y = K_0\nu_0 + K_1\nu_1 + K_2\nu_2$, where $Y$, $K_0$, $K_1$ and $K_2$ are given and $\nu_0, \nu_1, \nu_2$ are the weights to be estimated. We first arrange this model in the standard fundamental form $Y = K\gamma + G\beta$ with $K = K_0$, $\gamma = \nu_0$ and $G = [K_1 \ K_2]$, $\beta = \begin{bmatrix} \nu_1' & \nu_2' \end{bmatrix}'$. Note that the estimate of $\beta$ is obtained by projecting $Y$ onto span{$G$}, i.e., span{$K_1$} $\cup$ span{$K_2$}, by using $P_G$. This is the same case as shown in (2.22) and thus the corresponding estimates $\hat{\nu}_1$ and $\hat{\nu}_2$ are the same as the least square estimates which are re-denoted as $\hat{\beta}_{ls} = \begin{bmatrix} \nu_{1ls}' & \nu_{2ls}' \end{bmatrix}'$.

On the other hand, for the model $G\beta = K_1\nu_1 + K_2\nu_2$ with $G\beta$ replaced by $G\hat{\beta}$, we have the form of the fundamental model (2.14), i.e., $Y \triangleq K\gamma + G\beta$ with $Y = G\hat{\beta}, K = K_1, G = K_2, \gamma = \nu_1$ and $\beta = \nu_2$. Then $\nu_1$ and $\nu_2$ can be re-estimated based on space projection and obtain the new estimates $\hat{\nu}_1, \hat{\nu}_2$, which could have lower variances than their previous estimates $\hat{\nu}_{1ls}$ and $\hat{\nu}_{2ls}$ based on Proposition 2.3.1.

Once obtaining the weights, we get function $\tilde{g}^{-1}(.)$ from equation (2.27). Then we can obtain the output static nonlinear function $g^{-1}(.)$. As $g^{-1}(.)$ is invertible, we have the output static nonlinear function $g(.)$ by using suitable fitting methods.

From (2.31), we obtain the estimate of $\{z_k\}_{k=r+1}^N$ as follows:

$$\{\hat{z}_k\}_{k=r+1}^N = \{g^{-1}(y_k)\}_{k=r+1}^N = \{y_k\}_{k=r+1}^N + K_0\hat{\gamma}_0 \quad (2.39)$$
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Estimation of the parameters \( a_1, \ldots, a_n \)

We first get the estimate of \( \{F(u_k, u_{k-1}, \ldots, u_{k-m})\}_{k=r+1}^N \) as follows:

\[
\{\hat{F}(u_k, u_{k-1}, \ldots, u_{k-m})\}_{k=r+1}^N = \{b_0\hat{f}_0(u_k) + \ldots + b_m\hat{f}_m(u_{k-m})\}_{k=r+1}^N = \hat{K}\hat{\gamma}
\]

(2.40)

where \( \hat{\gamma} \) is given in (2.36). For \( k \geq N + r + 1 \), (2.28) and (2.1) are identical which may be written as the following linear equations

\[
\begin{bmatrix}
    z_{n+r} & \cdots & z_{r+1} \\
    \vdots & \ddots & \vdots \\
    z_{N-1} & \cdots & z_{N-n}
\end{bmatrix}
\begin{bmatrix}
    a_1 \\
    \vdots \\
    a_n
\end{bmatrix}
= Xa
\]

(2.41)

To estimate \( a \) based on (2.41), we need to obtain \( \{\hat{z}_k\} \) and \( \{\hat{F}(u_k, u_{k-1}, \ldots, u_{k-m})\} \). Then the estimate \( \hat{a} = \begin{bmatrix} \hat{a}_1 & \cdots & \hat{a}_n \end{bmatrix} \) of \( a \) can be obtained by solving (2.41):

\[
\hat{a} = \hat{X}^{+}\hat{Y}
\]

(2.42)

where \( \hat{Y} = \{\hat{z}_k - \hat{F}(u_k, u_{k-1}, \ldots, u_{k-m})\}_{k=n+r+1}^N \).

Estimation of the input static nonlinear functions and the parameters \( b_0, \ldots, b_m \).

Two cases will be considered in the identification process.

Case 1: \( f_0(.), f_1(.), \ldots, f_m(.) \) are all different. In this case, there is no need to estimate \( b_0, b_1, \ldots, b_m \). Instead, we only need to identify \( b_if_i(.) \) (\( i = 0, 1, \ldots, m \)).

The main idea is to extract \( b_if_i(.) \) when identifying it.
After obtaining \( \{F(u_k, u_{k-1}, \ldots, u_{k-m})\}_{k=r+1}^N = \{b_0 f_0(u_k) + b_1 f_1(u_{k-1}) + \ldots + b_m f_m(u_{k-m})\}_{k=r+1}^N \) in (2.40), we replace \( F \) by \( \hat{F} \) and extract \( b_i f_i(u_{k-i}) \) from it one by one starting with \( i = 0 \). In this way, all the functions can be identified in \( m + 1 \) steps given below:

**Step 1: Estimation of \( b_0 f_0(u_k) \)**

Let 

\[
\hat{F}_i(u_{k-i}, \ldots, u_{k-m}) = b_i f_i(u_{k-i}) + \ldots + b_m f_m(u_{k-m})
\]

\( i = 0, 1, \ldots, m, \ 1 \leq j \leq N - r + 1 \) (2.43)

Note that the dimension of \( U_{ij} \) is \( m + 1 - i \). We have \( \hat{F}_0(u_k, u_{k-1}, \ldots, u_{k-m}) = F(u_k, u_{k-1}, \ldots, u_{k-m}) \). Then

\[
\{\hat{F}_0(u_k, u_{k-1}, \ldots, u_{k-m})\}_{k=r+1}^N = \{b_0 f_0(u_k) + b_1 f_1(u_{k-1}) + \ldots + b_m f_m(u_{k-m})\}_{k=r+1}^N = \{b_0 f_0(u_k)\}_{k=r+1}^N + \{\hat{F}_1(u_{k-1}, \ldots, u_{k-m})\}_{k=r+1}^N \triangleq K_0 \tilde{\gamma}_0 + G_0 \hat{\beta}_0 + \varepsilon
\]

We derive (2.44) with the same reason as stated in Remark 2.7. That is, \( \tilde{\gamma}_0 \) and \( \hat{\beta}_0 \) are the newly defined weights to be estimated. The left-hand side of (2.44) is known since we have obtained \( \hat{F} \) in (2.40). For the right-hand side, \( K_0 \) and \( G_0 \) are constructed based on their respective input sequence and selected support vectors.

For the construction of \( K_0 \), the input set is \( \{u_k\}_{k=r+1}^N \), while for the construction of \( G_0 \), the input set is \( \{U_{0j}\}_{j=1}^{N-r-1} \). We use \( K_0 \tilde{\gamma}_0 \) to approximate \( \{b_0 f_0(u_k)\} \) and \( G_0 \hat{\beta}_0 \) to approximate \( \{\hat{F}_1(u_{k-1}, \ldots, u_{k-m})\} \) by solving the fundamental model.

Obviously (2.44) is in the form of (2.14), so \( \tilde{\gamma}_0 \) can be estimated by using the space
projection algorithm as
\[ \hat{\gamma}_0 = H_{K_0}^+ P_{K_0} (I - P_{\hat{G}_0}) \hat{F} \]  

where \( H_{K_0} = (I - P_{K_0} P_{\hat{G}_0}) K_0 \). Thus we have \( \hat{b}_0 f_0 (u_k) = K_0 \hat{\gamma}_0 \), which is an estimate of \( b_0 f_0 (u_k) \).

**Step i + 1: Estimation of** \( b_i f_i (u_{k-i}) \), \( i = 1, 2, \ldots, m \)

Define
\[ \{ \hat{F}_i(u_{k-i}, \ldots, u_{k-m}) \}_{k=r+1}^N = \{ \hat{F}_{i-1}(u_{k-i}, \ldots, u_{k-m}) \}_{k=r+1}^N - \{ b_{i-1} f_{i-1}(u_{k-(i-1)}) \}_{k=r+1}^N \]

where \( \{ b_{i-1} f_{i-1}(u_{k-(i-1)}) \}_{k=r+1}^N = K_{i-1} \hat{\gamma}_{i-1} \), which is obtained at step \( i \). Then the same procedure as used for estimating \( b_0 f_0 (u_k) \) can be applied to extract \( b_i f_i (u_{k-i}) \) \( (i = 1, 2, \ldots, m) \) from \( \hat{F} \) and to rearrange (2.46) in the form of the fundamental model as
\[ \{ \hat{F}_i(u_{k-i}, \ldots, u_{k-m}) \}_{k=r+1}^N = K_i \hat{\gamma}_i + G_i \hat{\beta}_i + \varepsilon. \]

This gives the estimate of \( b_i f_i (u_{k-i}) \) as
\[ \hat{\gamma}_i = H_{K_i}^+ P_{K_i} (I - P_{\hat{G}_i}) \hat{F}_i \]
\[ \{ b_i f_i (u_{k-i}) \} = K_i \hat{\gamma}_i \]

where \( H_{K_i} = (I - P_{K_i} P_{\hat{G}_i}) K_i \), and \( K_i \) and \( G_i \) are constructed based on their respective input set and selected support vectors set. For the construction of \( K_i \), the input set is \( \{ u_{k-i} \}_{k=r+1}^N \), while for \( G_i \), the input set is \( \{ U_j \}_{j=1}^{N-r} \).

**Case 2:** \( f = f_0(\cdot) = f_1(\cdot) = \ldots = f_m(\cdot) = f(\cdot) \). In this case, estimating \( b_0, b_1, \ldots, b_m \) becomes meaningful. But before finding their estimates, we can use
the previous approach to get an estimate $\hat{b}_i f(.)$ of $b_i f(.)$. Define

$$b_i f(u_{k-i}) = \frac{\sum_{k=r+1}^{N} b_i f(u_{k-i})}{N-r}. \quad (2.49)$$

Then we can obtain the following formula with its asymptotic analysis to be given in Theorem 2.2:

$$\hat{b}_i = b_0 \frac{\left( \sum_{k=r+1}^{N} (b_i f(u_{k-i}) - \hat{b}_i f(u_{k-i})) \right)^2}{\left( \sum_{k=r+1}^{N} (b_0 f(u_k) - b_0 f(u_k)) \right)^2}. \quad (2.50)$$

where $i = 1, \ldots, m$. Hence, $b_0, \ldots, b_m$ could be identified when the norm of $b$ is fixed.

### 2.5 Ambiguity Analysis

To the best of our knowledge, in all existing approaches of identifying Hammerstein-Wiener systems such as [24], there exist certain ambiguities in the identification process. Based on some analysis of our scheme, we give certain conditions to avoid such ambiguities in this section.

#### 2.5.1 Two Kinds of Ambiguities

There are two types of ambiguities, constant deflection and scale deflection. In the case of constant deflection, the following two situations cannot be distinguished
through identification for any nonzero constant vector $D$.

$$Y = K\gamma + G\beta + \varepsilon$$

(2.51)

$$Y = (K\gamma + D) + (G\beta - D) + \varepsilon.$$ 

In the case of scale deflection, the identification of the following two equations will not make any difference for any nonzero constant $\lambda$:

$$\{z_k\} = \{a_1z_{k-1} + \ldots + a_nz_{k-n}\} + F, \quad y_k = g(z_k)$$

$$\{\lambda z_k\} = \{\lambda(a_1z_{k-1} + \ldots + a_nz_{k-n})\} + \lambda F, \quad y_k = g(\lambda z_k)$$

(2.52)

### 2.5.2 Conditions for Avoiding Ambiguities

Consider the fundamental model $Y = \{h_1(t_i)\}_{i=1}^l + \{h_2(s_i)\}_{i=1}^l$ in (2.13), where $t_i \in U(-C, C), s_i \in U(-C, C)$ and $h_1(.)$ and $h_2(.)$ are measurable functions. As $t_i$ and $s_i$ are i.i.d, $\{h_1(t_i)\}$ and $\{h_2(s_i)\}$ are independent. Note that if $h_1(.)$ is an odd function, then in approximating $h_1(.)$, the constant part $\gamma_0$ is zero. Thus in (2.51), we may assume that $e'_1$ is included in matrix $G$ and the resulting constant vector $D$ is only due to the function $h_2(.)$. Then, there will be no constant deflection for identifying $h_1(.)$ and $h_2(.)$. With this, we give some conditions to possibly avoid ambiguities as follows.

**Constant deflection**

a) If either $h_1(.)$ or $h_2(.)$ is an odd function, then there can be no constant deflection when estimating the functions. In this case, the constant part $D$ is distributed to the non-odd function. b) If $h_1(.) = h_2(.)$, there is no need for $h_1(.)$ or $h_2(.)$ to be an odd function. In this case, there can be no constant deflection as the constant
is dividedly equally to each function.

**Scale deflection**

If $F(.) = \lambda F(.)$, then $g(z) = g(\lambda z)$. In order to avoid scale deflection, one can fix the definition domain of $g(.)$, i.e., the interval of $z_k$.

**Remark 2.8.**

1) As mentioned above, there exist constant deflection and scale deflection in all other existing nonlinear system identification schemes. In some approaches such as [24] and [48], both the norms of $a$ and $b$ are fixed and the nonlinear function is assumed to be an odd function to avoid ambiguities. Clearly, our conditions are more relaxed.

2) Based on the discussion of constant deflection, we also note that if both $h_1(.)$ and $h_2(.)$ are constant functions, then $h_1(.)$ and $h_2(.)$ can never be separated, since we do not know how to distribute the constant part to each function. This is why we have Assumption 2.2.

### 2.6 Results on Asymptotic Behavior

The space projection method extracts a function from the sum of functions in the fundamental model (2.13). In the KMSP algorithm, we first separate the input and output functions, then we extract input functions one by one. Now we analyze the asymptotic behavior of the proposed algorithm based on the results obtained in identifying the fundamental model, which shows that the input and output functions can be separated completely. By using Corollary 2.2, we have the multiple input functions $\hat{b}_i f_i \to b_i f_i$, for $i = 0, 1, \ldots, m$, when $N \to \infty, m_{sv} \to \infty, \rho \to 0$. 
Then we have the following theorems on the convergence of parameters estimates $\hat{b}$ and $\hat{a}$, respectively.

**Theorem 2.2.** In (2.50), for $i = 1, 2, \ldots, m$, we have

$$
\lim_{N \to \infty, m \to \infty, \rho \to 0} \frac{\left( \sum_{k=r+1}^{N} (b_i f_i(u_{k-i}) - b_i f_i(u_{k-i-1}))^2 \right)^{1/2}}{\left( \sum_{k=r+1}^{N} (b_0 f_0(u_k) - b_0 f_0(u_{k-1}))^2 \right)^{1/2}} = \frac{b_i}{b_0}
$$

asymptotically almost surely.

**Proof.** Let $s = [s_1, s_2, \ldots, s_{N-r}] = \{b_i f_i(u_{k-i})\}_{k=r+1}^{N}$ and $v = [v_1, v_2, \ldots, v_{N-r}] = \{b_0 f(u_k)\}_{k=r+1}^{N}$. By using Corollary 2.2, we note that $s \to \{b_i f_i(u_{k-i})\}_{k=r+1}^{N}$ and $v \to \{b_0 f(u_k)\}_{k=r+1}^{N}$ asymptotically almost surely. By the law of large numbers, we have

$$
\lim_{N \to \infty} \frac{\sum_{j=1}^{N-r} s_j}{N-r} \sim N(E(s), D(s))
$$

(2.53)

$$
\lim_{N \to \infty} \frac{\sum_{j=1}^{N-r} v_j}{N-r} \sim N(E(v), D(v))
$$

where $N(.,.)$ denotes the normal distribution. As we have that $D(b_i f_i(u_{k-i})) = b_i^2 D(f(u_{k-i}))$ and $D(b_0 f(u_k)) = b_0^2 D(f(u_k))$, then

$$
\lim_{N \to \infty} \frac{\sum_{j=1}^{N-r} s_j}{N-r} - E\left( \frac{\sum_{j=1}^{N-r} s_j}{N-r} \right) \sim N(0, b_i)
$$

(2.54)

$$
\lim_{N \to \infty} \frac{\sum_{j=1}^{N-r} v_j}{N-r} - E\left( \frac{\sum_{j=1}^{N-r} v_j}{N-r} \right) \sim N(0, b_0)
$$

(2.55)

Finally, it follows from (2.54) and (2.55) that Theorem 2.2 holds. 

**Theorem 2.3.** For the estimate $\hat{a}$ given in (2.42), if $\lim_{N \to \infty, m \to \infty, \rho \to 0} \hat{z}_k \to \lambda z_k$ and $\lim_{N \to \infty, m \to \infty, \rho \to 0} \hat{F} \to \lambda F$ asymptotically almost surely, then we have

$$
\lim_{N \to \infty, m \to \infty, \rho \to 0} \hat{a} \to a \text{ asymptotically almost surely.}
$$
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Proof. Note that if \( \lim_{N \to \infty, m_{sv} \to \infty, \rho \to 0} \hat{z}_k \to \lambda z_k \) and \( \lim_{N \to \infty, m_{sv} \to \infty, \rho \to 0} \hat{F} \to \lambda F \) asymptotically almost surely, it can be obtained that \( \hat{X} \to \lambda X \) and \( \hat{Y} \to \lambda \hat{Y} \to \lambda X a \) asymptotically almost surely from (2.41). Then, \( \lim_{N \to \infty, m_{sv} \to \infty, \rho \to 0} \hat{a} = \lim_{N \to \infty, m_{sv} \to \infty, \rho \to 0} \hat{X} + \hat{Y} = ((\lambda X)'\lambda X)^{-1}(\lambda X)'\lambda X a = a \) asymptotically almost surely.

Theorem 2.3 implies that, though there may exist scale deflection for estimating \( z_k \) and \( F \), there is no scale deflection for estimating \( a \).

2.7 Simulation Results

In this section, we test and verify the performance of the newly proposed identification approach by using three examples.

Example 2.7.1. We consider the Hammerstein-Wiener model given below:

\[
\begin{align*}
z_k &= 0.5z_{k-1} + 0.2z_{k-2} + 0.6f(u_k) + 0.4f(u_{k-1}) \\
y_k &= g(z_k)
\end{align*}
\]

where

\[
\begin{align*}
f(u) &= \begin{cases} 
1 & \text{if } u \leq 0 \\
-1 & \text{if } u > 0
\end{cases} \\
g(z) &= \begin{cases} 
\sqrt{z} & \text{if } z > 0 \\
-\sqrt{-z} & \text{if } z < 0
\end{cases}
\end{align*}
\]

We choose \( \{u_k\}_{k=1}^N \in U(-2, 2) \), \( N = 400 \) and \( p = 0.5 \). The set of support vectors can be randomly chosen from the input data set. In this experiment, we set the number of support vectors as \( m_{sv} = \frac{N}{2} - r - 1 \). Note that [K G] should be guaranteed.
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to be of full column rank when constructing $K$ and $G$ based on the set of support vectors and the set of input data when using the fundamental model. The steps of identifying the above model are summarized as follows:

![Figure 2.3: Input sequence](image)

1) Collect the output sequence $\{y_k\}_{k=1}^N$ based on the input sequence $\{u_k\}_{k=1}^N$.

2) Construct the support vector set $SV$ as

$$SV = \{\tilde{u}_j, \tilde{y}_j\}_{j=1}^{m_v} = \{u_{2j}, y_{2j}\}_{j=r+1}^{N/2} \subset \{u_j, y_j\}_{j=r+1}^N$$

Then, construct matrices $K$ and $G$ using $SV$, $\{u_k\}_{k=1}^N$ and $\{y_k\}_{k=1}^N$ as well as the parameter $\rho$ based on (2.8).

3) Estimate the sequence $\{z_k\}_{k=r+1}^N$ using (2.39) based on Subsection 2.4.2.

4) Estimate $a_1$ and $a_2$ using (2.42).

5) Estimate input nonlinear functions and $b_0$ and $b_1$ based on Subsection 2.3.1.
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The input data, output data and the chosen support vector data are illustrated in Figures 2.3–2.5.

The estimated unknown input nonlinear function together with the true function is shown in Figure 2.6, while the estimated unknown output nonlinear function and its true value are displayed in Figure 2.7. The estimated parameters are \([\hat{a} \ \hat{b}] = [0.4999 \ 0.2001 \ 0.6001 \ 0.3999]\). Note that in order to get a unique solution, the norm \(\|b\|_1\) is fixed as \(\|b\|_1 = 1\) according to the condition for avoiding scale deflection.

Now we investigate the performance of KMSP with respect to \(N\) and \(\rho\). To do this, we define \(\text{Error}_f = \frac{\|\hat{f}_0 - f\|_1 + \|\hat{g} - g\|_1}{2N}\). Firstly, we set \(\rho = 0.5\) and change the number of data points \(N\). Figure 2.8 shows how the error changes with the number of data points. We can see that when \(N\) becomes large, the error becomes small. But, the errors cannot approach zero even when \(N\) is continuously increasing. This due to the fixed value of parameter \(\rho\). To further reduce the error, we need Assumption 2.5, i.e., \(m_{sv} \rho \to \infty\) and \(\rho \to 0\) when \(N \to \infty\), \(m_{sv} \to \infty\). To verify this, we set \(\rho = 0.5 e^{-m_{sv}/400}\) and do the experiment again with results shown in
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Figure 2.5: Support vector sequence

Figure 2.9. It is seen that the error can approach zero in this case.

Example 2.7.2. In the case that $f_0(.) \neq f_1(.)$, the generalized Hammerstein-Wiener model (i.e., a new NARX model) is:

$$z_k = 0.6z_{k-1} + 0.1z_{k-2} + 0.8f_0(u_k) + 0.2f_1(u_{k-1})$$

$$y_k = g(z_k)$$

where

$$f_0(u) = \begin{cases} 
1 & \text{if } u \leq 0 \\
-1 & \text{if } u > 0
\end{cases}$$

$$f_1(u) = \sin(3u) + \sin(5u)$$

$$g(z) = \begin{cases} 
\sqrt{z} & \text{if } z > 0 \\
-\sqrt{-z} & \text{if } z < 0
\end{cases}$$

The identification steps are similar to those given in the previous example. We set
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Figure 2.6: True input nonlinear static function and estimated function

\[ N = 400, \rho = 0.2 \text{ and } m_{sv} = \frac{N}{2} - r - 1. \]  As mentioned, we do not need to estimate parameters \( b_0 \) and \( b_1 \) in this case. The algorithm extracts \( b_0f_0 \) and \( b_1f_1 \) one by one. By applying the proposed identification algorithm, we obtain \( \hat{a} = [0.5992 \ 0.1005] \).

The nonlinear functions at the input and output sides are also identified. The estimated \( f_0(u) \) and \( g(z) \) in this case are very similar to the estimated functions shown in Figures 2.6 and 2.7 of Example 2.7.1. The estimated \( f_1(u) \) and its true value are shown in Figure 2.10.

Now we investigate the performance in the presence of noise:

\[
\begin{align*}
z_k &= 0.6z_{k-1} + 0.1z_{k-2} + 0.8f_0(u_k) + 0.2f_1(u_{k-1}) + v_k \\
y_k &= g(z_k)
\end{align*}
\]

where \( v_k \) is white Gaussian noise with zero mean and standard deviation 0.1. In this case, we conduct the same experiment as in the noise-free case. Application of the KMSP method yields \( \hat{a} = [0.5968 \ 0.1029] \). Actually, as long as the noise is independent of system input and output, we can obtain the convergence property
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Figure 2.7: True output nonlinear function and estimated function of our proposed method. When the variance of noise increases, we can still obtain a satisfactory result by increasing $N$ and $m_{sv}$ as well as decreasing $\rho$.

In this example, we also investigate the estimation error which are defined as $\text{Error}_p = \| \hat{a} - a \|_1 + \| \hat{b} - b \|_1$. Figure 2.11 shows how the estimation error changes with the number of data points. We can see that when $N$ becomes large, the error converges to zero, thus giving a satisfactory result.

Clearly, the results of the above two examples illustrate the effectiveness of our proposed KMSP method.

Remark 2.9.

1) For the Hammerstein-Wiener system given in Example 2.7.2, the whole dynamic system can be represented as $y_k = \mathcal{F}(z_{k-1}, z_{k-2}, u_k, u_{k-1}) = \mathcal{F}(x_k)$. In order to use the method in [44] and [45], input $x_k$ must be available. However, $x_k$ is only partially known as signals $z_{k-1}, z_{k-2}$ are unavailable, so that method may face difficulty in implementation. However, if the linear system
Figure 2.8: The change of error for the estimated function with respect to the data points $N$

is an FIR system, then the method in [44] and [45] can also obtain a good performance in tracking the output of the Hammerstein-Wiener system.

2) Note that the other existing schemes, for example, the LS-SVM scheme presented in [24] [39] [40], cannot be employed to identify the models in the above two examples, due to the nonlinear static functions and system model considered.

Example 2.7.3. To compare KMSP with the LS-SVM based identification method in [25], we consider the following Hammerstein model

$$y_k = 0.6y_{k-1} + 0.1y_{k-2} + 0.6f(u_k) + 0.4f(u_{k-1}) + v_k$$

where $v_k$ is white Gaussian noise with zero mean and standard deviation 0.1,
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Figure 2.9: The change of error for the estimated function with respect to the data points $N$

$$f(u) = \sin c(u)u^2.$$ In LS-SVM, $f(u) = \sum_{j=1}^{N} \gamma_j k(u, u_j) + \gamma_0$. Then,

$$y_k = a_1 y_{k-1} + a_2 y_{k-2} + b_0 \left( \sum_{j=1}^{N} \gamma_j k(u_k, u_j) \right) + b_1 \left( \sum_{j=1}^{N} \gamma_j k(u_{k-1}, u_j) \right) + (b_0 + b_1) \gamma_0$$

$$= a_1 y_{k-1} + a_2 y_{k-2} + d + \sum_{i=0}^{1} \sum_{j=1}^{N} b_i \gamma_j k(u_{k-i}, u_j)$$

$$= a_1 y_{k-1} + a_2 y_{k-2} + d + \sum_{i=0}^{1} \sum_{j=1}^{N} \theta_{ij} k(u_{k-i}, u_j)$$

where $\theta_{ij} = b_i \gamma_j$, $d = (b_0 + b_1) \gamma_0$ are solved by using the standard least square algorithm. Estimates of $b_i$ and $f$ are obtained from singular value decomposition (SVD) of matrix $A = \left[ \begin{array}{c} \hat{\theta}_{01} & \ldots & \hat{\theta}_{0N} \\ \hat{\theta}_{11} & \ldots & \hat{\theta}_{1N} \end{array} \right]$.

By subtracting the mean of every row in $A$ and making SVD of the resultant matrix, the estimate of $b_i$, $i = 0, \ldots, m$ is extracted and then $\gamma_j$, $j = 0, \ldots, N$ can be found.
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![Figure 2.10](image.png)

Figure 2.10: True input nonlinear static function $f_1$ and estimated function value for the generalized Hammerstein-Wiener model

The estimated $[\hat{a} \ \hat{b}]$ using KMSP and LS-SVM are $[0.5988 \ 0.1013 \ 0.6015 \ 0.3985]$ and $[0.5978 \ 0.1013 \ 0.6020 \ 0.3980]$, respectively. Thus, both KMSP and LS-SVM can obtain satisfactory estimates of $f$ and parameters. However, the differences between the KMSP and LS-SVM based identification methods are obvious in the identification process as mentioned in the Introduction section and the above two examples as well as the discussions on the computational cost and numerical problems to be made in the following remark.

Remark 2.10. It is also worthwhile to discuss the computational cost and numerical problems in the identification. Theoretically, the estimation error tends to zero when $N \to \infty$, $m_{sv} \to \infty$, $\rho \to 0$ and $m_{sv} \cdot \rho \to \infty$. However, numerical problems exist and become obvious when the matrix dimension is more than thousands or even larger. Usually, we can obtain a satisfactory estimation result when $N$ is less than one thousand. For example, it is observed from Figure 2.11 that when $N$ is larger than 250, the estimation $Error_p$ is smaller than 0.02. Thus, numerical problems are negligible with our scheme. Note that the sparse representation of a
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Figure 2.11: The change of error for the estimated parameters with respect to the data points $N$

nonlinear function $f$ using a subset of input-output data points as a support vector set in this thesis can also deal with numerical problems well. For example, if we try to solve $Y = K\gamma$, we get $\hat{\gamma} = (K'K)^{-1}K'Y$. In this case, the dimension of $K$ is $N \times m_{sv}$. Thus, we only need to determine the inverse of a matrix of dimension $m_{sv} \times m_{sv}$ instead of $N \times N$. This can reduce the computational complexity as well as numerical errors. On the other hand, just as we have mentioned, all data points are support vectors in the LS-SVM based identification method, so the concerned dimension for that method is $N \times N$. Clearly in these aspects our method is advantageous over the LS-SVM based identification method.

Remark 2.11. Note that for Example 2.7.3, the methods given in [44] and [45] can also be applied to identify the whole dynamic system by representing $y_k = F(y_{k-1}, y_{k-2}, u_k, u_{k-1}) = F(x_k)$, where $x_k = [y_{k-1} \ y_{k-2} \ u_k \ u_{k-1}]'$ is treated as the input of the nonlinear system $F(\cdot)$. Then the identification is seen as an implicit nonlinear ARMA model in an RKHS. As a comparison, the method called SVM-ARMA$_{2k}$ in [44] and KMSP proposed herein are applied to track the output of
the nonlinear system. One can refer to [44] for setting the parameters of SVM-ARMA$_{2k}$. We choose $N = 400$ and $\rho = 0.2$ for KMSP. Let the output of the model be $\hat{y}_k = \tilde{F}(x_k)$ and define a criterion for the tracking error as $\text{Error} = \sqrt{\frac{1}{N} \sum_{k=1}^{N} (\hat{y}_k - y_k)^2}$. From our simulation results, $\text{Error} = 0.1024$ with SVM-ARMA$_{2k}$ in [44], while $\text{Error} = 0.1025$ with KMSP. Clearly, both are very close to the level of the standard deviation of the noise $\nu = 0.1$. So both methods perform well for Example 2.7.3.

2.8 Conclusion

In this chapter, we have considered the identification of new block-oriented nonlinear systems based on kernel machine and space projection. The major contributions of the chapter are summarized as follows:

1) We have proposed a new class of block-oriented nonlinear system. The proposed model includes the Hammerstein model, the Wiener model, and the Hammerstein-Wiener model as special cases. Input nonlinearities include saturation nonlinearity, deadzone nonlinearity, quantization nonlinearity, signum nonlinearity and so on.

2) We have derived a new method to identify nonlinear systems based on kernel machine and space projection.

3) We have analyzed two ambiguities that may occur in the identification process. Based on our analysis, we have proposed some conditions to avoid such ambiguities.

4) The convergence results of the proposed identification algorithm have also been established in this chapter.
5) The performance of the proposed method has been exemplified by simulation results.
Chapter 3

Iterative Identification of Hammerstein Systems by Normalization

Among the existing schemes in identifying block-oriented systems, an iterative scheme may be the simplest and easiest method to be complemented [70]. In this chapter, we will propose a new iterative algorithm for a general class of Hammerstein systems and prove its convergence. By doing this, we also give a geometrical explanation of why the convergence property can be achieved.

3.1 Introduction

One class of block-oriented nonlinear systems with a static nonlinear function followed by a linear dynamic system is called Hammerstein systems. The identification of Hammerstein systems has been extensively studied in recent two decades. Existing methods mainly include the over-parametrization method [24], the non-
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parametric method [56] [57] [58], the stochastic method [53] [54] [50], the kernel machine and space projection method [59] in Chapter 2, and the iterative method ( [51] [49] [52] [70] [48]). All the methods have their own advantages and of course weak points. For example, with the non-parametric approach, it is possible to identify more general systems with less assumptions. But usually its convergence speed is relatively slow.

Among the above methods, the iterative method seems to yield the simplest and the most efficient algorithms [70]. Basically, the iterative identification approach divides the unknown parameters into two sets, the linear part and the nonlinear part. At each iteration, one set of estimates is computed while the other set is fixed. Then the two sets alternate and their final parameters estimates are obtained iteratively. Such an iterative approach was first proposed to estimate Hammerstein systems in [51]. However, its convergence needs proper initialization as pointed out by Stoica [49] and Bai and Li [70]. Bai and Li proved the convergence provided that the linear system is FIR. Later, Liu & Bai [48] established the convergence under a given initial condition for the Hammerstein system with an IIR linear system and a static function represented by odd basis functions. It was also pointed out by them that whether the convergence can be extended to a general Hammerstein system was not clear and in fact appeared to be questionable. The convergence for the case of non odd functions or even more general functions under arbitrary nonzero initial conditions is still an open issue.

In this chapter, we propose a normalized iterative algorithm to address this issue. The nonlinear static function is allowed to be any square-integrable functions. It will be shown that the unknown true parameters of the Hammerstein system correspond to the unique partial optimum point of a cost function under the constraint that the norm of the estimates is fixed. With this result, the proposed normalized
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Consider the Hammerstein system consisting of an ARMA linear system and a nonlinear static function as follows:

\[
x_t = f(u_t) = a_0 k_0(u_t) + a_1 k_1(u_t) + ... + a_l k_l(u_t) + e_t
\]
\[
y_t = d_1 y_{t-1} + ... + d_n y_{t-n} + b_0 x_t + ... + b_m x_{t-m} + v_t
\]

where \( u_t \) is the input signal, \( f(. \) ) is a nonlinear function represented by the combination of known basis functions and unknown coefficients \( a_0, ..., a_l, x_t \) and \( y_t \) are the input and output of the linear sub-system with known structure but unknown parameters \( d_1, ..., d_n \) (AR part of the ARMA system) and \( b_0, ..., b_m \) (MA part), \( \xi_t \) denotes the approximation error corresponding to \( u_t \), and \( v_t \) denotes the noise.

Note that (3.1) can be rewritten as

\[
y_t = d_0 + d_1 y_{t-1} + ... + d_n y_{t-n} + b_0 a_1 k_1(u_t) + ... + a_l k_l(u_t)) + ... + b_m (a_1 k_1(u_{t-m}) + ... + a_l k_l(u_{t-m})) + v_t + \xi_t
\]

where \( v_t \) is the noise term, \( d_0 \) is the constant term and \( \xi_t \) is the approximation error term:

\[
d_0 = a_0 \sum_{i=0}^{m} b_i
\]
\[
\xi_t = \sum_{i=1}^{m} b_i e_{t-i}
\]

The identification objective is to estimate the unknown parameters \( d = [d_0 \ ... \ d_n]' \), \( b = [b_0 \ ... \ b_m]' \) and \( a = [a_0 \ ... \ a_l]' \) in model (3.1) and (3.2) based on the observed
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input and output data \( \{u_t, y_t\}, \ t = –r, ..., 0, 1, ..., N \) where \( r = \max(m, n) \) for sufficiently large \( N \).

Denote \( Y = [y_1 \ ... \ y_N]' \), \( v = [v_1 \ ... \ v_N]' \) and \( \xi = [\xi_1 \ ... \ \xi_N]' \). The Hammerstein system in (3.2) can be rewritten as the matrix form:

\[
Y = Gd + b_0 K_0 a + ... + b_m K_m a + v + \xi \\
= Gd + (K \otimes a)b + v + \xi \\
= Gd + (b \cdot K)a + v + \xi
\]  

(3.4)

where

\[
K = [K_0 \ ... \ K_m] \in R^{N \times (m+1)i} \\
b \cdot K \triangleq b_0 K_0 + ... + b_m K_m \\
K \otimes a \triangleq [K_0 a \ ... \ K_m a] \\
G = \begin{bmatrix}
1 & y_0 & \cdots & y_{1-n} \\
1 & : & \vdots & \vdots \\
1 & y_{N-1} & \cdots & y_{N-n}
\end{bmatrix}, \ K_i = \begin{bmatrix}
k_1(u_{1-i}) & \cdots & k_1(u_{1-i}) \\
: & \vdots & \vdots \\
k_1(u_{N-i}) & \cdots & k_1(u_{N-i})
\end{bmatrix}, \ i = 0, ..., m
\]  

(3.5)

and \( (b \cdot K)a = (K \otimes a)b = b_0 K_0 a + ... + b_m K_m a \). To achieve the identification objective, we have the following assumptions.

**Assumption 3.1.** Assume that \( f(u) \) is a square-integrable function such that \( \int_{-U_0}^{U_0} f(u)^2 du < \infty \) and \( k_i(u), i = 0, ..., l \) are orthonormal basis functions on a given interval \([-U_0, U_0]\) with \( k_0(u) \) being a constant basis function.

**Assumption 3.2.** Input \( u_t \) and noise \( v_t \) are i.i.d random variables. In addition, \( u_t \sim U(-U_0, U_0) \) where \( U(-U_0, U_0) \) denotes the uniform distribution on the interval \([-U_0, U_0]\), \( E(v_t) = 0 \) and \( D(v_t) = \sigma_v^2 < \infty \).

**Assumption 3.3.**  \( [G \ K] \) is full column rank.
3.2 Normalized Iterative Algorithm of a Hammerstein System

Assumption 3.4. Either \(\|b\|_2\) or \(\|a\|_2\) is known and the first nonzero entry of \(b\) or \(a\) is positive.

Remark 3.1. Assumption 3.3 actually refers to the requirement of the input signals. It is noted that when the input signals are i.i.d, it is not hard to guarantee linear independence of \(G\) and \(K\). Assumption 3.3 also implies that, for any \(b \neq 0\), \([G \cdot b \cdot K]\) is full column rank, and for any \(a \neq 0\), \([G \cdot K \otimes a]\) is full column rank. Assumption 3.4 is to guarantee a unique expression of the Hammerstein system, as any pair \(\lambda a\) and \(b/\lambda\) for some non-zero \(\lambda\) provides the same input-output data. Later it will be seen that the cost function in (3.8) is actually a bilinear combination of \(a\) and \(b\). So either \(\|b\|_2\) or \(\|a\|_2\) should be known. In addition, if the true parameter \((a, b)\) globally minimizes cost function (3.8), \((-a, -b)\) also makes the cost function attain its minimum point. To avoid such a case, we need to assume that the first entry of \(b\) or \(a\) is positive. In addition, considering the case that \(\tilde{b}\) is fixed in Figure 3.1, we can always find a unique true parameter \(a\) in the upper semisphere in the proof of Lemma 3.3 (The upper semisphere can be defined as a semisphere in which the first entry of \(a\) is positive). So both Assumptions 3.3 and 3.4 are related to the identifiability of the nonlinear system.

Remark 3.2. Consider the constant term \(d_0 = a_0 \sum_{i=0}^{m} b_i\) in (3.3). If \(\sum_{i=0}^{m} b_i = 0\), \(a_0\) which is the coefficient of the constant basis function \(k_0(.\)) becomes unidentifiable. In this case, we only identify \(d_0\) and \(a = [a_1 \ldots a_l]^t\). If \(\sum_{i=0}^{m} b_i \neq 0\), all the parameters in (3.2) are identifiable under Assumptions 3.1-3.4. Note that the identifiability of constant term \(a_0\) is related to the constant deflection as discussed in Chapter 2. We also note that most existing schemes including [58] [57] [48] assume that \(f(0) = 0\) which implies \(a_0 = 0\).

Lemma 3.1. In (3.1), the variance of the approximation error \(D(e_l) = \sigma^2_e \to 0\) almost surely as \(l \to \infty\).
Proof. The proof is obvious and omitted. More details of Lemma 3.1 can be seen in Lemma 2.2 in Chapter 2. When $D(e_t) \to 0$, we have $D(\xi_t) \to 0$ in (3.3) and (3.4).

**Remark 3.3.** For the nonlinear static function $f(\cdot)$, if there exists a known upper bound of order $l$ such that $D(e_t) = 0$, i.e., $\xi = 0$, the proposed iterative algorithm belongs to a parametric approach. For more general square-integrable function $f(\cdot)$ like a discontinuous function, we still have $D(e_t) \to 0$ almost surely as $l \to \infty$ in Lemma 3.1. In other words, $l$ is allowed to increase with the increase of learning data. Later it will be seen that our method becomes a semi-parametric approach in this case.

**Lemma 3.2.** Under Assumptions 3.1-3.2, for any $K \in \mathbb{R}^{N \times (m+1)l}$, $(m + 1)l < N$, we have $\lim_{N \to \infty} \frac{KK^T}{N} = I$ almost surely where $I$ is an identity matrix with dimension $(m + 1)l \times (m + 1)l$.

Proof. As the basis functions $k_0(\cdot), k_1(\cdot), \ldots, k_l(\cdot)$ are orthonormal with $k_0(\cdot)$ being a constant basis function, $\int_{-U_0}^{U_0} k_i(u_t)k_j(u_t)du_t = \delta_{ij}$ where $\delta_{ij}$ is 1 if and only if $i = j$, otherwise, $\delta_{ij} = 0$. When $i = 0$ and $j \neq 0$, $\int_{-U_0}^{U_0} k_j(u_t)du_t = 0$, and then $k_i(u_t)$ is a zero mean variable under Assumptions 3.1-3.2. It is known that if $u_t$ and $u_i (-r \leq t \neq i \leq N)$ are i.i.d, then $k_j(u_t)$ and $k_j(u_i)$ for $1 \leq j \leq l$ are all zero mean i.i.d variables. Thus all elements in $K$ are random variables with zero mean and variance 1. So we have $\lim_{N \to \infty} \frac{KK^T}{N} = I$ almost surely.

**Remark 3.4.** Note that almost surely means that an event occurs with probability 1. In Lemma 3.2, it is possible that $K$ is a singular matrix in one realization for a particular sequence $\{u_t\}_{i=-r}^N \in [-U_0 U_0] \otimes [-U_0 U_0] \otimes \ldots \otimes [-U_0 U_0] \subset \mathbb{R}^{N+r+1}$ but the measure of such sequences is 0. So such an event occurs with probability 0.

**Remark 3.5.** Legendre polynomials $p_0(u), \ldots, p_j(u), \ldots, p_l(u)$ are well known orthogonal basis functions in the interval $[-1, 1]$ for $0 \leq j \leq l$ with $j$ denoting the order.
of each basis function. Legendre polynomials can be produced by using Rodrigues’
formula: \( p_j(u) = \frac{1}{2^j j!} \frac{d^j}{du^j} (u^2 - 1)^j \). Note that \( \int_1^{-1} p_i(u)p_j(u) du = \frac{2}{2j+1} \delta_{ij} \). Based on
this, it is easy to construct orthonormal basis functions in the interval \([-C, C]\) by
the substitution \( k_j(u) = \frac{2j+1}{2} p_j\left(\frac{u}{C}\right) \) for \( j = 0, \ldots, l \). Obviously, \( k_0(u) \) is a constant
function and \( E(k_j(u)) = 0 \).

Define a cost function \( J_{N,l}(\cdot) \) as

\[
J_{N,l}(\bar{a}, \bar{b}, \bar{d}) = \frac{1}{N} (\bar{Y} - Y)'(\bar{Y} - Y) = \frac{1}{N} (\bar{Y} - (Y^* + v + \xi))'(\bar{Y} - (Y^* + v + \xi))
\]

where \( \bar{Y} = \mathcal{G}\bar{d} + \bar{b}_0 K_0 \bar{a} + \ldots + \bar{b}_m K_m \bar{a}, \ Y^* = \mathcal{G}d + b_0 K_0 a + \ldots + b_m K_m a \). Let

\[
J_N(\bar{a}, \bar{b}, \bar{d}) = \lim_{l \to \infty} J_{N,l}(\bar{a}, \bar{b}, \bar{d}) \quad J(\bar{a}, \bar{b}, \bar{d}) = \lim_{N \to \infty, l \to \infty} J_{N,l}(\bar{a}, \bar{b}, \bar{d})
\]

From Lemma 3.1, we have \( \lim_{l \to \infty} \|\xi\|_2 = 0 \) almost surely. Also, from Assumption
3.2, it can be obtained that

\[
J(\bar{a}, \bar{b}, \bar{d}) = \lim_{N \to \infty} \frac{1}{N} \|\bar{Y} - Y^*\|_2^2 + \sigma_v^2
= \lim_{N \to \infty} \frac{1}{N} \|\mathcal{G}(\bar{d} - d) + (\bar{b} \cdot K)\bar{a} - (b \cdot \mathcal{K})a\|_2^2 + \sigma_v^2
\]

The estimates \( \hat{a}, \hat{d} \) and \( \hat{b} \) are determined by minimizing \( J(\bar{a}, \bar{b}, \bar{d}) \), i.e,

\[
\{\hat{a}, \hat{b}, \hat{d}\} = \arg\min J(\bar{a}, \bar{b}, \bar{d})
\]
We first obtain \( \hat{d} \) without knowing \( a \) and \( b \). We have

\[
Y = Gd + b_0K_0a + ... + b_mA + v + \xi
\]

\[
= Gd + [K_0 ... K_m] \begin{bmatrix} b_0 \\ \vdots \\ b_m \end{bmatrix} + v + \xi
\]  \hspace{1cm} (3.10)

where \( \gamma' = \left[ (b_0a)' ... (b_m a)' \right] \). Let \( P_K = KK^+ \) and \( P_G = GG^+ \) denote projection operators onto \( \text{span}\{K\} \) and \( \text{span}\{G\} \), respectively, where \( \text{span}\{\cdot\} \) is the space spanned by the column vectors of a matrix and \( K^+ = (K'K)^{-1}K' \) is the generalized matrix inverse. We first ignore the approximation error term in (3.10). Then we obtain

\[
P_Gd = P_G(Y - K\gamma) - P_Gv \quad \text{and} \quad P_KK\gamma = P_K(Y - Gd) - P_Kv.
\]

Note that the noise space is independent of space \( \text{span}\{K\} \cup \text{span}\{G\} \) with \( E(v) = \{0\} \) based on Assumption 3.2. Thus the noise space is orthogonal to \( \text{span}\{K\} \cup \text{span}\{G\} \).

And as \( P_Gv \) and \( P_Kv \) are operators projecting the noise to the space \( \text{span}\{G\} \) and \( \text{span}\{K\} \), we have \( P_Gv = 0 \) and \( P_Kv = 0 \). As \( P_GG = GG^+G = G \) and \( P_KK = KK^+K = K \), it can be obtained that

\[
Gd = P_G(Y - K\gamma)
\]  \hspace{1cm} (3.11)

\[
K\gamma = P_K(Y - Gd)
\]  \hspace{1cm} (3.12)

which is the same as the transformed fundamental model in Chapter 2. Then the KMSP method proposed in Chapter 2 can be used to solve the above model. It is easy to establish that \( Gd = P_G(Y - P_K(Y - Gd)) \) from (4.11) and (4.12), which gives \( (I - P_GP_K)Gd = P_G(I - P_K)Y \). Let \( \hat{d} \) be the estimate of \( d \). Then

\[
\hat{d} = H_G^+P_G(I - P_K)Y
\]  \hspace{1cm} (3.13)
where $H_G = (I - P_G P_K)G$. After $\hat{d}$ is obtained, the cost function $J_N(\bar{a}, \bar{b}, \hat{d})$ in (6.3) becomes $J_N(\bar{a}, \bar{b}, \hat{d})$.

**Definition 3.1.** A point $(a^*, b^*)$ is a partial optimum point of the cost function $J_N(\bar{a}, \bar{b}, d)$ if $J_N(a^*, b^*, d) \leq J_N(a, b^*, d)$ when $b^*$ is fixed and $J_N(a^*, b^*, d) \leq J_N(a^*, b, d)$ when $a^*$ is fixed.

Now we are at the position to present our normalized iterative algorithm as follows with $k$ denoting the $k$–th iteration. Based on Assumption 3.4, we fix the norm $\|\hat{b}\|_2 = \|b\|_2$ in the iteration.

**Step 1:** Obtain estimates $\hat{d}$ by using (3.13) and choose an arbitrary nonzero initial value $\hat{b}(0)$.

**Step 2:** Solve the problem $\hat{a}(k) = \text{argmin}_a J_{N,I}(\hat{a}, \hat{b}(k-1), \hat{d})$.

**Step 3:** Find $\hat{b}_{op}(k) = \text{argmin}_b J_{N,I}(\hat{a}(k), \hat{b}, \hat{d})$. Let $\hat{b}(k) = \text{sgn}(\kappa) \cdot \|b\|_2 \cdot \frac{\hat{b}_{op}(k)}{\|\hat{b}_{op}(k)\|_2}$ where $\kappa$ is the first nonzero entry of $\hat{b}_{op}(k)$. Clearly, $\|\hat{b}(k)\|_2 = \|b\|_2$ and the first nonzero entry of $\hat{b}(k)$ is positive.

**Step 4:** If a stopping criterion is satisfied, end. Otherwise, replace $k$ by $k + 1$ and go back to Step 2.

**Remark 3.6.** 1). The order of Step 2 and Step 3 can be permuted. With permutation, we start the estimation with nonzero initial value $\hat{a}(0)$. 2). There are several ways to define the stopping criterion in Step 4 of the algorithm. For example, one can consider the difference of cost function values $J_{N,I}(k)$ and $J_{N,I}(k - 1)$ since $J_{N,I}(k)$ is a decreasing sequence. Or the absolute value of the difference between $(\hat{a}(k), \hat{b}(k))$ and $(\hat{a}(k - 1), \hat{b}(k - 1))$. In handling the case that $l$ increases with the increase of learning data, the algorithm can be generalized to a semi-parametric format.
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Remark 3.7. With the proposed approach in Steps 1-4 in the end of this section, parametric representation is developed for the AR part of the ARMA linear subsystem while its MA part and the nonparametric represented nonlinearity are identified by using the iterative algorithm. The resulted semi-parametric method links the parametric and nonparametric methods.

Remark 3.8. The dimensions in Steps 2 and 3 are $l$ and $m + 1$, respectively. This avoids the high dimension problem in the well known over parametrization approach in Bai (1998), where the dimension is $l(m + 1)$.

Remark 3.9. With the non-parametric method proposed by Greblicki and Pawlak [56], the nonlinearity is identified first without knowing the parameters in the linear block, followed by the estimation of the parameters in the linear system. With the proposed method here, the Hammerstein model is identified in a reverse order. Namely the estimate $\hat{d}$ in the AR part of the ARMA linear system is obtained without knowing the nonlinearity, followed by iteratively estimating the nonlinearity and the parameters in the MA part of the linear system.

3.3 Convergence Analysis of the Iterative Algorithm

We first prove that $\lim_{N \to \infty, l \to \infty} \hat{d} = d$. Then, it is shown that the true parameters correspond to the unique partial optimum point of the cost function and we obtain the convergence of the normalized iterative algorithm.

Lemma 3.3. Under Assumption 3.3, matrix $(I - P_\delta P_K)$ is full rank.

Proof. This can be easily proved following the same procedure in Lemma 2.6. □
3.3 Convergence Analysis of the Iterative Algorithm

3.3.1 Convergence Analysis of the Iterative Algorithm

Theorem 3.1. Under Assumptions 3.1-3.3, the estimate \( \hat{d} \) given in (3.13) satisfies that \( \lim_{N \to \infty, l \to \infty} \hat{d} = d \) almost surely.

Proof. Note that under Assumptions 3.1-3.3, matrix \( \mathcal{G} \) is full column rank. As \( \mathcal{G}^+ \mathcal{G} = (\mathcal{G}' \mathcal{G})^{-1} \mathcal{G}' \mathcal{G} = I \), we have

\[
\hat{d} = [(I - P_g P_K) \mathcal{G}]^+ P_g (I - P_K) Y \\
= [(I - P_g P_K) \mathcal{G}]^+ P_g [I - \mathcal{K}(\mathcal{K}' \mathcal{K})^{-1} \mathcal{K}'] (Gd + \mathcal{K} \gamma + v + \xi) \\
= [(I - P_g P_K) \mathcal{G}]^+ P_g (I - P_K) [Gd + (\mathcal{K} - \mathcal{K}(\mathcal{K}' \mathcal{K})^{-1} \mathcal{K}') \gamma + v + \xi] \\
= [(I - P_g P_K) \mathcal{G}]^+ P_g (I - P_K) (Gd + v + \xi) \\
= A \mathcal{G} d + A(v + \xi) \\
\tag{3.14}
\]

where \( A = [(I - P_g P_K) \mathcal{G}]^+ P_g (I - P_K) \). From Lemma 3.3, \( (I - P_g P_K) \) is full column rank, and then

\[
A \mathcal{G} = [(I - P_g P_K) \mathcal{G}]^+ [(\mathcal{G}' \mathcal{G})^{-1} \mathcal{G}' (I - \mathcal{K}(\mathcal{K}' \mathcal{K})^{-1} \mathcal{K}')] \mathcal{G} \\
= [(I - P_g P_K) \mathcal{G}]^+ [\mathcal{G} - \mathcal{G}(\mathcal{G}' \mathcal{G})^{-1} \mathcal{G}' \mathcal{K}(\mathcal{K}' \mathcal{K})^{-1} \mathcal{K}'] \mathcal{G} \\
= [(I - P_g P_K) \mathcal{G}]^+ [(I - P_g P_K) \mathcal{G}] = I \\
\tag{3.15}
\]

So we have \( A = \mathcal{G}^+ \). When \( l \to \infty \), we have \( \lim_{l \to \infty} ||\xi||_2 = 0 \) almost surely. Based on Assumption 3.2, we have

\[
\begin{align*}
\lim_{l \to \infty} \hat{d} &= A \mathcal{G} d + A v = d + \mathcal{G}^+ (v + \xi) = d + (\mathcal{G}' \mathcal{G})^{-1} \mathcal{G}' v \\
\lim_{l \to \infty} E((\hat{d} - d)'(\hat{d} - d)) &= (\mathcal{G}' \mathcal{G})^{-1} \sigma_v^2 \\
\end{align*}
\tag{3.16}
\]

which gives

\[
\begin{align*}
\lim_{l \to \infty} \sum_i E((\hat{d}_i - d_i)'(\hat{d}_i - d_i)) &= tr((\mathcal{G}' \mathcal{G})^{-1}) \sigma_v^2 \\
\end{align*}
\tag{3.17}
\]

where \( tr(.) \) is the trace of a matrix. Now we show that \( \lim_{N \to \infty, l \to \infty} \hat{d} = d \) almost
surely. Let \( G_N \) denote a matrix \( G \) with dimension \( N \times (n + 1) \). Note that \( G_N' G_N \) is a symmetrical positive matrix as \( G_N \) is full column rank. By following the same procedure in Lemma 2.4 in Chapter 2, where \( K \) is the matrix \( G \) here, we have

\[
\lim_{N \to \infty} tr((G_N' G_N)^{-1}) = \sum_{i=1}^{\frac{1}{\lambda_i(N)}} = 0 \quad (3.18)
\]

almost surely. Then, in (3.17), it is easy to obtain that

\[
\lim_{N \to \infty, l \to \infty} \sum_i E((\hat{d}_i - d_i)'(\hat{d}_i - d_i)) = 0 \quad (3.19)
\]

almost surely. Thus, \( \lim_{N \to \infty, l \to \infty} \hat{d} = d \) almost surely and this theorem holds.

As \( Y = Gd + (b \cdot K)a + v + \xi \), we have

\[
\lim_{N \to \infty, l \to \infty} \frac{1}{N} a'(b \cdot K)'(b \cdot K)a = \|b\|^2 \|a\|^2 \leq \lim_{N \to \infty} \frac{1}{N} \|Y - Gd\|^2 + \sigma_v^2 = C \quad \text{where } C \text{ is a constant.}
\]

So if \( \|\tilde{b}\|_2 \) is fixed in \( J(\tilde{a}, \tilde{b}, \tilde{d}) \), then \( \|\tilde{a}\|_2 \) is bounded. Define the domain \( D = \{(\tilde{a}, \tilde{b}) \mid \|\tilde{b}\|_2 = \|b\|_2, \|\tilde{a}\|_2 \leq M\} \)

where \( M \) is a constant denoting the bound of \( \|\tilde{a}\|_2 \).

**Lemma 3.4.** Under Assumptions 3.1-3.4, the cost function \( J(\tilde{a}, \tilde{b}, d) \) has a unique partial minimum point \((a, b, d)\) in the domain \( D = \{(\tilde{a}, \tilde{b}) \mid \|\tilde{b}\|_2 = \|b\|_2, \|\tilde{a}\|_2 \leq M\} \).

**Proof.** We first prove that \((a, b, d)\) is a partial optimum point of \( J(\tilde{a}, \tilde{b}, d) \). From (3.8), we get

\[
J(a + \Delta a, b + \Delta b, d) = \lim_{N \to \infty} (\sigma_v^2 + \frac{1}{N} \|\Delta Y\|_2) \geq \lim_{N \to \infty} J_N(a, b, d) = \sigma_v^2 \quad (3.20)
\]

for any \( \Delta a \) and \( \Delta b \). This shows that \((a, b, d)\) is a global minimum point and of course a partial optimum point.

Now we prove the uniqueness of the partial optimum point \((a, b, d)\) by contradiction. Assume that \((\tilde{a}, \tilde{b}, d)\) is a partial optimum point in \( D \) with \( \tilde{a} \neq a \) or \( \tilde{b} \neq b \).
Let $N_{\tilde{a}}$ and $N_{\tilde{b}}$ denote the neighborhoods of $(\tilde{a}, \tilde{b})$ when either $\tilde{b}$ or $\tilde{a}$ is fixed, respectively, and $\rho_1, \rho_2$ be the respective radii of $N_{\tilde{a}}$ and $N_{\tilde{b}}$. Figure 3.1 gives a geometrical illustration of the neighborhood $N_{\tilde{a}}$ when $\tilde{b}$ is fixed. Without loss of generality, $a$ locates on the upper semi-sphere based on Assumption 3.4. We have

$$N_{\tilde{a}} = \{(\tilde{a} + \Delta a, \tilde{b}) \mid \|\Delta a\|_2 \leq \rho_1\}$$

(3.21)

where $\Delta a = \tilde{a} - a = \rho_1 \frac{\tilde{a} - \tilde{a}}{\|\tilde{a} - \tilde{a}\|_2}$ and $\tilde{a}$ locates at the margin of the neighborhood seen in Figure 3.1. Similarly,

$$N_{\tilde{b}} = \{(\tilde{a}, \tilde{b} + \Delta b) \mid \|\Delta b\|_2 \leq \rho_2\}$$

(3.22)

where $\Delta b = \tilde{b} - b = \rho_2 \frac{\tilde{b} - b}{\|\tilde{b} - b\|_2}$ when $\tilde{a}$ is fixed. Assume that $\theta_1, \theta_2$ are the angles between $\Delta a$ and $a - \tilde{a}$, $\Delta a$ and $\tilde{a}$; $\theta_3, \theta_4$ are the angles between $\Delta b$ and $b - \tilde{b}$, $\Delta b$ and $\tilde{b}$, respectively. We choose the clockwise as the positive direction of the angles. From Figure 3.1, it is easy to establish that

$$\Delta a \cdot (a - \tilde{a}) = \rho_1 \|a - \tilde{a}\|_2 \cos \theta_1$$

$$\Delta a \cdot \tilde{a} = \tilde{a}'(\tilde{a} - \tilde{a}) = \rho_1 \|\tilde{a}\|_2 \cos \theta_2$$

(3.23)

Figure 3.1: The geometrical illustration of the neighborhood of $\tilde{a}$ when $\tilde{b}$ is fixed
Similarly when $\tilde{a}$ is fixed, we have

\[
\Delta b \cdot (b - \tilde{b}) = \rho_2 \|b - \tilde{b}\|_2 \cos \theta_3
\]
\[
\Delta b \cdot \tilde{b} = \tilde{b}'(\tilde{b} - \tilde{b}) = \rho_2 \|\tilde{b}\|_2 \cos \theta_4
\]

(3.24)

Note that

\[
J(\tilde{a} + \Delta a, \tilde{b} + \Delta b, d) = \lim_{N \to \infty} \frac{1}{N} \|\tilde{Y} + \Delta Y - Y^*\|^2_2 + \sigma_v^2
\]
\[
= \lim_{N \to \infty} (J(\tilde{a}, \tilde{b}, d) + \frac{1}{N} \|\Delta Y\|^2_2) - \frac{2}{N}(Y^* - \tilde{Y})'(\Delta Y) + \sigma_v^2
\]

(3.25)

where

\[
\tilde{Y} = Gd + (\tilde{b} \cdot K)\tilde{a}
\]
\[
Y^* = Gd + (b \cdot K)a
\]
\[
\Delta Y = (\tilde{b} + \Delta b \cdot K)(\tilde{a} + \Delta a) - (\tilde{b} \cdot K)\tilde{a}
\]
\[
= (\tilde{b} \cdot K)\Delta a + (\Delta b \cdot K)\tilde{a} + (\Delta b \cdot K)\Delta a
\]
\[
Y^* - \tilde{Y} = (b \cdot K)a - (\tilde{b} \cdot K)\tilde{a}
\]
\[
= ((b - \tilde{b}) \cdot K)(a - \tilde{a}) + (\tilde{b} \cdot K)(a - \tilde{a}) + ((b - \tilde{b}) \cdot K)\tilde{a}
\]

From Lemma 3.2, we have

\[
\lim_{N \to \infty} x'(b \cdot K)'(\tilde{b} \cdot K)N = b'\tilde{b}x'y
\]

(3.27)

Based on (3.27), we get

\[
\lim_{N \to \infty} \frac{1}{N} \|\Delta Y\|^2_2 = \lim_{N \to \infty} \frac{1}{N}(\Delta Y)'(\Delta Y)
\]
\[
= s_1 + s_2 + s_3 + s_4
\]

(3.28)
where

\[
\begin{align*}
  s_1 &= \lim_{N \to \infty} \frac{1}{N} (\langle \tilde{b} \cdot \mathcal{K} \rangle \Delta a + (\Delta b \cdot \mathcal{K}) \tilde{a})' (\langle \tilde{b} \cdot \mathcal{K} \rangle \Delta a + (\Delta b \cdot \mathcal{K}) \tilde{a}) \\
  &= \rho_1^2 \tilde{b} \tilde{b} + \rho_2^2 \tilde{a} \tilde{a} + 2 \rho_1 \rho_2 \|\tilde{a}\|_2 \|\tilde{b}\|_2 \cos \theta_2 \cos \theta_4 \\
  &= \rho_1^2 \|\tilde{b}\|_2^2 + \rho_2^2 \|\tilde{a}\|_2^2 + 2 \rho_1 \rho_2 \|\tilde{a}\|_2 \|\tilde{b}\|_2 \cos \theta_2 \cos \theta_4
\end{align*}
\]

\[s_2 = \lim_{N \to \infty} \frac{1}{N} (\langle \Delta b \cdot \mathcal{K} \rangle \Delta a)' ((\Delta b \cdot \mathcal{K}) \Delta a) = \rho_1^2 \rho_2^2\]

\[s_3 = \lim_{N \to \infty} \frac{1}{N} (\langle \tilde{b} \cdot \mathcal{K} \rangle \Delta a)' ((\Delta b \cdot \mathcal{K}) \Delta a) = \rho_1^2 \rho_2 \cos \theta_4 \|\tilde{b}\|_2\]

\[s_4 = \lim_{N \to \infty} \frac{1}{N} (\langle \Delta b \cdot \mathcal{K} \rangle \tilde{a})' ((\Delta b \cdot \mathcal{K}) \Delta a) = \rho_1 \rho_2^2 \cos \theta_2 \|\tilde{a}\|_2\]

and

\[\lim_{N \to \infty} \frac{2}{N} (\tilde{Y}^* - \tilde{Y})' \Delta \tilde{Y} = s_5 + s_6 + s_7 + s_8\]

where

\[
\begin{align*}
  s_5 &= \lim_{N \to \infty} \frac{2}{N} (((b - \tilde{b}) \cdot \mathcal{K}) (a - \tilde{a}))' ((\Delta b \cdot \mathcal{K}) \Delta a) \\
  &= 2 \rho_1 \rho_2 \cos \theta_1 \cos \theta_4 \|a - \tilde{a}\|_2 \|b - \tilde{b}\|_2 \\
  s_6 &= \lim_{N \to \infty} \frac{2}{N} ((\tilde{b} \cdot \mathcal{K}) (a - \tilde{a}) + ((b - \tilde{b}) \cdot \mathcal{K}) \tilde{a})' ((\Delta b \cdot \mathcal{K}) \Delta a) \\
  &= 2 (\rho_1 \cos \theta_1 \|a - \tilde{a}\|_2 \|\tilde{b}\|_2 + \rho_2 \cos \theta_4 \|\tilde{a}\|_2 \|b - \tilde{b}\|_2 \\
  &+ \rho_1 \cos \theta_2 \|b - \tilde{b}\|_2 \|\tilde{a}\|_2 + \rho_2 \cos \theta_4 \|b - \tilde{b}\|_2 \|\tilde{a}\|_2) \\
  s_7 &= \lim_{N \to \infty} \frac{2}{N} ((\tilde{b} \cdot \mathcal{K}) (a - \tilde{a}))' ((\Delta b \cdot \mathcal{K}) \Delta a) \\
  &= 2 \rho_1 \rho_2 \cos \theta_1 \|\tilde{b}\|_2 \|a - \tilde{a}\|_2 \\
  s_8 &= \lim_{N \to \infty} \frac{2}{N} (((b - \tilde{b}) \cdot \mathcal{K}) \tilde{a})' ((\Delta b \cdot \mathcal{K}) \Delta a) \\
  &= 2 \rho_1 \rho_2 \cos \theta_2 \|b - \tilde{b}\|_2 \|\tilde{a}\|_2
\end{align*}
\]

Since only \(s_6\) includes the first order terms of \(\rho_1\) and \(\rho_2\), when \(\rho_1 \to 0, \rho_2 \to 0\), we have \([(s_1 + s_2 + s_3 + s_4) - (s_5 + s_6 + s_7 + s_8)] \to -s_6\) and thus (3.25) becomes

\[
J(\tilde{a} + \Delta a, \tilde{b} + \Delta b, d) = J(\tilde{a}, \tilde{b}, d) + (s_1 + s_2 + s_3 + s_4) - (s_5 + s_6 + s_7 + s_8) \to J(\tilde{a}, \tilde{b}, d) - s_6
\]
3.3 Convergence Analysis of the Iterative Algorithm

When \( \tilde{b} \) is fixed, \( \rho_2 = 0 \) and

\[
s_6 = 2\rho_1 (\cos \theta_1 \|a - \tilde{a}\|_2 \|\tilde{b}\|_2^2 + \cos \theta_2 \tilde{b}'(b - \tilde{b})\|\tilde{a}\|_2)
\]

(3.33)

Note that

\[
\tilde{b}'(b - \tilde{b}) = \tilde{b}'b - \tilde{b}'\tilde{b} \leq 0
\]

under \( \|b\|_2 = \|\tilde{b}\|_2 \). Seen from Figure 3.1, there always exists an \( \bar{a} \) such that

\(-90^\circ < \theta_1 < 90^\circ \) (\( \cos \theta_1 > 0 \)) and \( 90^\circ < \theta_2 < 270^\circ \) (\( \cos \theta_2 < 0 \)) in \( N_{\bar{a}} \). Thus we have \( s_6 > 0 \) and \( J(\bar{a} + \Delta a, \tilde{b}, d) < J(\bar{a}, \tilde{b}, d) \) which means \((\bar{a}, \tilde{b}, d)\) cannot be

a partial optimum point in this case. Similar conclusion can be obtained when \( \tilde{a} \) is fixed. So as long as the point \((\bar{a}, \tilde{b}, d)\) is different from \((a, b, d)\), we can always find certain points in its corresponding neighborhood \( N_{\bar{a}} \) or \( N_{\tilde{b}} \) with smaller cost function values. This contradicts with the assumption that \((\bar{a}, \tilde{b}, d)\) is a partial optimum point. Therefore the conclusion of this lemma holds.

\( \square \)

Remark 3.10. As mentioned in Remark 3.6, estimating \( a \) and \( b \) can be permuted if there exists a finite \( l \) such that \( \xi = 0 \). Define \( \tilde{D} = \{ (\tilde{a}, \tilde{b}) \mid \|\tilde{a}\|_2 = \|a\|_2, \|\tilde{b}\|_2 \leq \tilde{M} \} \)

where \( \tilde{M} \) is a constant denoting the bound of \( \|\tilde{b}\|_2 \). Then under Assumptions 3.1-3.4, the cost function \( J(\tilde{a}, \tilde{b}, d) \) has a unique partial minimum point \((a, b, d)\) in the domain \( \tilde{D} \).

Theorem 3.2. Under Assumptions 3.1-3.4, \( \lim_{N \to \infty, l \to \infty, k \to \infty} \hat{a}(k) = a \) and \( \lim_{N \to \infty, l \to \infty, k \to \infty} \hat{b}(k) = b \) almost surely.

Proof. Let \( \hat{z}(k) = (\hat{a}(k), \hat{b}(k), \hat{d}(k)) \). Employing the proposed normalized iterative algorithm, we obtain \( \lim_{N \to \infty, l \to \infty} \hat{d} = d \) almost surely in Theorem 3.1 in one iteration step. Since sequence \( \{J(k)\} \) is positive and decreasing, it is convergent. Then the generated sequence \( \{\hat{z}(k)\} \) has at least one accumulation point denoted
as \( z^* = (a^*, b^*, d) \). By Lemma 3.4, \( z^* \) will be the unique partial optimum point if either \( \|\hat{b}(k)\|_2 \) or \( \|\hat{a}(k)\|_2 \) is fixed. Thus, \( \lim_{N \to \infty, l \to \infty, k \to \infty} \hat{a}(k) = a^* = a \) and \( \lim_{N \to \infty, l \to \infty, k \to \infty} \hat{b}(k) = b^* = b \) almost surely for arbitrary nonzero initial conditions.

\[ \] 

\[ \] 

Remark 3.11. In employing the iterative algorithm, if the norm \( \|\hat{a}\|_2 \) or \( \|\hat{b}\|_2 \) is not fixed to be \( \|a\|_2 \) or \( \|b\|_2 \), the iteration sequence may diverge as explained below. Let \( \hat{a} \) and \( \hat{b} \) denote the current estimates of \( a \) and \( b \) at the \( k \)-th iteration. Assume that \( \hat{b}'(b - \hat{b}) > 0 \), which is possible when \( \|\hat{b}\|_2 < \|b\|_2 \). Also seen in Figure 3.1, we could choose an \( \tilde{a} \) locating outside the sphere such that \( 90^\circ < \theta_1 < 270^\circ \) \((\cos \theta_1 < 0)\) and \( -90^\circ < \theta_2 < 90^\circ \) \((\cos \theta_2 > 0)\). Then \( \cos \theta_2 \hat{b}'(b - \hat{b}) \|\hat{a}\|_2 > -\cos \theta_1 \|a - \hat{a}\|_2 \|\hat{b}\|_2 \), i.e., \( s_6 > 0 \). The case that \( \cos \theta_1 > 0 \) means the iteration point moves toward \( a \), while \( \cos \theta_1 < 0 \) corresponds to that the iteration point moves away from \( a \). This implies that there also exist certain directions along which the iteration point moves away from true parameter \( a \) while the cost function decreases. Thus, if the norm of \( \hat{a} \) is not fixed, the sequence \( \{\hat{a}, \hat{b}, d\} \) will move to \((\infty, 0, d)\). Similarly, \((0, \infty, d)\) could also be an accumulation point. This explains why a counterexample could be provided by Stoica (1981) and also explains why we need to fix the norm of \( \hat{a} \) or \( \hat{b} \).

3.4 Illustrative Examples

Example 3.4.1. Consider a Hammerstein system with an FIR linear system given by Stoica (1981): \( y_t = b_0(a_1u_t + a_2u_t^2) + b_1(a_1u_{t-1} + a_2u_{t-1}^2) = 1 * (0 * u_t + 2 * u_t^2) - 2 * (0 * u_{t-1} + 2 * u_{t-1}^2) \) where \( b_0 \) is fixed to be 1.

In Stoica (1981), the following situation is considered when the iterative method is used to do estimation. If \( \hat{b}_1(0) > -1/3 \) and \( \hat{b}_1(k - 1) < \frac{-3 + \hat{b}_1(0)}{1 + 3\hat{b}_1(0)} \), then \( \hat{b}_1(k) < \hat{b}_1(k - 1) < \hat{b}_1(0) \). If \( \hat{b}_1(0) < -1/3 \) and \( \hat{b}_1(k - 1) > \frac{-3 + \hat{b}_1(0)}{1 + 3\hat{b}_1(0)} \), then \( \hat{b}_1(k) > \hat{b}_1(k - 1) > \hat{b}_1(0) \).
\( \hat{b}_1(i - 1) > \hat{b}_1(0) \). Thus, as long as \( \hat{b}_1(0) \neq -1/3 \) one can always initialize \( \hat{b}_1(0) \) such that the estimates diverge. This implies that it is impossible to ensure the convergence of the method under a general initial condition. Recently in [48], for the case that the nonlinear static function is odd and initial estimate is chosen as \( \hat{b}(0) = [1 \ 0 \ ... \ 0]' \), the convergence of iterative algorithm is ensured. While in our proposed algorithm, by orthonormalizing the function basis \( u \) and \( u^3 \) to orthonormal polynomials, the convergence of the iterative identification for any nonzero initial conditions can be guaranteed. This is achieved by excluding the divergence cases with normalization. As \( \|b\|_2 = \sqrt{5} \), we fix the norm \( \|\hat{b}\|_2 = \sqrt{5} \) in the iterative estimation. The above divergence conditions in Stocia (1981) will not be satisfied after the normalization, since \( \|\hat{b}(k)\|_2 \) cannot become large.

**Example 3.4.2.** In this example, we consider the following Hammerstein system given in [48] for the purpose of comparison with existing techniques in the area.

\[
\begin{align*}
y_t &= 0.3y_{t-1} + 0.2y_{t-2} + 0.1y_{t-3} + 3x_t - 2x_{t-1} + v_t \\
x_t &= 0.9454u_t + 0.2983u_t^3
\end{align*}
\]

We first orthogonalize the odd function basis \( u \) and \( u^3 \) with coefficients 0.9545 and 0.2983 to orthogonal polynomials (Legendre polynomials) given as 1, \( u, \frac{1}{2}(3u^2 - 1) \) and \( \frac{5}{2}(5u^3 - 3u) \). Then the orthonomal basis is constructed as \( k_0(u) = \frac{1}{2}, k_1(u) = \frac{3}{2}u, k_2(u) = \frac{5}{2} \cdot \frac{1}{2}(3u^2 - 1), k_3(u) = \frac{7}{2} \cdot \frac{1}{2}(5u^3 - 3u) \) with coefficients 0, 0.4534, 0 and 0.0341 as discussed in Remark 3.5. Compared with (3.1), when \( l = 3 \), we have the approximation error can be zero, i.e, we have \( e_t = 0 \) in (3.1). The true parameters of the Hammerstein system in the form of (4.2) are \( a = [a_0 \ a_1 \ a_2 \ a_3] = [0 \ 0.4534 \ 0.0341]' \), \( b = [b_0 \ b_1] = [3 \ -2]' \) and \( d = [d_0 \ d_1 \ d_2 \ d_3] = [0 \ 0.3 \ 0.2 \ 0.1]' \). The input \( u_t \) is i.i.d in the interval \([-1,1]\) and the noise \( v_t \) is zero mean with standard derivation 0.1. Let \( \|b\|_2 = \sqrt{13} \) and consider the \( l_2 \) norm of the estimation error.
$\|e\|_2 = \sqrt{e'e}$ where $e = (\hat{a}, \hat{b}, \hat{d}) - (a, b, d)$. The comparison results are shown in Figure 3.2 in which $\|e\|_2$ with respect to the number of data points $N$ is plotted. It can be observed that both methods perform very well. Note that the initial value $\hat{b}(0)$ is randomly given in our method and it is $\hat{b}(0) = [1 \ 0 \ 0 \ ...]'$ in [48].

**Example 3.4.3.** In our proposed algorithm, the nonlinear function is not necessary to be odd even when the linear system is IIR. To illustrate this, we consider the Hammerstein system:

$y_t = 0.4y_{t-1} + 0.1y_{t-2} + 0.5x_t + 0.3x_{t-1} + 0.2x_{t-2} + v_t$

$x_t = 0.1 + 0.6u_t + 0.3u_t^2$

where $u_t \sim U[-1, 1]$ and $v_t \sim U[-0.1, 0.1]$.

By orthonormalizing the non-odd function basis 1, $u$ and $u^2$ to orthonormal polynomials given as $k_0(u) = \frac{1}{2}$, $k_1(u) = \frac{3}{2}u$ and $k_2(u) = \frac{5}{2} \cdot \frac{1}{2}(3u^2 - 1)$ on the interval $[-1, 1]$, we get $x_t = 0.4k_0(u_t) + 0.4k_1(u_t) + 0.08k_2(u_t)$. Then this Hammerstein
system can be rewritten as

\[ y_t = 0.4y_{t-1} + 0.1y_{t-2} + 0.5x_t + 0.3x_{t-1} + 0.2x_{t-2} + v_t \]

\[ x_t = 0.4k_0(u_t) + 0.4k_1(u_t) + 0.08k_2(u_t) \]

and true parameters to be estimated are \( a = [0.4 \ 0.4 \ 0.08] \), \( d = [0.4 \ 0.4 \ 0.1] \) and \( b = [0.5 \ 0.3 \ 0.2] \). We choose \( N = 500 \) and fix \( \|b\|_1 = 1 \) with \( b_1 > 0 \). Note that

![Figure 3.3: The illustration that the iteration algorithm converges in a few iterations](image)

both \( \|\cdot\|_1 \) and \( \|\cdot\|_2 \) can be used to fix the norm of the parameters vector. By implementing the proposed iterative algorithm, we obtain \( \hat{a} = [0.3990 \ 0.3980 \ 0.0813] \), \( d = [0.4037 \ 0.4110 \ 0.0922] \) and \( \hat{b} = [0.5015 \ 0.2988 \ 0.1997] \). Obviously, the estimates are very close to the true values. To show how the estimates converges to the fixed point with respect to the number of iterations, we calculate the difference \( Error(k) = \sum_{t=0}^{n} |\hat{b}_t(k+1) - \hat{b}_t(k)| \) at each iteration and use it as a stop criterion.

Figure 3.4 shows that the algorithm converges in only a few iterations. To show how the estimates behave with the number of data points \( N \), we plot the square
root error $\| \hat{b} - b \|_2$ with respect to $N$ in Figure 3.4. This figure shows that the square error can be made small enough by choosing $N$ appropriately.

**Remark 3.12.** The main advantages of the iterative method are its simplicity, computational efficiency with fast convergence speed and so on. It is also noticed that usually the iterative algorithm can be easily understood and implemented. To illustrate these, we make a comparison based on the observations from the above simulation results and those in the example given by [57] (Hasiewicz and Mzyk, 2009, section 5.1, pp. 449).

1) In Hasiewicz and Mzyk (2009), the nonparametric instrumental variables method is illustrated for the identification of a Hammerstein system similar to Example 3. After the nonparametric regression method is employed to estimate the static nonlinear function, the instrumental variables method together with Levenberg-Marquardt method is used to identify the parameters in the nonlinear function and the linear system. The estimation errors $\Delta_b(N) = \| \hat{b} - b \|_2/\| b \|_2 \cdot 100\%$ is de-
fined to show its performance. It is reported that when $N > 800$, $\Delta_b(N) < 1\%$.

2) As seen in Figure 3.4 and Figure 3.4, estimates are ensured to converge to the true parameters rapidly, usually in few iteration steps even for a relatively small number of data points $N$. Also observed in Figure 3.4, $\Delta_b(N)$ can be much smaller than 1% when $N > 800$ under the noise level $v_t \sim U(-0.1, 0.1)$. However, compared with the methods in Hasiewicz and Mzyk (2009), coloured noise cannot be considered for the iterative method in its present form. How to employ the instrumental variables approach using iterative algorithm in the identification of Hammerstein systems may be an interesting research direction in the future.

In summary, nonparametric and parametric approaches have their own advantages and weak points. These two approaches complement each other in the identification of both linear and nonlinear systems.

### 3.5 Conclusion

We revisit the iterative identification method and propose a normalized algorithm for Hammerstein systems. Convergence property is established under arbitrary nonzero initial conditions. As pointed out by [70], if the iterative algorithm converges, it converges fast and is very efficient. The static function is extended to square-integrable functions. Examples are also used to illustrate the effectiveness of the proposed scheme. Note that we obtain the convergence property under the condition that the noise is white. It is also pointed out that how to employ the instrumental variables approach using iterative algorithm in the identification of Hammerstein systems may be an interesting research direction.
Chapter 4

Convergence of Fixed Point Iteration for the Identification of Hammerstein and Wiener Systems

In this chapter, fixed point iteration is introduced to identifying both Hammerstein and Wiener systems with a unified algorithm. It is shown that the iteration is a contraction mapping on a metric space when the number of input-output data points approaches infinity. This implies the existence and uniqueness of a fixed point of the iterated function sequence and thus ensures the convergence of the iteration.
4.1 Introduction

A Hammerstein or Wiener system is a cascade system with a static nonlinear function followed or preceded by a linear dynamic system. The identification of such systems has been extensively studied, see for examples, [70] [50] [48] [66] [52] [64] [65] [56] [54] [59].

One kind of identification method is to use iterative methods [70]. There are two types of iterative identification algorithms. One approach uses the dynamic inverse of the linear system to iteratively estimate an intermediate signal. The other approach divides the unknown parameters into two sets, the linear part and the nonlinear part. At each iteration, estimates of parameters for one set is computed while the other is fixed. Then the two sets alternate and their final estimates are obtained iteratively. The first type initially appeared in [63]. As pointed out by [52] [64], the convergence is still unknown for both Hammerstein and Wiener systems. The second type was first presented for Hammerstein systems in [51]. However, proper initialization was required for its convergence as pointed out in [48], [70] and [49].

Only until recently convergence under arbitrary nonzero initial conditions was established for Hammerstein systems with a nonlinear function represented by general basis functions in [67] (Chapter 3), which was achieved by showing that true parameters correspond to the unique partial optimum point of a proposed cost function.

In fact, convergence property of the iterative algorithm is generally difficult to establish as a Hammerstein or Wiener system contains certain unmeasurable internal variables. In this chapter, we propose a fixed point iteration for identifying both Hammerstein and Wiener systems with a unified algorithm, which belongs
4.2 Fixed Point Iteration Algorithm for Hammerstein and Wiener Systems

to the second type of iterative algorithms. We show that parameter estimation can be reduced to a fixed point iteration of a nonlinear equation and the proposed algorithm ensures the estimates converging to the true parameters under arbitrary nonzero initial conditions.

The remaining part of this chapter is organized as follows: In Section 4.2 the iterative algorithm of Hammerstein and Wiener systems is formulated. The convergence property for arbitrary nonzero initializations is established in Section 4.3. Examples are studied in Section 4.4 and this chapter is concluded in Section 4.5.

4.2 Fixed Point Iteration Algorithm for Hammerstein and Wiener Systems

4.2.1 Hammerstein and Wiener Systems

Consider the Hammerstein system below:

\[ y_t = d_1 y_{t-1} + \ldots + d_n y_{t-n} + b_1 x_{t-1} + \ldots + b_m x_{t-m} + v_t \]

\[ x_t = f(u_t) = a_0 k_0(u_t) + a_1 k_1(u_t) + \ldots + a_l k_l(u_t) \]  

(4.1)
where \( u_t \) is the input signal, \( f(.) \) is a nonlinear function represented by the combination of known basis functions and unknown coefficients \( a_0, ..., a_l \), and \( x_t \) and \( y_t \) are the input and output of a sub linear system with known structure and unknown parameters \( d_1, ..., d_n \) and \( b_1, ..., b_m \), and \( v_t \) denotes the noise.

**Assumption 4.1.** Basis functions \( k_i(u), i = 0, ..., l \) are orthonormal basis functions on a given interval \([-U_0, U_0]\) and \( k_0(u) \) is a constant function. In addition, the parameters of \( b_1, ..., b_m \) satisfy that \( \sum_{i=1}^{m} b_i \neq 0 \).

Based on (4.1) and Assumption 4.1, we get

\[
y_t = d_0 + d_1 y_{t-1} + ... + d_n y_{t-n} + b_1 (a_1 k_1(u_{t-1}) + ... + a_l k_l(u_t)) \\
+ a_1 k_1(u_{t-1}) + ... + b_m (a_1 k_1(u_{t-m}) + ... + a_l k_l(u_{t-m})) + v_t
\]

where \( d_0 = k_0(u) \cdot a_0 \cdot \sum_{i=1}^{m} b_i \). The identification purpose is to estimate the unknown parameters \( d = [d_0 ... d_n]' \), \( b = [b_1 ... b_m]' \) and \( a = [a_0 ... a_l]' \) in model (4.1) and (4.2) based on the observed input and output data \( \{u_t, y_t\}, t = -r, ...0, 1, ..., N \) where \( r = max(m, n) \) for sufficiently large \( N \).

Let \( Y = [y_1 ... y_N]' \). The Hammerstein system can be rewritten as the following matrix form:

\[
Y = G d + b_1 K_1 a + ... + b_m K_m a + v \\
= G d + (b \cdot K) a + v \\
= G d + (K \otimes a) b + v \\
= [G \ b \cdot K] \begin{bmatrix} d \\ a \end{bmatrix} + v
\]

where \( b = [b_1 ... b_m]' \), \( a = [a_1 ... a_l]' \), \( d = [d_0 ... d_n]' \), \( v = [v_1 ... v_N]' \) and for
i = 1, ..., m

\[ G = \begin{bmatrix} 1 & y_0 & \cdots & y_{1-n} \\ \vdots & \vdots & \ddots & \vdots \\ 1 & y_{N-1} & \cdots & y_{N-n} \end{bmatrix}, \quad K_i = \begin{bmatrix} k_1(u_{1-i}) & \cdots & k_l(u_{1-i}) \\ \vdots & \ddots & \vdots \\ k_1(u_{N-i}) & \cdots & k_l(u_{N-i}) \end{bmatrix} \]

\[ K = \begin{bmatrix} K_1 \\ \vdots \\ K_m \end{bmatrix}, \quad K \otimes a = \begin{bmatrix} K_1 a \\ \vdots \\ K_m a \end{bmatrix} \]

Assumption 4.2. Input \( u_t \in [-U_0, U_0] \) and noise \( v_t \) are i.i.d random variables. In addition, \( E(v_t) = 0 \) and \( E(v_t^2) = D(v_t) = \sigma_v^2 < \infty \).

Assumption 4.3. \( [G \ K] \) is full column rank.

Assumption 4.4. Either \( \|b\|_2 \) or \( \|a\|_2 \) is known and the first nonzero entry of \( b \) or \( a \) is positive.

Remark 4.1. We do not need the assumption that \( k_i(u), \ i = 0, \ldots, l \) are odd symmetrical functions assumed in [48]. Note that every set of function basis in a given interval can always be orthonormalized. For example, polynomial basis \( 1, x, x^2, x^3, \ldots \) including the odd basis \( x, x^3, \ldots \) as a subset basis is easy to be orthonormalized. The assumption on \( \sum_{i=1}^{m} b_i \neq 0 \) is to guarantee parameter \( a_0 \) identifiable as \( d_0 = k_0(u) \cdot a_0 \cdot \sum_{i=1}^{m} b_i \).

Remark 4.2. Legendre polynomials \( p_0(u), p_j(u), \ldots, p_l(u) \) are well known orthogonal basis functions in the interval \([-1, 1]\) for \( 0 \leq j \leq l \) with \( j \) denoting the order of each basis function. Legendre polynomials can be produced by using Rodrigues’ formula: \( p_j(u) = \frac{1}{2^j j!} \frac{d^j}{du^j} (u^2 - 1)^j \). Note that \( \int_{-1}^{1} p_i(u)p_j(u)du = \frac{2}{2j+1} \delta_{ij} \). Based on this, it is easy to construct orthonormal basis functions in the interval \([-C, C]\) by the substitution \( k_j(u) = \frac{2j+1}{2} p_j \left( \frac{u}{C} \right) \) for \( j = 0, \ldots, l \). Obviously, \( k_0(u) \) is a constant function and \( E(k_j(u)) = 0 \) for \( j = 1, \ldots, l \).
Remark 4.3. Assumption 4.3 actually refers to the requirement of the input signals. From Lemma 4.1, it is noted that when the input signals are i.i.d, it is not hard to guarantee the linear independence of $G$ and $K$ as they are constructed from input and output signals, respectively. Assumption 4.3 also implies that, for any $b \neq 0$, $[G \cdot b \cdot K]$ is full column rank, and for any $a \neq 0$, $[G \cdot K \otimes a]$ is full column rank. Assumption 4.4 is to guarantee a unique expression of the Hammerstein system model, as any pair $\lambda a$ and $b/\lambda$ for some non-zero $\lambda$ provides the same input-output data. Both Assumptions 4.3 and 4.4 are related to the identifiability of the nonlinear system.

Lemma 4.1. Under Assumptions 4.1-4.3, for any $K \in \mathbb{R}^{N \times ml}$, $ml < N$, we have
\[
\lim_{N \to \infty} \frac{K^T K}{N} = I \text{ almost surely where } I \text{ is an identity matrix with dimension } ml \times ml.
\]

Proof. The proof is the same as the proof of Lemma 3.2 in Chapter 3.

Remark 4.4. Note that almost surely means that an event occurs with probability 1. In Lemma 3.2, it is possible that $K$ is a singular matrix in one realization for a particular sequence $\{u_t\}_{t=-r}^{N} \in [-U_0 U_0] \otimes [-U_0 U_0] \otimes \cdots \otimes [-U_0 U_0] \subset \mathbb{R}^{N+r+1}$ but the measure of such sequences is 0. So such an event occurs with probability 0.

Similarly, a Wiener system shown in Figure 4.1 is modeled by
\[
\begin{align*}
\tilde{x}_t &= \tilde{b}_1 \tilde{x}_{t-1} + \cdots + \tilde{b}_m \tilde{x}_{t-m} + \tilde{d}_1 u_{t-1} + \cdots + \tilde{d}_n u_{t-n} \\
x_t &= \tilde{x}_t + \tilde{v}_t \\
y_t &= g(x_t)
\end{align*}
\]

(4.4)

Assumption 4.5. The nonlinear output function of the Wiener system $g(.)$ is invertible and can be represented as $x_t = g^{-1}(y_t) = a_0 y_t + a_1 k_1(y_t) + \cdots + a_l k_l(y_t)$ where $a_0 \neq 0$, $k_i(.)$, $i = 1, \ldots, l$ are known orthonormal basis functions in the symmetric
interval $[-Y_0, Y_0]$ determined by the range of $y_t$. 

Under Assumption 4.5, we can introduce a new intermediate variable $z_t = a_1k_1(y_t) + ... + a_lk_l(y_t)$. Then system (4.4) is re-written as:

$$a_0y_t + z_t - \hat{v}_t = \tilde{b}_1(a_0y_{t-1} + z_{t-1} - \hat{v}_{t-1}) + ... + \hat{b}_m(a_0y_{t-m} + z_{t-m} - \hat{v}_{t-m}) + \tilde{d}_1u_{t-1} + ... + \tilde{d}_nu_{t-n} \tag{4.5}$$

$$z_t = a_1k_1(y_t) + ... + a_lk_l(y_t). \tag{4.6}$$

Dividing $a_0$ on both sides of the first equation of (4.5) yields

$$y_t = -\frac{1}{a_0}z_t + \frac{\tilde{b}_1}{a_0}z_{t-1} + ... + \frac{\hat{b}_m}{a_0}z_{t-m} + \tilde{b}_1y_{t-1}$$

$$+ ... + \tilde{b}_mz_{t-m} + \frac{\tilde{d}_1}{a_0}u_{t-1} + ... + \frac{\tilde{d}_n}{a_0}u_{t-n} + v_t \tag{4.7}$$

where $v_t = \hat{v}_t - \sum_{i=1}^{m} \tilde{b}_i\hat{v}_{t-i}$. Thus, we obtain

$$y_t = b_0z_t + b_1z_{t-1} + ... + b_mz_{t-m} + c_1y_{t-1}$$

$$+ ... + c_mz_{t-m} + d_1u_{t-1} + ... + d_nu_{t-n} + v_t \tag{4.8}$$

$$z_t = a_1k_1(y_t) + ... + a_lk_l(y_t)$$

where $b_0 = -\frac{1}{a_0}$, $b_1 = \frac{\tilde{b}_1}{a_0}$, ..., $b_m = \frac{\tilde{b}_m}{a_0}$, and $c_1 = \tilde{b}_1$, ..., $c_m = \hat{b}_m$, and $d_1 = \frac{\tilde{d}_1}{a_0}$, ..., $d_n = \frac{\tilde{d}_n}{a_0}$. In this way, we obtain a similar matrix form as that of the Hammerstein systems (4.3):

$$Y = Gd + b_0K_0a + b_1K_1a + ... + b_mK_ma + v \tag{4.9}$$

where $Y = [y_1 ... y_N]'$, $b = [b_0 b_1 ... b_m]'$, $a = [a_1 ... a_l]'$ and $d = [c_1 ... c_m d_1 ... d_n]'$.
and

\[ K_i = \begin{bmatrix}
  k_1(y_{1-i}) & \ldots & k_1(y_{1-i}) \\
  \vdots & \ddots & \vdots \\
  k_1(y_{N-i}) & \ldots & k_1(y_{N-i})
\end{bmatrix} \]

\[ G = \begin{bmatrix}
  y_0 & \ldots & y_{1-m} & u_0 & \ldots & u_{1-n} \\
  \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
  y_{N-1} & \ldots & y_{N-m} & u_{N-1} & \ldots & u_{N-n}
\end{bmatrix} \]

As both Hammerstein and Wiener systems can be formulated to the matrix from given in (4.3), we investigate how to identify (4.3) based on the observed input and output data \( \{u_t, y_t\} \) sequences where \( t = -r, \ldots, 0, 1, \ldots, N \) and \( r = \max(m, n) \) for sufficiently large \( N \).

**Remark 4.5.** In order to achieve the above objective with a unified algorithm based on fixed point iteration, we introduce new intermediate variable \( z_t \) in transforming Wiener systems (4.7) into the form of Hammerstein systems (4.3).

### 4.2.2 Fixed Point Iteration Algorithm

The ideas of estimating \( a, b \) and \( d \) in (4.3) are outlined as follows. Before employing the fixed point iteration algorithm, we obtain \( \hat{d} \) first without knowing \( a \) and \( b \). Then the estimate \( \hat{b} \) of the unknown parameter vector \( b \) can be represented as

\[ \hat{b} = \mathcal{F}(\hat{b}) \] (4.9)

The function \( \mathcal{F}(\cdot) \) will be abstracted later from an iterative algorithm derived for estimating \( \hat{b} \) and we will show that (4.9) has a unique fixed point which corresponds
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to the true parameter \( b \) when \( N \) tends to infinity. We will also prove that the sequence \( \hat{b}(0), \hat{b}(1), ... \hat{b}(k) ... \) generated by the iterative algorithm converges to the fixed point as \( k \to \infty \).

Simultaneously, at each iteration step, determining the estimate \( \hat{a} \) of \( a \) is to solve a linear equation by substituting \( \hat{b} \) and \( \hat{d} \) into (4.3).

Now we show how to obtain \( \hat{d} \). From (4.3),

\[
Y = Gd + b_1 K_1 a + ... + b_m K_m a + v
\]

\[
= Gd + [K_1 ... K_m] \begin{bmatrix} b_1 a \\ \vdots \\ b_m a \end{bmatrix} + v
\]

\[
= Gd + \mathcal{K} \gamma + v
\]

(4.10)

where \( \gamma' = \begin{bmatrix} (b_1 a)' & ... & (b_m a)' \end{bmatrix} \). This is the same model as in (3.4) where the approximation error term \( \xi = 0 \) shown in Chapter 3. For convenience, we also present its solving procedure as follows. Let \( P_{\mathcal{K}} = \mathcal{K} \mathcal{K}^+ \) and \( P_{\mathcal{G}} = \mathcal{G} \mathcal{G}^+ \) denote projection operators onto \( \text{span}\{\mathcal{K}\} \) and \( \text{span}\{\mathcal{G}\} \), respectively, where \( \text{span}\{.\} \) is the space spanned by the column vectors of a matrix and \( \mathcal{K}^+ = (\mathcal{K}' \mathcal{K})^{-1} \mathcal{K}' \) is the generalized matrix inverse. From (4.10), we obtain \( P_{\mathcal{G}} Gd = P_{\mathcal{G}}(Y - \mathcal{K} \gamma) - P_{\mathcal{G}} v \) and \( P_{\mathcal{K}} \mathcal{K} \gamma = P_{\mathcal{K}} Y - Gd - P_{\mathcal{K}} v \). Note that the noise space is independent of space \( \text{span}\{\mathcal{K}\} \cup \text{span}\{\mathcal{G}\} \) with \( E(v) = \{0\} \) based on Assumption 4.2. Thus the noise space is orthogonal to \( \text{span}\{\mathcal{K}\} \cup \text{span}\{\mathcal{G}\} \). And as \( P_{\mathcal{G}} v \) and \( P_{\mathcal{K}} v \) are operators projecting the noise to the space \( \text{span}\{\mathcal{G}\} \) and \( \text{span}\{\mathcal{K}\} \), we have \( P_{\mathcal{G}} v = 0 \) and \( P_{\mathcal{K}} v = 0 \). Based on Lemma 4.2, we also have \( P_{\mathcal{G}} \mathcal{G} = \mathcal{G} \mathcal{G}^+ \mathcal{G} = \mathcal{G} \) and \( P_{\mathcal{K}} \mathcal{K} = \)}
Let \( \mathcal{K} \mathcal{K}^+ \mathcal{K} = \mathcal{K} \). Thus, we obtain

\[
\mathcal{G}d = P_{\mathcal{G}}(Y - \mathcal{K}\gamma) \tag{4.11}
\]

\[
\mathcal{K}\gamma = P_{\mathcal{K}}(Y - \mathcal{G}d) \tag{4.12}
\]

From (4.11) and (4.12), it is easy to establish that \( \mathcal{G}d = P_{\mathcal{G}}(Y - P_{\mathcal{K}}(Y - \mathcal{G}d)), \) which gives \( (I - P_{\mathcal{G}}P_{\mathcal{K}})\mathcal{G}d = P_{\mathcal{G}}(I - P_{\mathcal{K}})Y \). Then \( \hat{d} \) is obtained as

\[
\hat{d} = ((I - P_{\mathcal{G}}P_{\mathcal{K}})\mathcal{G})^+P_{\mathcal{G}}(I - P_{\mathcal{K}})Y. \tag{4.13}
\]

Note that we do not need any information of \( b \) or \( a \) to obtain \( \hat{d} \). For a currently obtained \( \hat{b}(k) \) and \( \hat{d} \), a least square solution \( \hat{a}_{op}(k) \) for \( a \) is given as

\[
\hat{a}_{op}(k) = \mathcal{F}_1(\hat{b}(k)) = ((\hat{b}(k) \cdot \mathcal{K})'(\hat{b}(k) \cdot \mathcal{K}))^{-1}(\hat{b}(k) \cdot \mathcal{K})(Y - \mathcal{G}\hat{d}) \tag{4.14}
\]

Based on Assumption 4.4, the estimates \( \hat{a} \) with normalization is given by

\[
\hat{a}(k) = \mathcal{F}_2(\hat{a}_{op}(k)) = \frac{\hat{a}_{op}(k)\|a\|_2}{\|\hat{a}_{op}(k)\|_2} \tag{4.15}
\]

Clearly, \( \|\hat{a}(k)\| = \|a\|_2 \). After replacing \( a \) and \( b \) with \( \hat{a}(k) \) and \( \hat{d} \), respectively, equation (4.3) becomes

\[
Y - \mathcal{G}\hat{d} = (\mathcal{K} \otimes \hat{a}(k))b + v \tag{4.16}
\]

From (4.16), we can have the following iterative algorithm which gives the least square estimate of \( b \) at step \( k + 1 \)

\[
\hat{b}(k + 1) = \mathcal{F}_3(\hat{a}(k)) = ((\mathcal{K} \otimes \hat{a}(k))'(\mathcal{K} \otimes \hat{a}(k)))^{-1}(\mathcal{K} \otimes \hat{a}(k))'(Y - \mathcal{G}\hat{d}) \tag{4.17}
\]
Based on (4.15) and (4.14), it can be obtained that

\[ \hat{b}(k + 1) = \mathcal{F}_3(\mathcal{F}_2(\hat{a}_{op}(k))) = \mathcal{F}_3(\mathcal{F}_2(\mathcal{F}_1(\hat{b}(k)))) \]  

(4.18)

To study the convergence property of \( \hat{b}(k) \) in (4.18), we represent \( \hat{b} \) in the form of (4.9) as follows

\[ \hat{b} = \mathcal{F}(\hat{b}) \triangleq ((\mathcal{K} \otimes \mathcal{F}_2(\mathcal{F}_1(\hat{b})))'(\mathcal{K} \otimes \mathcal{F}_2(\mathcal{F}_1(\hat{b}))))^{-1}(\mathcal{K} \otimes \mathcal{F}_2(\mathcal{F}_1(\hat{b})))' (Y - \mathcal{G}\hat{d}) \]  

(4.19)

where \( \mathcal{F}(\cdot) = \mathcal{F}_3(\mathcal{F}_2(\mathcal{F}_1(\cdot))) \).

Now we summarize the iterative algorithm which starts with an arbitrary nonzero initial value \( \hat{b}(0) \) as follows.

Step 1: Estimate \( \hat{d} \) by using (4.13) and let \( k = 0 \).

Step 2: Obtain estimates \( \hat{a}(k) \) by using (4.14) and (4.15) for given \( \hat{b}(k) \).

Step 3: Obtain \( \hat{b}(k + 1) \) from (4.17) for given \( \hat{a}(k) \) and \( \hat{d} \).

Step 4: If a stopping criterion is satisfied, then let \( \hat{a} = \hat{a}(k) \cdot sgn(\hat{a}_1(k)) \) and \( \hat{b} = \hat{b}(k + 1) \cdot sgn(\hat{a}_1(k)) \), and end. Otherwise, go to Step 2. Finally, the obtained estimates are denoted as \( \hat{a}, \hat{b} \) and \( \hat{d} \).

Note that \( \hat{a}(k) \) and \( \hat{b}(k) \) can be permuted at Steps 1-4 and \( \hat{a} = \hat{a}(k) \cdot sgn(\hat{a}_1(k)) \) is to guarantee that the first element of \( \hat{a} \) remains positive. There are several ways to define the stopping criterion in Step 3 of the algorithm. For example, one can consider the difference of absolute value of the difference between \( \hat{a}(k) \) and \( \hat{a}(k - 1) \) or \( \hat{b}(k) \) and \( \hat{b}(k - 1) \).
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In this section, we first prove that \( \lim_{N \to \infty} \hat{d} = d \) without knowing \( a \) and \( b \). Then we show that the fixed point of equation (4.19) is unique and obtain the convergence property of the algorithm.

**Lemma 4.2.** [47] If \( A \) is a full column rank, then \( A^+ A = I \).

**Lemma 4.3.** Under Assumption 4.3, matrix \((I - P_K)\) is full column rank.

**Proof.** The proof is the same as the proof in in Lemma 2.6 in Chapter 2.

**Theorem 4.1.** Under Assumptions 4.1-4.3, for the estimates \( \hat{d} \) given in (4.13), we have \( \lim_{N \to \infty} \hat{d} = d \) almost surely.

**Proof.** The proof follows the same procedure as Theorem 3.1 in Chapter 3.

**Lemma 4.4.** Contraction Mapping Theorem. [71]

Let \((X, D)\) be a non-empty complete metric space where \( D(.,.) \) is a metric on \( X \). Let \( \mathcal{F} : X \to X \) be a contraction mapping on \( X \), i.e., there is a nonnegative real number \( Q < 1 \) such that \( D(\mathcal{F}(x), \mathcal{F}(y)) \leq Q \cdot D(x, y) \), for all \( x, y \in X \). Then the map \( \mathcal{F} \) admits one and only one fixed point \( x^* \in X \) which means \( x^* - \mathcal{F}(x^*) = 0 \). Furthermore, this fixed point can be found as follows: start with an arbitrary element \( x(0) \) in \( X \) and define an iterative sequence by \( x(k+1) = \mathcal{F}(x(k)) \) for \( k = 1, 2, 3, \ldots \). This sequence converges to \( x^* \).

From Assumption 4.5, define \( X_a = \{ \hat{a} \mid \|\hat{a}\|_2 = \|a\|_2, \hat{a}_0 > 0 \} \), \( X_b = \{ \hat{b} \mid \|\hat{b}\|_2 \leq \|b\|_2 \} \), \( D(x, y) = \|x - y\|_2 \).

**Theorem 4.2.** Under Assumptions 4.1-4.4, when \( N \to \infty \), \( \mathcal{F}(\hat{b}) : X_b \to X_b \) defined in (4.19) is a contraction mapping on \( X_b \), thus equation (4.19) has a unique fixed point of \( \hat{b} = \mathcal{F}(\hat{b}) \) on \( X_b \) which is the true parameter \( b \).
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Proof. Firstly, we prove that when $N$ approaches infinity, $\mathcal{F}(\hat{b})$ maps $b \in X_b$ into $X_b$, i.e., $\mathcal{F}(\hat{b}) : X_b \to X_b$. Secondly, we show that $\mathcal{F}(\hat{b})$ is a contraction mapping on $X_b$ and finally the true parameters is the unique fixed point of $\hat{b} = \mathcal{F}(\hat{b})$.

From Assumption 4.3, for any $\hat{a} \neq 0 \in X_a$, $(\mathcal{K} \otimes \hat{a})'(\mathcal{K} \otimes \hat{a})$ has an inverse. Then

$$\hat{b} = \mathcal{F}_3(\hat{a}) = ((\mathcal{K} \otimes \hat{a})'(\mathcal{K} \otimes \hat{a}))^{-1}(\mathcal{K} \otimes \hat{a})'(Y - \mathcal{G}\hat{d}) \quad (4.20)$$

Note that $Y - \mathcal{G}\hat{d} = (b \cdot \mathcal{K})a + \mathcal{G}(d - \hat{d}) + v = (\mathcal{K} \otimes a)b + \mathcal{G}(d - \hat{d}) + v$. Based on Theorem 4.1,

$$\lim_{N \to \infty} \hat{d} = d \quad (4.21)$$

almost surely. Then (4.20) becomes

$$\hat{b} = \mathcal{F}(\hat{b}) = ((\mathcal{K} \otimes \hat{a})'(\mathcal{K} \otimes \hat{a}))^{-1}(\mathcal{K} \otimes \hat{a})'((\mathcal{K} \otimes a)b + v) \quad (4.22)$$

By following similar analysis in deriving Theorem 4.1, we have

$$\lim_{N \to \infty}((\mathcal{K} \otimes \hat{a})'(\mathcal{K} \otimes \hat{a}))^{-1}(\mathcal{K} \otimes \hat{a})'v = 0 \quad (4.23)$$

almost surely. Then

$$\hat{b} = ((\mathcal{K} \otimes \hat{a})'(\mathcal{K} \otimes \hat{a}))^{-1}(\mathcal{K} \otimes \hat{a})'(\mathcal{K} \otimes a)b \quad (4.24)$$

From Lemma 4.1, $k_i(.)$ for $i = 0, 1, ... l$ are orthonormal functions, which gives

$$\lim_{N \to \infty} \frac{K^TK}{N} = I \quad (4.25)$$
4.3 Convergence Analysis

where $I$ is an identity matrix. Therefore,

$$
\|F(\hat{b})\|_2 = \frac{\|(K \otimes a)'(K \otimes a)\|_2}{\|(K \otimes a)'(K \otimes a)\|_2} \cdot \|b\|_2 = \frac{\|\hat{a}'a\|_2^2}{\|a\|_2^2} \|b\|_2
$$

(4.26)

Based on the definition of $X_a$ from Assumption 4.4, if $\hat{a}$ belongs to $X_a$, then $-\hat{a}$ does not belong to $X_a$. Thus,

$$
\frac{\|\hat{a}'a\|_2^2}{\|\hat{a}'\hat{a}\|_2^2} = \begin{cases} 
1 & \text{if and only if } \hat{a} = a \\
\mathcal{F}_b, & 0 < \mathcal{F}_b < 1 \text{ otherwise}
\end{cases}
$$

(4.27)

This gives $\|F(\hat{b})\|_2 \leq \|b\|_2$. Therefore, $F(\hat{b}) \in X_b$ and $F(\hat{b}) : X_b \to X_b$.

Now we prove that $F(\hat{b}) : X_b \to X_b$ is a contraction mapping on $X_b$ as $N$ approaches infinity. Note that the contour planes of $\|F(\hat{b})\|_2$ are concentric spheres $\|\hat{b}\|_2 = B$ with different radius $B$ as seen in (4.26). This means that the gradient of $F(\hat{b})$ is in the radial direction. It is known that the maximum magnitude of the directional derivative $D_u F(\hat{b})$ along direction $u$ attains its maximum when the vector $u$ is aligned with the gradient of $F(\hat{b})$, which is the radial direction $\hat{b}$. The maximum value of the directional derivative is the magnitude of its gradient $\|\nabla F\|_2$. Define

$$
Q = \|\nabla F\|_2 = \|\frac{\partial F(\hat{b})}{\partial \hat{b}}\|_2 = max \{ D_u F(\hat{b}) \} = D_b F(\hat{b})
$$

(4.28)

where $\|\frac{\partial F(\hat{b})}{\partial \hat{b}}\|_2$ is the directional derivative of $F(\hat{b})$ with respect to $\hat{b}$ along the
direction \( \hat{b} \). From (4.19), \( \hat{b} = \mathcal{F}(b) = \mathcal{F}_3(\mathcal{F}_2(\mathcal{F}_1(\hat{b}))) \), then

\[
Q = \| \frac{\partial \mathcal{F}(\hat{b})}{\partial b} \|_2 = \| \frac{\partial \mathcal{F}_3}{\partial \hat{a}} \cdot \frac{\partial \mathcal{F}_2}{\partial \hat{a}_op} \cdot \frac{\partial \mathcal{F}_1}{\partial \hat{b}} \|_2
\]

For a nonzero \( \hat{a} \neq 0 \), we have

\[
\| \frac{\partial \mathcal{F}_3}{\partial \hat{a}} \|_2 = \max\{ D_a \mathcal{F}_3(\hat{a}) \} = D_a \mathcal{F}_3(\hat{a}) = \lim_{\| \Delta a \|_2 \rightarrow 0} \frac{\| \mathcal{F}_3(\Delta a) - \mathcal{F}_3(\hat{a}) \|_2}{\| \Delta a \|_2} = \lim_{\| \Delta a \|_2 \rightarrow 0} \frac{\| (\mathcal{K} \otimes \hat{a})' (\mathcal{K} \otimes \hat{a}) \|_2}{\| (\mathcal{K} \otimes \hat{a})' (\mathcal{K} \otimes \hat{a}) \|_2} \cdot \| b \|_2 \]  

(4.30)

where \( \hat{a} = \frac{\Delta a}{\| \Delta a \|_2} \) is a unit vector along the direction of \( \hat{a} \). It is easy to obtain that

\[
\| \frac{\partial \hat{a}}{\partial \hat{a}_op} \|_2 = \| \frac{\partial \mathcal{F}_2}{\partial \hat{a}_op} \|_2 = \frac{\| a \|_2}{\| a_\text{op} \|_2} \]  

(4.31)

From (4.25), we have

\[
\| \frac{\partial \hat{a}_op}{\partial b} \|_2 = \max\{ D_a \mathcal{F}_1(\hat{b}) \} = D_b \mathcal{F}_1(\hat{b}) = \frac{\| (\mathcal{K} \otimes \hat{b})' (\mathcal{K} \otimes \hat{b}) \|_2}{\| (\mathcal{K} \otimes \hat{b})' (\mathcal{K} \otimes \hat{b}) \|_2} \cdot \| a \|_2 = \frac{\| \hat{b} \|_2}{\| b \|_2} \cdot \| a \|_2 \]  

(4.32)

where \( \hat{b} \) is a unit vector along the direction of \( \hat{b} \). Combining (4.29)-(4.32) yields

\[
Q = \| \frac{\partial \mathcal{F}_3}{\partial \hat{a}} \|_2 \cdot \| \frac{\partial \mathcal{F}_2}{\partial \hat{a}_op} \|_2 \cdot \| \frac{\partial \mathcal{F}_1}{\partial \hat{b}} \|_2
\]

\[
= \frac{\| \hat{a} \|_2}{\| \hat{a}_\text{op} \|_2} \cdot \frac{\| a \|_2}{\| a_\text{op} \|_2} \cdot \frac{\| \hat{b} \|_2}{\| b \|_2} \cdot \| a \|_2 \]  

(4.33)
where \( \hat{a} = \|a\|_2 \hat{a} \) and \( \hat{b} = \|b\|_2 \hat{b} \). Also, (4.14), (4.21) and (4.23) give

\[
\hat{a}_{op} = \left((\hat{b} \cdot K)'(\hat{b} \cdot K)\right)^{-1}(\hat{b} \cdot K)(b \cdot K)a + G(\hat{a} - d) + v
\]

Multiplying \( K \otimes \hat{a} \) and \( \hat{b} \cdot K \) on both sides of (4.24) and (4.34), respectively, we get

\[
(K \otimes \hat{a})\hat{b} = (K \otimes \hat{a})((K \otimes \hat{a})'(K \otimes \hat{a}))^{-1}(K \otimes \hat{a})'(K \otimes a)b
\]

\[
(\hat{b} \cdot K)\hat{a}_{op} = (\hat{b} \cdot K)((\hat{b} \cdot K)'(\hat{b} \cdot K))^{-1}(\hat{b} \cdot K)(b \cdot K)a
\]

i.e,

\[
\hat{b}'(K \otimes \hat{a})'(K \otimes \hat{a})\hat{b} = b'(K \otimes a)'(K \otimes \hat{a})((K \otimes \hat{a})'(K \otimes a))^{-1}(K \otimes \hat{a})'(K \otimes a)b
\]

\[
\hat{a}_{op}(\hat{b} \cdot K)'(\hat{b} \cdot K)\hat{a}_{op} = a'(b \cdot K)'(\hat{b} \cdot K)((\hat{b} \cdot K)'(\hat{b} \cdot K))^{-1}(\hat{b} \cdot K)(b \cdot K)a
\]

By combining (4.36) and (4.25), it can be obtained that

\[
\|\hat{b}\|_2 \|\hat{a}\|_2 = \|b\|_2 \|a\|_2
\]

\[
\|\hat{b}\|_2 \|\hat{a}_{op}\|_2 = \|b\|_2 \|a\|_2
\]

which gives

\[
\|\hat{a}_{op}\|_2 = \|\hat{a}\|_2.
\]

Then (4.33) becomes

\[
Q = \left\|\frac{\partial F}{\partial b}\right\|_2 = \frac{\|\hat{a}'\|_2}{\|a'\|_2} \frac{\|\hat{b}\|_2}{\|b\|_2}
\]

As \( \|\hat{a}\|_2 = \|a\|_2 \) and \( \|\hat{b}\|_2 = \|b\|_2 \), we obtain \( Q = \|\frac{\partial F(b)}{\partial b}\|_2 < 1 \) as long as \( \hat{a} \neq a \) or \( \hat{b} \neq b \). So we have \( \forall x, y \in X_b \),

\[
D(F(x), F(y)) \leq Q \cdot D(x, y)
\]
Finally from Lemma 3.4 and (4.39), when \( k \to \infty \), \( \hat{b}(k) \) converges to the unique fixed point \( b \) of \( \hat{b} = F(\hat{b}) \), which implies \( Q \) converges to 1 and \( \hat{a}(k) \) converges to \( a \). \( \square \)

**Remark 4.6.** Note that parameters \( a \) and \( b \) can be permuted. If we fix the norm \( \hat{b} \) in (4.17), we obtain an equation for iteration with respect to \( a \), i.e, \( \hat{a} = \tilde{F}(\hat{a}) \). Define \( \tilde{X}_a = \{ \hat{a} \mid \|\hat{a}\|_2 \leq \|a\|_2 \} \), \( \tilde{X}_b = \{ \hat{b} \mid \|\hat{b}\|_2 = \|b\|_2, b_0 > 0 \} \). We have that \( \hat{a} = \tilde{F}(\hat{a}) : \tilde{X}_a \to \tilde{X}_a \) which is a contraction mapping on \( \tilde{X}_a \). When \( N \to \infty \) and \( k \to \infty \), the unique fixed point \( a^* \) of equation \( \hat{a} = \tilde{F}(\hat{a}) : \tilde{X}_a \to \tilde{X}_a \) corresponds to the true parameter \( a \) almost surely.

### 4.4 Examples

We now use two examples to illustrate the proposed fixed point iteration algorithm and verify the convergence results for both Hammerstein and Wiener systems.

**Example 4.4.1.** Consider a Hammerstein system

\[
\begin{align*}
y_t &= 0.4y_{t-1} + 0.1y_{t-1} + 0.5x_t + 0.3x_{t-1} + 0.2x_{t-2} + v_t \\
x_t &= 0.1 + 0.6u_t + 0.3u_t^2
\end{align*}
\]

where \( u_t \in [-1, 1] \) and \( v_t \) is white noise with zero mean and standard derivation 0.3.

By orthonormalizing the function basis \( 1, u \) and \( u^2 \) to orthonormal polynomials given as \( k_1(u) = \frac{1}{2} \), \( k_2(u) = \frac{3}{2}u \) and \( k_3(u) = \frac{5}{2}(3u^2 - 1) \) on the interval \([-1, 1]\), we get \( x_t = 0.1k_1(u_t) + 0.4k_2(u_t) + 0.08k_3(u_t) \). Then this Hammerstein system can be
rewritten as

\[ y_t = 0.4y_{t-1} + 0.1y_{t-1} + 0.5x_t + 0.3x_{t-1} + 0.2x_{t-2} + v_t \]
\[ x_t = 0.1k_1(u_t) + 0.4k_2(u_t) + 0.08k_3(u_t) \]

and true parameters to be estimated are \( a = [0.1 \ 0.4 \ 0.08] \), \( d = [0.4 \ 0.1] \) and \( b = [0.5 \ 0.3 \ 0.2] \). We choose \( N = 500 \) and fix \( \|b\|_1 = |b_1| + |b_2| + |b_3| = 1 \) with

\[ b_1 > 0. \] Note that both \( \|\cdot\|_1 \) and \( \|\cdot\|_2 \) can be used to fix the norm of the parameters vector. The ratio of the standard derivation of the noise \( v_t \) to that of the output \( y_t \) is \( \frac{\sigma_v}{\sigma_y} = 66\% \), which shows a high noise level. By implementing the proposed iterative algorithm, we obtain \( \hat{a} = [0.0993 \ 0.3974 \ 0.0837] \), \( d = [0.4110 \ 0.0922] \) and \( \hat{b} = [0.5015 \ 0.2988 \ 0.1997] \). Obviously, the estimates are very close to the true values. To show how the estimates converges to the fixed point with respect to the number of iterations, we calculate the difference \( \sum_{i=1}^{m} |\hat{b}_i(k + 1) - \hat{b}_i(k)| \) at each iteration and use it as a stop criterion. Figure 4.2 shows that the algorithm converges in only a few iterations. To show how the estimates behave with the number of data points \( N \), we plot the square error of \( \|\hat{b} - b\|_2^2 \) with respect to \( N \).
4.4 Examples

Figure 4.3: Estimation error with respect to number of data points

in Figure 4.3. This figure shows that the square error can be made small enough by choosing $N$ appropriately.

Example 4.4.2. Consider a Wiener system

\[ \tilde{x}_t = 0.4\tilde{x}_{t-1} + 0.3\tilde{x}_{t-2} - 0.2u_t - 0.1u_{t-1} + 0.1u_{t-2} \]
\[ x_t = \tilde{x}_t + \tilde{v}_t \]
\[ y_t = g(x_t) \]

where $\tilde{v}_t$ is white noise with zero mean and standard derivation 0.1 and the inverse function of the nonlinear function $g(\cdot)$ is $x_t = g^{-1}(y_t) = y_t + 0.9y_t^2 + 0.1y_t^3$.

In this example, one can orthonormalize the basis function $y_t, y_t^2, y_t^3$ to a set of orthonormal basis functions and do the identification in the same way as in Example 4.4.1. The identification process is similar and the algorithm converges to the true parameters in a few iteration steps.

We now explore the possibility of identifying also the system without orthonormalizing the basis functions to Legendre polynomials, namely without the orthonormal
requirement of Assumption 4.5. In this case, we identify the model as follows

\[ y_t = 0.4y_{t-1} + 0.3y_{t-2} - 0.2u_t - 0.1u_{t-1} - 0.5u_{t-2} \]

\[ - z_t + 0.4z_{t-1} + 0.3z_{t-2} + v_t \]

\[ z_t = 0.9k_1(y_t) + 0.1k_2(y_t) \]

where the basis functions \( k_1(y_t) = y_t^2 \) and \( k_2(y_t) = y_t^3 \) are not orthonormal basis functions. By comparing with (4.8), the true parameters to be estimated are

\[
\begin{align*}
\hat{a}_0 &= 0.8992, \\
\hat{b}_0 &= -1.007, \\
\hat{b}_1 &= 0.4000, \\
\hat{b}_2 &= 0.2933, \\
\hat{b}_3 &= 0.3963, \\
\hat{d}_1 &= 0.2898, \\
\hat{d}_2 &= 0.1993, \\
\hat{d}_3 &= 0.0996.
\end{align*}
\]

Figure 4.4: The illustration that fixed point iteration algorithm converges in a few iterations

\[ a = [0.9 \ 0.1], \ b = [b_0 \ b_1 \ b_2] = [-1 \ 0.4 \ 0.3] \text{ and } d = [c_1 \ c_2 \ d_1 \ d_2 \ d_3] = [0.4 \ 0.3 \ -0.2 \ -0.1 \ -0.5]. \]

The estimates of the parameters in the sub linear system are obtained iteratively as shown in Figure 4.4. Note that the initial values of the estimates are given arbitrarily. The obtained estimates are \( \hat{a} = [0.8992 \ 0.0983], \)

\( \hat{b} = [b_0 \ b_1 \ b_2] = [-1.007 \ 0.4000 \ 0.2933] \text{ and } \hat{d} = [c_1 \ c_2 \ d_1 \ d_2 \ d_3] = [0.3963 \ 0.2898 \ -0.1993 \ -0.0996 \ 0.4957] \) when \( N = 500. \) As observed in Figure 4.4, we obtain \( \hat{d}(k) = [\hat{c}_1(k), \hat{c}_2(k), \hat{d}_1(k), \hat{d}_2(k), \hat{d}_3(k)] \) in one iteration step \( (k = 1) \) and all the parameters converge to their respective true values.
From the simulation results, we conjecture that our proposed algorithm may be also applicable to identifying Hammerstein and Wiener systems in which the nonlinear function is represented by a linear combination of a set of general basis functions.

4.5 Conclusion

In this chapter, fixed point iteration algorithm is introduced to identifying both Hammerstein and Wiener systems with a unified algorithm. This newly proposed estimation algorithm gives consistent estimates of the parameters under any arbitrary nonzero initial conditions. The performance of the proposed method is also verified by simulation examples. We feel that the idea of using fixed point iteration for convergence analysis in this chapter can be generalized to study the convergence property of many other nonlinear parameter estimation algorithms. In next Chapter, we extend the Hammerstein and Wiener models to more general bilinear models.
Chapter 5

Fixed Point Iteration for The Identification of Bilinear Models

In this chapter, we consider identifying bilinear models which is more general than the model in Chapter 4 based on fixed point iteration. As an application, a block-oriented system represented by a cascade of a dynamic linear (L), a static nonlinear (N) and a dynamic linear (L) subsystems is illustrated. This gives a solution to the long-standing convergence problem of iteratively identifying LNL Wiener-Hammerstein models. In addition, we extend the static nonlinear function (N) to a nonparametric model represented by using kernel machine.

5.1 Introduction

One common model that arises in science and engineering is the bilinear model [60], especially in nonlinear system identification [61], signal processing and classification [62], and many other areas of socioeconomics and biology. For example, one class of block-oriented systems consisting of a dynamic linear (L), a static nonlinear
(N) and a dynamic linear (L) subsystems in series can be conveniently formulated as bilinear models. Such an LNL cascade system is called an Wiener-Hammerstein system [63] and its identification has been widely studied in [63]-[70].

Due to the wide range applications of bilinear models, there is a strong motivation to develop identification algorithms for such models. Among the existing schemes, an iterative algorithm originated in [69] has been extensively used. As pointed out in [70], if the iterative algorithm converges, it converges rapidly and is simple to be implemented. However, the convergence is generally hard to achieve and unknown in identifying bilinear models. In fact, it was pointed out in [52] and [64] that the convergence even for LNL systems with a parametric model [70] representing the N part is still unknown. The main difficulty in obtaining the convergence property is that a block-oriented system contains internal variables, which are generally unmeasurable. It is noted that using nonparametric models [27] to represent nonlinear static functions, which is more efficient and general than the parametric model especially when the nonlinear functions are non-smooth or discontinuous, makes the convergence property even more difficult to obtain.

In this chapter, we propose an algorithm for the identification of bilinear models inspired by fixed point theory [71]. Fixed point of a function is a point that is mapped to itself by the function. In many fields, equilibrium is a fundamental concept that can be described in terms of fixed points and the convergence of a sequence can be analyzed. By exploiting the fixed point theory, it can be proven that the iteration produced by the proposed iterative algorithm is a contraction mapping on a metric space when the number of data points approaches infinity. This implies the existence and uniqueness of a fixed point of the iterated function sequence. Therefore the convergence of the iteration can be established. For application, we show that LNL Wiener-Hammerstein models with a nonparametric
model representing the N part belong to bilinear models. With this, the long-standing convergence problem of iteratively identifying LNL Wiener-Hammerstein models is solved by applying the proposed algorithm in this chapter.

The remaining part of this chapter is organized as follows. In Section 5.2, we introduce bilinear models and fixed point theory as well as the iterative identification method in identifying bilinear models. The representation of LNL Wiener-Hammerstein systems as bilinear models and the analysis are shown in Section 5.3. Some simulation examples are given in Section 5.4 to show the performance of the proposed algorithm. Finally, this chapter is concluded in Section 5.5.

5.2 Bilinear Models and Fixed Point Theory

In this section, we first present a common model of bilinear systems. Then an iterative algorithm is proposed to achieve the identification objective with available input-output data points. We mainly show that the estimate \( \hat{b} \) of an unknown parameter vector \( b \) can be represented as \( \hat{b} = \mathcal{F}(\hat{b}) \), where function \( \mathcal{F}(\cdot) \) is obtained from the iterative algorithm. It will be shown that \( \hat{b} = \mathcal{F}(\hat{b}) \) has a unique fixed point which corresponds to the true parameter vector \( b \) when the number of data points tends to infinity. We will also prove that the sequence \( \{\hat{b}(0), \hat{b}(1), \hat{b}(2), \ldots, \hat{b}(k) \ldots\} \) generated by the iterated function sequence \( \{\hat{b}(0), \mathcal{F}(\hat{b}(0)), \mathcal{F}(\mathcal{F}(\hat{b}(0))), \ldots\} \) converges to the fixed point as \( k \to \infty \).
5.2 Bilinear Models and Fixed Point Theory

5.2.1 Bilinear Models

Usually a linear system described in (5.1) is considered for its simplicity,

\[ y_i = \phi_i a + v_i, \quad i = 1, ..., N \]  

(5.1)

where \( \phi_i \in \mathbb{R}^{1 \times M} \) is a known system matrix, \( a \in \mathbb{R}^{M \times 1} \) is an unknown parameter vector, and \( y_i \) denotes an observation of the system output with unknown noise \( v_i \). Another common yet more general model in science and engineering is the following bilinear model [74].

\[ y_i = b' \Psi^i a + v_i = b' \left[ \begin{array}{cccc}
\Psi_{11}^i & \cdots & \Psi_{1L}^i \\
\vdots & \ddots & \vdots \\
\Psi_{M1}^i & \cdots & \Psi_{ML}^i 
\end{array} \right] a + v_i, \quad i = 1, ..., N \]  

(5.2)

where \( b = [b_1 \ldots b_M]' \in \mathbb{R}^{M \times 1} \) and \( a = [a_1 \ldots a_L]' \in \mathbb{R}^{L \times 1} \) are two vectors of unknown parameters with superscript ’ denoting the transpose, and \( \Psi^i \in \mathbb{R}^{M \times L} \), for \( i = 1, ..., N \), is a sequence of \( M \times L \) dimensional matrices which describes a bilinear map from the parameter space to the observation space. The model is called ’bilinear model’ because when either \( a \) or \( b \) is fixed, the relationship between \( y_i \) and \( b \) or \( a \) is linear. Note that \( \Psi_{jt}^i \), for \( j = 1, ..., M \), and \( t = 1, ..., L \), denoting a component of matrix \( \Psi^i \) is usually related to the available input output data points. Let

\[ Y = [y_1 \ldots y_N]' \]

\[ v = [v_1 \ldots v_N]' \]  

(5.3)

We express the bilinear model in a matrix form \( Y = F(a, b) + v \) where \( F(\ldots) \) denotes the nonlinearity of the bilinear model, and it can be divided into the
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following two sub-linear models:

\[ Y = A_a b + v = (A \otimes a)b + v, \text{ if } a \text{ is known} \quad (5.4) \]

\[ Y = B_b a + v = (b \cdot A)a + v, \text{ if } b \text{ is known} \quad (5.5) \]

where

\[ A_a \triangleq A \otimes a = [A_1 a \ldots A_J a \ldots A_M a] \]

\[ A = [A_1 \ldots A_J \ldots A_M] \in R^{N \times ML} \]

\[ B_b \triangleq b \cdot A = b_1 A_1 + \ldots + b_J A_J + \ldots + b_M A_M \]

\[ A_J = \begin{bmatrix} \Psi_{J1}^1 & \ldots & \Psi_{JL}^1 \\ \vdots & \ddots & \vdots \\ \Psi_{J1}^N & \ldots & \Psi_{JL}^N \end{bmatrix} \quad (5.6) \]

Note that \( A_a \in R^{N \times M} \) or \( B_b \in R^{N \times L} \) is a known matrix after either \( a \) or \( b \) is given.

In some cases such as an LNL system, which is consisting of a dynamic linear (L), a static nonlinear (N) and a dynamic linear (L) subsystems in series, we may have other unknown parameters that are independent of the bilinear pairs \( a \) and \( b \). LNL systems are also called Wiener-Hammerstein systems and their identification has been an active research field in these years. To include these cases, model (5.2) can be generalized to \( Y = F(a, b, d) + v \) by adding another parameter vector \( d \in R^{r \times 1} \) which is independent of \( a \) and \( b \). With this, models (5.4) and (5.5) are generalized to

\[ Y = Gd + A_a b + v, \text{ if } a \text{ is known} \quad (5.7) \]

\[ Y = Gd + B_b a + v, \text{ if } d \text{ and } b \text{ are known} \quad (5.8) \]
where $G \in \mathbb{R}^{N \times r}$ is a known full column rank matrix. It will be seen how an LNL nonlinear system is formulated to the forms of (5.7) and (5.8) in Section 3. Our identification objective is to propose an algorithm to iteratively estimate $a$, $b$ and $d$ in the bilinear model of (5.7) and (5.8), based on sufficiently large number of input output data pairs.

**Assumption 5.1.** Each component of $v$ is i.i.d with zero mean and finite variance $D(v_i) = \sigma^2_v$.

**Assumption 5.2.** $A_{jt}$ is a random i.i.d variables sampled from the probability density function $p_{\Phi}(.)$, where $A_{jt}$ denotes the component of the matrices $A$. More particularly, $E(A_{jt}) = 0$ and $D(A_{jt}) = \sigma^2_{A_{jt}}$.

**Assumption 5.3.** Matrix $[G \ A] = [G \ A_1 \ldots A_M]$ is full column rank.

**Assumption 5.4.** Either $\|b\|_2$ or $\|a\|_2$ is known and the first nonzero entry of $b$ or $a$ is positive.

**Remark 5.1.** Note that Assumption 5.1 requires the noises to be white and Assumptions 5.2 and 5.3 are compatible. Assumption 5.2 guarantees that matrix $A$ can be constructed as a full column rank matrix if the row numbers of $A$ is not less than its column number. In addition, as matrices $G$, $A$ are constructed based on random input and output signals, Assumption 5.3 should be satisfied under Assumption 5.2 provided that the row number of $[G \ A]$ is not less than its column number. Assumptions 5.2 and 5.3 imply that $\rho_1 I \leq \frac{1}{N}[G \ A][G \ A]' \leq \rho_2 I$ where $\rho_1$ and $\rho_2$ are positive numbers. Clearly, this has the same implication as that of the input/output signals being persistently exciting (PE) [72]. The verification of these assumptions is illustrated in the simulation section (Section 4) later. One can also refer to Remark 5.5 when applying the proposed algorithm to LNL systems. Assumption 5.4 is to guarantee a unique representation of the LNL nonlinear system, as any pair of $\kappa a$ and $b/\kappa$ for some non-zero $\kappa$ will give the same input-output data.
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5.2.2 Iterative Identification Algorithm

Denote the estimates of $a$, $b$ and $d$ as $\hat{a}$, $\hat{b}$ and $\hat{d}$, respectively. We first obtain $\hat{d}$ without knowing $a$ and $b$ in the first iteration step. Then we estimate $\hat{a}(k)$ and $\hat{b}(k)$ iteratively.

Note that (5.7) can be rewritten as

$$Y = \mathcal{G}d + (b \cdot A)a + v$$
$$= \mathcal{G}d + (A \otimes a)b + v$$
$$= \mathcal{G}d + b_1A_1a + ... + b_MA_Ma + v$$
$$= \mathcal{G}d + [A_1 ... A_M] \begin{bmatrix} a_1b \\ \vdots \\ a_Mb \end{bmatrix} + v$$

$$= \mathcal{G}d + A_\gamma + v$$ (5.9)

where $\gamma = \begin{bmatrix} b_1a \\ \vdots \\ b_Ma \end{bmatrix}$. We first give the estimate $\hat{d}$ as follows

$$\hat{d} = (\mathcal{G}'(I_N - A(A'A)^{-1}A')\mathcal{G})^{-1}(\mathcal{G}'(I_N - A(A'A)^{-1}A'))Y$$ (5.10)

where $I_N$ is an identity matrix of dimension $N$. Later we will show how to derive (5.10) and obtain the consistency of $\hat{d}$ in Theorem 5.1 in the convergence analysis subsection. After $\hat{d}$ is obtained, let $\hat{b}(k)$ be the current estimates of $b$ at the $k$–th iteration step. When $\hat{d}$ and $\hat{b}(k)$ become available, determining the estimate $\hat{a}(k)$ of $a$ is to solve a linear equation by substituting them into (5.8). Thus, with currently obtained $\hat{b}(k)$ and $\hat{d}$, a least square optimal solution $\hat{a}_{op}(k)$ of (5.8) for
estimating $a$ is obtained as

$$\hat{a}_{op}(k) = \mathcal{F}_1(\hat{b}(k)) = (B'_{b(k)}B_{b(k)})^{-1}B_{b(k)}(Y - G\hat{d}).$$  \hfill (5.11)$$

Based on Assumption 5.4, the estimates $\hat{a}(k)$ can be obtained after normalization:

$$\hat{a}(k) = \mathcal{F}_2(\hat{a}_{op}(k)) = \frac{\hat{a}_{op}(k)||a||_2}{||\hat{a}_{op}(k)||_2}$$  \hfill (5.12)$$

Clearly, $||\hat{a}(k)||_2 = ||a||_2$. After replacing $a$ with $\hat{a}(k)$ and $d$ with $\hat{d}$, (5.7) becomes

$$Y - G\hat{d} = A\hat{a}(k)b + v$$  \hfill (5.13)$$

which gives the least square estimate of $b$ at step $k + 1$

$$\hat{b}(k + 1) = \mathcal{F}_3(\hat{a}(k)) = (A'_{\hat{a}(k)}A_{\hat{a}(k)})^{-1}A'_{\hat{a}(k)}(Y - G\hat{d})$$  \hfill (5.14)$$

Combining (5.11), (5.12) and (5.14), it can be obtained that

$$\hat{b}(k + 1) = \mathcal{F}_3(\mathcal{F}_2(\hat{a}_{op}(k))) = \mathcal{F}_3(\mathcal{F}_2(\mathcal{F}_1(\hat{b}(k)))) = \mathcal{F}(\hat{b}(k))$$  \hfill (5.15)$$

Thus we could obtain the iterated function sequence $\{\hat{b}(0), \mathcal{F}(\hat{b}(0)), \mathcal{F}(\mathcal{F}(\hat{b}(0))), \ldots\}$. To study the convergence property of the sequence, we represent $\hat{b}$ in the form of $\hat{b} = \mathcal{F}(\hat{b})$ as follows

$$\hat{b} = \mathcal{F}(\hat{b}) = \mathcal{F}_3(\mathcal{F}_2(\mathcal{F}_1(\hat{b})))$$  \hfill (5.16)$$

where $\mathcal{F}(\cdot) = \mathcal{F}_3(\mathcal{F}_2(\mathcal{F}_1(\cdot)))$. It will be shown that (5.16) has a unique fixed point and thus the algorithm (5.15) is regarded as finding this fixed point iteratively.

We now summarize the iterative algorithm starting with an arbitrary nonzero initial value $\hat{b}(0)$ as follows.
Step 1: Obtain \( \hat{d} \) from (5.10).

Step 2: Obtain estimates \( \hat{a}(k) \) by using (5.11) and (5.12) with current estimate \( \hat{b}(k) \).

Step 3: Replace \( k \) by \( k + 1 \) and obtain \( \hat{b}(k + 1) \) from (5.14) with estimate \( \hat{a}(k) \).

Step 4: If a stopping criterion is satisfied, then let \( \hat{a} = \hat{a}(k) \cdot \text{sgn}(\hat{a}_1(k)) \) and \( \hat{b} = \hat{b}(k + 1) \cdot \text{sgn}(\hat{a}_1(k)) \), and end. Otherwise, go to Step 2. Finally, the obtained estimates are denoted as \( \hat{a}, \hat{b} \) and \( \hat{d} \).

**Remark 5.2.** Actually \( \hat{a}(k) \) and \( \hat{b}(k) \) can be permuted at Steps 1-4. Also \( \hat{a} = \hat{a}(k) \cdot \text{sgn}(\hat{a}_1(k)) \) is to guarantee that the first element of \( \hat{a} \) remains positive. As long as the initial value \( \hat{b}(0) \) is nonzero, \( B_{\hat{b}(k)}' B_{\hat{b}(k)} \) will be a full column rank matrix and then \( \hat{a}(k) \) is ensured nonzero for all \( k \geq 0 \) under Assumptions 5.1-5.4. This is explained below. It is noted that \( \hat{a}_{eq}(k) \) is a zero vector if and only if \( Y - G\hat{d} \) is a zero vector, due to the full column rank of \( B_{\hat{b}(k)}' B_{\hat{b}(k)} \). However, \( Y - G\hat{d} \) is a zero vector implies that the output of the bilinear system can be represented by \( G\hat{d} \) at any sample point of time. This is not possible for bilinear systems with random inputs. So the iteration only requires a nonzero initial condition of \( \hat{a}(0) \) and the convergence property will be analyzed in the next convergence analysis subsection. In practice, a stopping criterion can be set as \( |\hat{b}(k + 1) - \hat{b}(k)| < \epsilon \) (\( \epsilon = 10^{-5} \)).

### 5.2.3 Convergence Analysis

We now establish the convergence properties of the proposed iterative algorithm. To achieve this, some required preliminaries are presented first.

**Lemma 5.1.** For matrix \( K_N \in \mathbb{R}^{N \times M} \) with its component \( K_{jt} \) denoting a random i.i.d variable sampled from a probability density function \( p_K(.) \), we have \( \lim_{N \to \infty} \text{tr}((K_N' K_N)^{-1}) = 0 \) almost surely where \( \text{tr}(.) \) denotes the matrix trace.
Proof. Note that $\mathcal{K}_N \in R^{N \times M}$ is full column rank matrix as long as $N \geq M$. Note that $\mathcal{K}_N^t \mathcal{K}_N$ is a symmetrical positive definite matrix as $\mathcal{K}_N$ is full column rank. Let $g'_N$ be the $N-$th row vector of $\mathcal{K}_N$, then

$$K'_{N+1}K_{N+1} = \begin{bmatrix} K'_N & g_{N+1} \\ g_{N+1}' & 1 \end{bmatrix} \begin{bmatrix} K_N \\ g_{N+1} \\ g_{N+1} \\ 1 \end{bmatrix} = K'_N K_N + g_{N+1}g'_{N+1} \quad (5.17)$$

Let $\lambda_i(N)$, $i = 1, ..., M$, denote the eigenvalues of $\mathcal{K}_N$ and assume that $\lambda_1(N) \geq \ldots \geq \lambda_M(N) > 0$. There exists a matrix $P_N$ such that

$$P'_N \mathcal{K}_N P_N = diag[\lambda_1(N) \ldots \lambda_M(N)] \quad (5.18)$$

Let $\alpha = [1 0 \ldots 0]'$, then

$$\alpha' P'_N \mathcal{K}'_N \mathcal{K}_N P_N \alpha = (P_N \alpha)' \mathcal{K}'_N \mathcal{K}_N (P_N \alpha) = \lambda_1(N) \quad (5.19)$$

Following the similar procedure of Lemma 2.4, we have

$$\lambda_1(N + 1) = \lambda_1(N) + ((P_N \alpha)'g_{N+1})^2 \quad (5.20)$$

Let $\lambda_1^*(N) = \lambda_1(N + 1) - \lambda_1(N) = ((P_N \alpha)'g_{N+1})^2$. As $\mathcal{K}_{kj}$ is i.i.d sampled from a probability density function $p_{\mathcal{K}}(.)$ and thus components in the column vector $g_{N+1}$ are i.i.d. Therefore, $\lambda_1^*(N) = ((P_N \alpha)'g_{N+1})^2$ is positive almost surely. There exists a constant $c$ such that the probability $p(\lambda_1^*(N) > c)$ is nonzero for all $N$. Thus, we obtain $\lim_{N \to \infty} \lambda_1(N) \to \infty$ almost surely. Similarly, $\lim_{N \to \infty} \lambda_i(N) \to \infty$, for $i = 2, ..., M$ almost surely. Therefore,

$$\lim_{N \to \infty} tr((\mathcal{K}'_N \mathcal{K}_N)^{-1}) = \sum_{i=1}^{M} \frac{1}{\lambda_i(N)} = 0 \quad (5.21)$$
almost surely. Finally, we have $tr((K_N^T K_N)^{-1})$ approaches zero almost surely when its dimension tends to infinity.

Denote $f(\hat{a}) = \lim_{N \to \infty} \|(A'_{\hat{a}} A_{\hat{a}})^{-1} A_{\hat{a}}\|_2$ where $\hat{a} \neq 0$ and $A_{\hat{a}} \in R^{N \times M}$. Also $\|A_{\hat{a}}\|_2$ is defined as the square root of the maximum eigenvalue of $A'_{\hat{a}} A_{\hat{a}}$, i.e, $\|A_{\hat{a}}\|_2 = \sqrt{\lambda_{\text{max}}(A'_{\hat{a}} A_{\hat{a}})}$.

**Lemma 5.2.** Under Assumption 5.2, the magnitude of the directional derivative of $f(\hat{a})$ along a direction vector $u$ attains its maximum when $u$ is in the same direction as $\hat{a}$.

**Proof.** Under Assumption 5.2 and the strong law of large numbers, we have

$$\lim_{N \to \infty} \frac{1}{N} A'_{\hat{a}} A_{\hat{a}} = \hat{a}' \hat{a} \sigma_\Phi^2 I$$

almost surely where $I$ is an identity matrix and $\sigma_\Phi^2$ denotes the variance of $A_{jt}$ as shown in Assumption 5.2. Then we obtain

$$\sqrt{N} f(\hat{a}) = \sqrt{N} \cdot \|(A'_{\hat{a}} A_{\hat{a}})^{-1} A_{\hat{a}}\|_2$$

$$= \sqrt{N} \cdot \frac{1}{N \hat{a}' \hat{a} \sigma_\Phi^2} \cdot \sqrt{N} \cdot \sqrt{\lambda_{\text{max}}(\frac{1}{N} A'_{\hat{a}} A_{\hat{a}})}$$

$$= \frac{1}{\hat{a}' \hat{a} \sigma_\Phi^2} \sqrt{\hat{a}' \hat{a} \sigma_\Phi^2}$$

$$= \frac{1}{\|\hat{a}\|_2} \frac{1}{\sqrt{\sigma_\Phi^2}}$$

Note that $N$ is a constant and then the contour planes of $f(\hat{a})$ are concentric spheres. This means that the gradient of $f(\hat{a})$ is in the radial direction. It is known that the maximum magnitude of the directional derivative $D_u f(\hat{a})$, i.e. $\|\nabla f\|_2$, occurs when the vector $u$ is aligned with its gradient $\nabla f(\hat{a})$, which is the radial direction $\hat{a}$.

**Lemma 5.3.** For conformable matrices $A$, $B$ and $C$, $tr(ABC) = tr(BCA) = tr(CAB)$. Also, if matrices $A$ and $B$ are addable, $tr(A + B) = tr(A) + tr(B)$. 
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Proof. To prove \( \text{tr}(ABC) = \text{tr}(BCA) = \text{tr}(CAB) \), actually we only need to prove that \( \text{tr}(AB) = \text{tr}(BA) \). As \( \text{tr}(AB) = \sum_i \sum_j A_{ij}B_{ji} = \text{tr}(BA) \) and \( \text{tr}(A + B) = \sum_i (A_{ii} + B_{ii}) = \sum_i A_{ii} + \sum_i (B_{ii}) = \text{tr}(A) + \text{tr}(B) \), then this Lemma holds. \( \square \)

Theorem 5.1. Under Assumptions 5.1-5.3, we have \( \hat{d} \) given in (5.10) satisfies that \( \lim_{N \to \infty} \hat{d} = d \) almost surely.

Proof. From Assumption 5.3, \([G_A]\) is full column rank. Then

\[
\begin{bmatrix}
G' \\
A'
\end{bmatrix} \begin{bmatrix} G \\ A \end{bmatrix} = \begin{bmatrix} G'G & G'A \\
A'G & A'A \end{bmatrix} \tag{5.24}
\]

is positive definite and its inverse exists. We obtain the least square estimates of \( \hat{\bar{d}} \) in (5.9) as follows

\[
\begin{bmatrix}
\hat{\bar{d}} \\
\hat{\gamma}
\end{bmatrix} = \begin{bmatrix} G'G & G'A \\
A'G & A'A \end{bmatrix}^{-1} \begin{bmatrix} G' \\
A'
\end{bmatrix} Y \tag{5.25}
\]

Let

\[
\begin{bmatrix} G'G & G'A \\
A'G & A'A \end{bmatrix}^{-1} = \begin{bmatrix} X_1 & X_2 \\
X'_2 & X'_3 \end{bmatrix} \tag{5.26}
\]

then

\[
G'GX_1 + G'AX'_2 = I_G \\
G'GX_2 + G'AX'_3 = 0 \tag{5.27}
\]

\[
A'GX_1 + A'AX'_2 = 0 \\
A'GX_2 + A'AX_3 = I_A
\]

where \( I_G \) and \( I_A \) denote the identity matrices with the same dimension of \( G'G \) and
A'A, respectively. We get

\[ X_1 = (G' (I_N - A(A'A)^{-1}A')G)^{-1} \]
\[ X_2 = -(G' (I_N - A(A'A)^{-1}A')G)^{-1}G'A'(A'A)^{-1} \]
\[ X_3 = (A'(I_N - G(G'G)^{-1}G')A)^{-1} \]

where \(I_N\) is an identity matrix with dimension \(N \times N\). Let

\[ \mathcal{A}_N = I_N - A(A'A)^{-1}A' \] (5.29)

Note that \(\mathcal{A}_N^2 = \mathcal{A}_N\) as \(\mathcal{A}_N\) is a projection matrix. From (5.25), (5.26) and (5.28), we have

\[ \hat{d} = \begin{bmatrix} X_1 \\ X_2 \end{bmatrix} \begin{bmatrix} G' \\ A' \end{bmatrix} Y \]
\[ = (G'(I_N - A(A'A)^{-1}A')G)^{-1}G'(I_N - A(A'A)^{-1}A')Y \]
\[ = (G'\mathcal{A}_N G)^{-1}G'\mathcal{A}_N Y \] (5.30)

which is same as (5.10). Now we prove the consistency of \(\hat{d}\). Substituting \(Y = Gd + A\gamma + v\) in (5.9) to (5.30) gives

\[ \hat{d} = (G'\mathcal{A}_N G)^{-1}G'\mathcal{A}_N (Gd + A\gamma + v) \] (5.31)

By observing (5.31) carefully, it can be noted that

\[ (G'\mathcal{A}_N G)^{-1}(G'\mathcal{A}_N)G = I_G \]
\[ G'\mathcal{A}_N A = G'(I_N - A(A'A)^{-1}A')A = G'(A - A) = 0 \] (5.32)

Then,

\[ \hat{d} = d + (G'\mathcal{A}_N G)^{-1}G'\mathcal{A}_N v \] (5.33)
and

\[ E((\hat{d} - d)'(\hat{d} - d)) = \mathcal{A}'_N \mathcal{G} (\mathcal{G}' \mathcal{A}_N \mathcal{G})^{-1} (\mathcal{G}' \mathcal{A}_N \mathcal{G})^{-1} \mathcal{G}' \mathcal{A}_N \sigma_v^2 \]  

(5.34)

So we have \( \sum_i E((\hat{d}_i - d_i)'(\hat{d}_i - d_i)) = tr((\mathcal{G}' \mathcal{A}_N)'(\mathcal{G}' \mathcal{A}_N \mathcal{G})^{-1}(\mathcal{G}' \mathcal{A}_N \mathcal{G})^{-1}(\mathcal{G}' \mathcal{A}_N))\sigma_v^2 \)

where \( d_i \) denotes the element of vector \( d \). Based on Lemma 5.3 and using the property \( \mathcal{A}_N^2 = \mathcal{A}_N \) of the projection matrix \( \mathcal{A}_N \), we obtain

\[ \sum_i E((\hat{d}_i - d_i)'(\hat{d}_i - d_i)) = tr(\mathcal{A}'_N \mathcal{G} (\mathcal{G}' \mathcal{A}_N \mathcal{G})^{-1}(\mathcal{G}' \mathcal{A}_N \mathcal{G})^{-1} \mathcal{G}' \mathcal{A}_N \sigma_v^2) \]

(5.35)

Also, as \( \mathcal{A}_N = I_N - A(A'A)^{-1}A' \) is a projection matrix, there exists a positive number \( \kappa_1 \geq 1 \) such that \( 0 \leq \mathcal{A}_N \leq \kappa_1 I_N \). This implies that \( \mathcal{A}_N \) and \( \kappa I_N - \mathcal{A}_N \) are semi-positive definite matrices. Then we have

\[ \frac{1}{\kappa_1} \cdot tr((\mathcal{G}')^{-1}) \leq tr((\mathcal{G}' \mathcal{A}_N \mathcal{G})^{-1}) \leq tr((\mathcal{G}')^{-1}) \]

(5.36)

So there exists a \( \kappa_2 \) satisfying \( \frac{1}{\kappa_1} < \kappa_2 < 1 \) such that \( tr((\mathcal{G}' \mathcal{A}_N \mathcal{G})^{-1}) = \kappa_2 \cdot tr((\mathcal{G}')^{-1}) \). We then obtain

\[ \lim_{N \to \infty} \sum_i E((\hat{d}_i - d_i)'(\hat{d}_i - d_i)) = \lim_{N \to \infty} \kappa_2 \cdot tr((\mathcal{G}')^{-1})\sigma_v^2 = 0 \]

(5.37)

almost surely based on Lemma 5.1. Therefore, we have \( \lim_{N \to \infty} \hat{d} = d \) almost surely and the Theorem holds. 

\[ \square \]
Lemma 5.4. The Contraction Mapping Theorem [71] [73]. Let \((X, D)\) be a non-empty complete metric space where \(D\) is a metric on \(X\). Let \(F : X \to X\) be a contraction mapping on \(X\), i.e., there is a nonnegative real number \(Q < 1\) such that \(D(F(x), F(y)) \leq Q \cdot D(x, y)\), for all \(x, y \in X\). Then the map \(F\) admits one and only one fixed point \(x^* \in X\) which means \(x^* - F(x^*) = 0\). Furthermore, this fixed point can be found as follows: start with an arbitrary element \(x(0)\) in \(X\) and define an iterative sequence by \(x(k+1) = F(x(k))\) for \(k = 1, 2, ..., \). This sequence converges to \(x^*\).

This Lemma can be seen on page 267 in [71] and Definition 1.1 in [73].

Now we define \(X_a = \{ \hat{a} | \|\hat{a}\|_2 = \|a\|_2, \hat{a}_1 > 0 \}\), \(X_b = \{ \hat{b} | \|\hat{b}\|_2 \leq \|b\|_2 \}\), \(D(x, y) = \|x - y\|_2\).

Theorem 5.2. Under Assumptions 5.1-5.4, \(F(\hat{b}) : X_b \to X_b\) defined in (5.16) is a contraction mapping on \(X_b\) when \(N \to \infty\). Thus equation (5.16) has a unique fixed point on \(X_b\) which corresponds to the true parameter \(b\).

Proof. Firstly, we prove that \(F(\hat{b}) : X_b \to X_b\) as \(N \to \infty\). Secondly, we show that \(F(\hat{b})\) is a contraction mapping on \(X_b\) and finally the true parameters corresponds to the unique fixed point of \(\hat{b} = F(\hat{b})\).

From Assumption 5.3, for any nonzero \(\hat{a} \in X_a\), \(A'_a A\hat{a}\) has an inverse. Then \(\hat{b} = F_3(\hat{a}) = (A'_a A\hat{a})^{-1} A'_a (Y - G\hat{d})\). Note that \(Y = Gd + A_a b + v\). From Theorem 5.1, we get \(\lim_{N \to \infty} \hat{d} = d\) almost surely under Assumptions 5.1-5.3 and thus

\[
\lim_{N \to \infty} \hat{b} = \lim_{N \to \infty} F_3(\hat{a}) \\
= \lim_{N \to \infty} (A'_a A\hat{a})^{-1} A'_a (A_a b + G(d - \hat{d}) + v) \\
= \lim_{N \to \infty} (A'_a A\hat{a})^{-1} A'_a (A_a b + v) \\
= \lim_{N \to \infty} (A'_a A\hat{a})^{-1} A'_a A_a b + (A'_a A\hat{a})^{-1} A'_a v
\]
Based on Assumption 5.1 and Lemma 5.1, we have

\[
\lim_{N \to \infty} \frac{1}{N} \|(A'_a A_a)^{-1} A'_a v\|_2 \leq \lim_{N \to \infty} \frac{1}{\sqrt{N} \|a\|_2} \frac{1}{\sqrt{\sigma_\phi}} \|v\|_2 = 0 \tag{5.39}
\]

almost surely. This yields

\[
\lim_{N \to \infty} \|\hat{b}\|_2 = \lim_{N \to \infty} \|\mathcal{F}_3(\hat{a})\|_2 = \lim_{N \to \infty} \|(A'_a A_a)^{-1} A'_a A_a \hat{b}\|_2 \leq \lim_{N \to \infty} \frac{\|A_a A_a\|_2}{\|A_a A_a\|_2} \|\hat{b}\|_2 \tag{5.40}
\]

From Assumption 5.4, if \(\hat{a}\) belongs to \(X_a\), then \(-\hat{a}\) does not belong to \(X_a\) based on the definition of \(X_a\). And from (5.22), we have

\[
\lim_{N \to \infty} \frac{\|A_a A_a\|_2}{\|A_a A_a\|_2} = 1 \quad \text{if and only if} \quad \hat{a} = a \tag{5.41}
\]

This gives \(\|\hat{b}\|_2 = \|\mathcal{F}(\hat{b})\|_2 = \|\mathcal{F}_3(\hat{a})\|_2 \leq \|\hat{b}\|_2\). Therefore \(\mathcal{F}(\hat{b}) \in X_b\) and \(\mathcal{F}(\hat{b}) : X_b \to X_b\).

Now we prove that \(\mathcal{F}(\hat{b}) : X_b \to X_b\) is a contraction mapping on \(X_b\) as \(N \to \infty\). It can be seen that (5.38) and (5.39) give

\[
\hat{b} = (A'_a A_a)^{-1} A'_a (Y - \mathcal{G}\hat{d}) = (A'_a A_a)^{-1} A'_a A_a b \tag{5.42}
\]

as \(N \to \infty\). Multiplying \(A_a\) on both sides of (5.42), we get

\[
A_a \hat{b} = A_a (A'_a A_a)^{-1} A'_a A_a b \tag{5.43}
\]
That is
\[
\hat{b}'A'_aA_a\hat{b} = b'A'_aA_a(A'_aA_a)^{-1}A'_aA_a(A'_aA_a)^{-1}A'_aA_a b
\]
\[
= b'A'_aA_a(A'_aA_a)^{-1}A'_aA_a b
\]
(5.44)

Note that \( A_a(A'_aA_a)^{-1}A'_a \) is a projection matrix which projects a vector onto the space spanned by \( A_1, ..., A_m \). Then we have \( A_a(A'_aA_a)^{-1}A'_aA_a b = A_a b \). So we have
\[
\hat{b}'A'_aA_a\hat{b}
\]
\[
= b'A'_aA_a(A'_aA_a)^{-1}A'_aA_a b
\]
(5.45)

As \( \lim_{N \to \infty} \frac{1}{N}A'_aA_a = \hat{a}'a\sigma_F^2 I \) and \( \lim_{N \to \infty} \frac{1}{N}A'_aA_a = a'a\sigma_F^2 I \), we obtain
\[
\|\hat{b}\|_2 \|\hat{a}\|_2 \sigma_F^2 = \|b\|_2 \|a\|_2 \sigma_F^2
\]
(5.46)

Similarly, (5.11) and (5.39) also give
\[
\hat{a}_{op} = (B'_bB_b)^{-1}B'_bB_b a
\]
(5.47)

Multiplying \( B_b \) on both sides of (5.47) gives
\[
\|\hat{b}\|_2 \|\hat{a}_{op}\|_2 \sigma_F^2 = \|b\|_2 \|a\|_2 \sigma_F^2
\]
(5.48)

Thus under Assumption 5.4, we have
\[
\|\hat{a}_{op}\|_2 = \|a\|_2, \quad \|\hat{b}\|_2 = \|b\|_2
\]
(5.49)

when combining (5.46) and (5.48). Let \( \frac{dF(b)}{db} \) be the magnitude of the
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derivative of $F(\mathbf{\hat{b}})$ with respect to $\mathbf{\hat{b}}$. Then, (5.15) becomes

$$\mathbf{\hat{b}}(k + 1) = F_3(F_2(F_1((\mathbf{\hat{b}}(k)))) (5.50)$$

and then

$$Q = \left\| \frac{dF_3}{d\mathbf{a}} \cdot \frac{d\mathbf{a}}{d_{\mathbf{a}_{op}}} \cdot \frac{d\mathbf{a}_{op}}{d\mathbf{b}} \right\|_2 ^2$$

$$= \left\| \frac{dF_3}{d\mathbf{a}} \right\|_2 \cdot \left\| \frac{dF_2}{d_{\mathbf{a}_{op}}} \right\|_2 \cdot \left\| \frac{dF_1}{d\mathbf{b}} \right\|_2 (5.51)$$

For a nonzero $\mathbf{\hat{a}}$, based on Lemma 5.2, we know that the magnitude of the directional derivative $D_u F_3(.)$ with respect to $\mathbf{\hat{a}}$ attains its maximum when $u$ is in the same direction as $\mathbf{\hat{a}}$, i.e.,

$$\left\| \nabla F_3(.) \right\|_2 = \left\| \frac{dF_3}{d\mathbf{a}} \right\|_2 $$

$$= \lim_{\|\Delta \mathbf{a}\|_2 \to 0} \frac{\|F_3(\mathbf{\hat{a}} + \Delta \mathbf{a}) - F_3(\mathbf{\hat{a}})\|_2}{\|\Delta \mathbf{a}\|_2}$$

$$= \frac{\|A_\mathbf{\hat{a}} A_\mathbf{a}\|_2}{\|A_\mathbf{\hat{a}} A_{\mathbf{a}_{op}}\|_2} \left\| \mathbf{\hat{b}} \right\|_2$$

$$= \frac{\|\mathbf{\hat{a}} \mathbf{\hat{a}}\|_2}{\|\mathbf{\hat{a}}_{op}\|_2} \left\| \mathbf{\hat{b}} \right\|_2$$

(5.52)

where $\mathbf{\hat{a}} = \frac{\Delta \mathbf{a}}{\|\Delta \mathbf{a}\|_2}$ is a unit vector along the direction of $\mathbf{\hat{a}}$. We also have

$$\left\| \frac{d\mathbf{a}}{d_{\mathbf{a}_{op}}} \right\|_2 = \left\| \frac{dF_2}{d_{\mathbf{a}_{op}}} \right\|_2 = \frac{\left\| a \right\|_2}{\left\| a_{op} \right\|_2} = 1$$

(5.53)

as $\|a\|_2 = \|a_{op}\|_2$ in (5.49). Similarly to $\left\| \frac{dF_3}{d\mathbf{a}} \right\|_2$, we obtain

$$\left\| \frac{d\mathbf{a}_{op}}{d\mathbf{b}} \right\|_2 = \left\| \frac{dF_3}{d\mathbf{b}} \right\|_2 = \frac{B_\mathbf{b} B_{\mathbf{b}}}{B_{\mathbf{\hat{b}}} B_{\mathbf{\hat{b}}}} \left\| \mathbf{\hat{b}} \right\|_2 = \frac{\left\| \mathbf{\hat{b}} \right\|_2}{\left\| \mathbf{\hat{b}} \right\|_2} \left\| \mathbf{\hat{b}} \right\|_2 = \left\| \mathbf{\hat{b}} \right\|_2$$

(5.54)

where $\mathbf{\hat{b}}$ is a unit vector along the direction of $\mathbf{\hat{b}}$. Combining (5.51)-(5.54), and using $\|\mathbf{\hat{a}}\|_2 \cdot \|a\|_2 = \|\mathbf{\hat{a}} a\|_2$ and $\|\mathbf{\hat{b}}\|_2 \cdot \|\mathbf{\hat{b}}\|_2 = \|\mathbf{\hat{b}}\|_2$, we get

$$Q = \frac{\|\mathbf{\hat{a}}\|_2 \cdot \|\mathbf{\hat{b}}\|_2 \cdot \|\mathbf{\hat{a}}\|_2 \cdot \|\mathbf{\hat{b}}\|_2}{\|\mathbf{\hat{a}}_{op}\|_2 \cdot \|\mathbf{\hat{b}}_{op}\|_2 \cdot \|\mathbf{\hat{a}}_{op}\|_2 \cdot \|\mathbf{\hat{b}}_{op}\|_2} < 1$$

(5.55)
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as long as \( \hat{a} \neq a \), or \( \hat{b} \neq b \). So we have \( \forall x, y \in X_b, \ d(F(x), F(y)) \leq Q \cdot D(x, y) \).

Finally based on Lemma 5.4, \( \hat{b} = F(\hat{b}) \) has a unique fixed point which is the true parameter \( b \in X_b \).

Corollary 5.1. If noise \( v = 0 \) and matrix \( A \) in (5.6) is a matrix satisfying that \( \frac{1}{N} A' A = \sigma_b^2 I \), Theorem 5.2 holds for a finite \( N \).

Proof. Firstly, from (5.33) in the proof Theorem 5.1, we could have \( \hat{d} = d \) for a finite \( N \) since \( v = 0 \). Secondly, as \( \frac{1}{N} A' A = \sigma_b^2 I \) which means \( \sqrt{\frac{1}{N\sigma_b^2}} A \) is an orthonormal matrix, it can be obtained that \( \frac{\|A_{b} A_{a}\|_2}{\|A_{b} A_{a}\|_2} = \frac{\|\hat{a}_b^a\|_2}{\|\hat{a}_b\|_2} \) for a finite \( N \) instead of (5.41) where \( N \to \infty \) is required. Thus, we have this Corollary holds.

Remark 5.3. In real applications like the identification of LNL systems considered in the next section, the effects of noise \( v \) can be made small enough and matrix \( \sqrt{\frac{1}{N\sigma_b^2}} K \) (\( K \) is \( A \) in the general bilinear model) can be constructed as an orthonormal matrix approximately based on the input output data and the chosen kernel for a finite \( N \). Then, with a properly chosen finite \( N \), good performances can be achieved, as illustrated in the application examples later.

5.3 Identification of LNL Wiener-Hammerstein Models

In this section, it is shown that an LNL Wiener-Hammerstein cascade system described below can be represented by a bilinear model

\[
x_i = \mu_0 u_i + \ldots + \mu_m u_{i-m}
\]

\[
z_i = f(x_i)
\]
\[ y_i = \omega_1 y_{i-1} + \ldots + \omega_n y_{i-n} + b_0 z_i + \ldots + b_s z_{i-s} + v_i \] (5.58)

where \( \{u_i\} \) and \( \{y_i\} \) are the input and output sequences, respectively, and \( v_i \) is the observation noise, and \( m, n \) and \( s \) are the orders of the system. The identification objective is to estimate the parameters \( \mu_0 \ldots \mu_m, \omega_1 \ldots \omega_n \) and \( b_0 \ldots b_s \) as well as the nonlinear static function \( f(.) \) based on the available input-output data points \( \{u_i, y_i\}_{i=r}^{N} \) where \( r = \max(n, m, s) + 1 \) and \( i = r, \ldots, N \). Let

\[ Y^r = [y_r \ldots y_N]' \]
\[ v^r = [v_r \ldots v_N]' \] (5.59)

where \( v_r \) is the noise vector. Then (5.58) can be expressed as \( Y^r = \Gamma \theta + v^r \) where

\[ \theta = [\omega' \ b'] = [\omega_1 \ldots \omega_n \ b_0 \ldots \ b_s]' \]
\[ \omega = [\omega_1 \ldots \omega_n]' \]
\[ b = [b_0 \ldots \ b_s]' \]
\[ \Gamma = \begin{bmatrix}
  y_{r-1} & \ldots & y_{r-n} & f(x_r) & \ldots & f(x_{r-s}) \\
  \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
  y_{N-1} & \ldots & y_{N-n} & f(x_N) & \ldots & f(x_{N-s})
\end{bmatrix}. \]

(5.60)

To guarantee that the input output signals are persistently exciting (PE), we have the following assumptions.

**Assumption 5.5.** Input \( u_i \in U(-1, 1) \) where \( U(-1, 1) \) denotes a uniform distribution in the interval \([-1, 1]\), and \( \sum_{j=0}^{m} |\mu_j| \leq C \) with \( \mu_0 = 1 \) where \( C > 1 \) is a constant.

**Assumption 5.6.** The nonlinear assumption \( f(.) \) is an invertible function which satisfies that \( \Gamma \) is a full column rank under the condition that input and output signals are persistently exciting (PE). The inverse function is denoted as \( f^{-1}(.) \) on \([-C, C]\).
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Remark 5.4. Note that Assumptions 5.5 guarantees that the definition domain of $z = f(x)$ is on the interval $[-C, C]$. Assumption 5.6 refers to the identifiability of the whole LNL system.

In [46], it is noted that a nonlinear function can be uniformly approximated by increasing the number of randomly produced basis functions. So in next subsection, we will discuss the kernel machine for function approximation, which plays an important role in transforming an LNL Wiener-Hammerstein system.

### 5.3.1 Kernel Machine for Function Approximation

Here we use the kernel machine introduced in Subsection 2.3.1 in Chapter 2 to represent the nonlinear function $z_i = f(x_i)$ in (5.57). With a regression based on kernel machine approximation, static function $f(x)$ at $x_i$ can be represented as

$$z_i = f(x_i) + v_i = \sum_{j=1}^{m_{sv}} a_j \bar{k}(x_i, \tilde{x}_j) + c_0 + \xi_i \quad (5.61)$$

where $a_j$, $j = 0, ..., m_{sv}$, is a weight to be determined from the training set, $c_0$ is the constant part, and $\xi_i$ is the function approximation error at $x_i$. Note that

$$\bar{k}(x_i, \tilde{x}_j) = k(x_i, \tilde{x}_j) - \bar{k}$$

where $\bar{k} = E(\bar{k}(., \tilde{x}_j))$. Clearly, $E(\bar{k}(x_i, \tilde{x}_j)) = 0$. To determine the weights $\{a_i\}_{i=0}^{m_{sv}}$, we express (5.61) in the matrix equation form as

$$\{z_i\}_{i=1}^{N} = Ka + c_0 + \xi \quad (5.62)$$

where $\xi = [\xi_1, ..., \xi_N]'$, $a = [a_1, ..., a_{m_{sv}}]'$ and

$$K = \begin{bmatrix} \bar{k}(x_1, \tilde{x}_1) & ... & \bar{k}(x_1, \tilde{x}_{m_{sv}}) \\ \vdots & ... & \vdots \\ \bar{k}(x_N, \tilde{x}_1) & ... & \bar{k}(x_N, \tilde{x}_{m_{sv}}) \end{bmatrix} = [\bar{k}(x_i, \tilde{x}_j)]_{i=1,j=1}^{N,j=m_{sv}} \quad (5.63)$$
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Note that as long as \( i \neq i' \) and \( j \neq j' \), \( x_i, x_{i'}, \tilde{x}_j \) and \( \tilde{x}_{j'} \) are i.i.d and we have the following Lemma.

**Lemma 5.5.** If \( i \neq i' \) or \( j \neq j' \), \( \bar{k}(x_i, \tilde{x}_j) \) and \( \bar{k}(x_{i'}, \tilde{x}_{j'}) \) are i.i.d.

**Proof.** Note that when the random variables are joint Gaussian distribution, factorisation of expectations is necessary and sufficient for independence of random variables.

We first prove the case that \( i \neq i' \) but \( j = j' \). Since \( x_i \) and \( \tilde{x}_j \) are uniformly sampled from \([-C, C]\), \( x_i \) and \( x_{i'} \) are i.i.d. Then, \( p_{xx}(x_i, x_{i'}) = p_x(x_i)p_x(x_{i'}) \). Note that \( \bar{k}(x_i, \tilde{x}_j) \) and \( \bar{k}(x_{i'}, \tilde{x}_{j'}) \) are joint Gaussian distribution. In addition, we have

\[
E(\bar{k}(x_i, \tilde{x}_j)\bar{k}(x_{i'}, \tilde{x}_{j})) \\
= \int \int p_{xx}(x_i, x_{i'})\bar{k}(x_i, \tilde{x}_j)\bar{k}(x_{i'}, \tilde{x}_{j})dx_idx_{i'} \\
= \int \int p_x(x_i)p_x(x_{i'})\bar{k}(x_i, \tilde{x}_j)\bar{k}(x_{i'}, \tilde{x}_{j})dx_idx_{i'} \\
= \int p_x(x_i)\bar{k}(x_i, \tilde{x}_j)dx_i \int p_x(x_{i'})\bar{k}(x_{i'}, \tilde{x}_{j})dx_{i'} \\
= E(\bar{k}(x_i, \tilde{x}_j))E(\bar{k}(x_{i'}, \tilde{x}_{j})) \\
\]

Thus, \( \bar{k}(x_i, \tilde{x}_j) \) and \( \bar{k}(x_{i'}, \tilde{x}_{j'}) \) are i.i.d. Similarly, when \( i = i' \) but \( j \neq j' \), the same result can be obtained. So as long as \( i \neq i' \) or \( j \neq j' \), \( \bar{k}(x_i, \tilde{x}_j) \) and \( \bar{k}(x_{i'}, \tilde{x}_{j'}) \) are i.i.d. \( \square \)

### 5.3.2 Model Transformation

In this subsection, it will be shown that the NL subsystem, which is the model in (5.57) and (5.58), and the LN subsystem, which is the model in (5.56) and (5.57), of the LNL system (5.56)-(5.58) can be transformed to a bilinear model and a linear model, respectively.
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Transforming NL subsystem to a bilinear model

Let \( U_i = [u_i, ..., u_{i-m}]' \). From Assumption 5.6, \( z_i = f(x_i) = f(u_i, ..., u_{i-m}) = f(U_i) \).

Substituting \( z_i = f(U_i) \) into (5.58), one could have

\[
y_i = \omega_1 y_{i-1} + ... + \omega_n y_{i-n} + b_0 f(U_i) + ... + b_s f(U_{i-s}) + v_i \tag{5.65}
\]

Now we use the kernel machine to approximate function \( f(U_i) \) based on Subsection 2.3.1. Similar to (5.62), we have the matrix expression

\[
\{ f(U_i) \}_{i=1}^N = K_U a + c_0 + \xi
\]

where

\[
K_U = [k(U_i, \bar{U}_j)]_{i=1,j=1}^{N,m_{sv}}.
\]

Note that the definitions of \( U_i \) and \( \bar{U}_j \) are the same as that of \( u_i \) and \( \bar{u}_j \). Obviously,

\[
\{ f(U_i) \}_{i=r}^N = K_0a + c_0 + \{ \xi_i \}_{i=r}^N, \ldots, \text{ and } \{ f(U_{i-s}) \}_{i=r}^N = K_s a + d_0 + \{ \xi_i \}_{i=r-s}^{N-s}
\]

where \( K_J = \{ K_U \}_{(r-J, N-J)}, J = 0, 1, \ldots, s \). The symbol \( r - J \rightarrow N - J \) means that \( K_J \) is a sub-matrix of \( K_U \) with its rows from \( r - J \) to \( N - J \). For example, \( K_0 \) is a sub-matrix of \( K_U \) including its \( r \)-th row until its \( N \)-th row. The dimension of each \( K_J \) is \( (N - r + 1) \times m_{sv} \). Thus, we obtain the matrix form of equations (5.56)-(5.58) as follows:

\[
Y^r = Gd + b_0 K_0 a + ... + b_s K_s a + \xi^r + v^r
\]

\[
= Gd + (b \cdot K)a + \xi^r + v^r \tag{5.68}
\]

\[
= Gd + (K \otimes a)b + \xi^r + v^r
\]
where

\[
G = \begin{bmatrix}
1 & y_{r-1} & \cdots & y_{r-n} \\
\vdots & \vdots & \ddots & \vdots \\
1 & y_{N-1} & \cdots & y_{N-n}
\end{bmatrix}, \quad d = \begin{bmatrix}
c_0 \\
\omega
\end{bmatrix}
\]

\[
K = [K_0 \ldots K_s], \quad b \cdot K = b_0 K_0 + \ldots + b_m K_s
\]

\[
K \otimes a = [K_0 a \ldots K_s a]
\]

\[
\xi^r = \{\xi_i\}_{i=r}^{N} = [\xi_r \ldots \xi_N]'
\]

Note that the vector \([1 \ldots 1]'\) in \(G\) corresponds to the constant part \(c_0\). Comparing with the bilinear model in (5.7) and (5.8), we have \(A_a = K \otimes a\) and \(B_b = b \cdot K\).

### Transforming LN subsystem to a linear model

By solving the bilinear model in (5.68), one can get that \(\{\hat{z}_i\}_i^N = \{\hat{f}(U_i)\}_i^N = K_0 \hat{a} + \hat{e}_0\). Also, based on Assumption 5.6, (5.57) is written as

\[
x_i = f^{-1}(\hat{z}_i) + e_i \quad (5.69)
\]

where the term \(e_i\) is due to the existence of error \(\hat{z}_i - z_i\). Combining (5.69) with Assumption 5.5, (5.56) and (5.57) can be rewritten as

\[
u_k = f^{-1}(\hat{z}_i) - \mu_1 u_{i-1} + \ldots - \mu_m u_{k-m} + e_i \quad (5.70)
\]

Similar to (5.62), we have the matrix expression \(\{f^{-1}(\hat{z}_i)\}_i^N = \bar{K}_z \bar{a} + \bar{e}_0 + \bar{\xi}\) where \(\bar{\xi} = \{\bar{\xi}_i\}_{i=1}^{N}\) and \(\bar{K}_z = [\bar{k}(\hat{z}_i, \hat{z}_j)]_{i=1,j=1}^{N,N}\). Finally, the LN subsystem (5.56) and (5.57) can be transformed to a linear model, i.e,

\[
\bar{Y}^r = \bar{G} \bar{d} + \bar{K}_0 \bar{a} + \bar{\xi}^r \quad (5.71)
\]
where

\[ \bar{Y}^r = \{u_i\}_{i=r}^{N} = [u_r \ldots u_N]' \]

\[ \bar{G} = \begin{bmatrix}
1 & -u_{r-1} & \ldots & -u_{r-n} \\
\vdots & \vdots & \cdots & \vdots \\
1 & -u_{N-1} & \ldots & -u_{N-n}
\end{bmatrix} \]

\[ \bar{d} = \begin{bmatrix}
\bar{c}_0 \\
\mu
\end{bmatrix}, \mu = \begin{bmatrix}
\mu_1 \\
\vdots \\
\mu_m
\end{bmatrix} \]

\[ \bar{K}_0 = \{\bar{K}_z\}_{r \rightarrow N} = [\bar{k}(\hat{z}_i, \hat{z}_j)]_{i=r, j=1}^{i=N, j=m_{sv}} \]

\[ \bar{a} = [\bar{a}_1 \ldots \bar{a}_{m_{sv}}]' \]

\[ \tilde{\xi}^r = \{\xi_k\}_{i=r}^{i=N} + \{e_i\}_{i=r}^{N} \]

Before giving the convergence results, we present the following two assumptions in employing the techniques of kernel machine.

**Assumption 5.7.** [59]. (Parameter Selection of Kernel Machine) Parameters \( N, m_{sv} \) and \( \rho \) are chosen such that \( \rho \rightarrow 0 \) and \( m_{sv} \cdot \rho \rightarrow \infty \) as \( N \rightarrow \infty \), \( m_{sv} \rightarrow \infty \).

**Assumption 5.8.** \( \bar{G} \bar{K} = [\bar{G} \bar{K}_0 \ldots \bar{K}_s] \) in (5.68) is full column rank. Also, \( [\bar{G} \bar{K}_0] \) in (5.71) is full column rank.

**Remark 5.5.** Note that Assumptions 5.2 and 5.3 can be guaranteed for LNL nonlinear systems by Assumptions 5.5-5.8. Lemma 5.1 basically implies that all the components in \( K \) sampled from \( K \) in (5.67) can be considered as random i.i.d variables sampled from a probability density function. Thus Assumption 5.3 can be satisfied by LNL nonlinear systems provided that the input output signals are i.i.d as stated in Assumption 5.5, which is to guarantee that the input output signals are persistently exciting (PE). Assumption 5.6 refers to the identifiability of the system when an LNL system is considered. Assumption 5.7 shows how to choose the parameters when using a nonparametric model to represent a nonlinear function by kernel machine. One can refer to [59] for more details about this assumption.
5.3 Identification of LNL Wiener-Hammerstein Models

Assumption 5.8 corresponds to Assumption 5.2 and it implies that, for any \( b \neq 0 \), \([\mathcal{G} \cdot b \cdot \mathcal{K}]\) is full column rank, and for any \( a \neq 0 \), \([\mathcal{G} \cdot K \otimes a]\) is full column rank. Actually Assumption 5.8 requires that input and output signals are persistently exciting (PE) and the parameters in the kernel machine are properly chosen.

For LNL systems, one needs to estimate the parameters in models (5.68) and (5.71). In next subsection, we will analyze the convergence results in LNL systems.

5.3.3 Convergence Results

Comparing the model (5.68) with the model in (5.7) and (5.8), one could notice that the only difference is the existence of the approximation error \( \xi^r \) in (5.68). Here by noting that the variance of the approximation error \( \xi_i \) is a function of \( N, m_{sv}, \rho \), we introduce the following Lemma from [59].

**Lemma 5.6.**[59]. Under Assumptions 5.7 and 5.8, for any function \( f(.) \) assumed in Assumption 5.6, we have \( \lim_{m_{sv}\to\infty} \sigma^2_\xi = \sigma^2_\xi(m_{sv}) = 0 \) asymptotically almost surely.

Lemma 5.6 implies that the approximation error will decrease by increasing the dimension of \( \mathcal{K} \) in (5.68), which means that the basis functions can be dense on a closed set.

**Theorem 5.3.** Consider the identification of the NL subsystem (5.56) and (5.58) of the LNL Wiener-Hammerstein system in (5.57)-(5.58) under Assumptions 5.1-5.8. By using the proposed iterative algorithm to solve (5.68), it can be obtained that \( \hat{a} \to a, \hat{b} \to b \) and \( \hat{d} \to d \) asymptotically almost surely as \( N \to \infty, m_{sv} \to \infty, \rho \to 0 \).

**Proof.** Firstly, we obtain \( \lim_{N\to\infty} \hat{d} = d \) almost surely by Theorem 5.1. From
Lemma 5.6, we have \( \lim_{m_{sv} \to \infty} \sigma_\xi^2 = 0 \) asymptotically almost surely under Assumptions 5.1 and 5.5, 5.7 and 5.8. Then the model in (5.68) and the model in (5.7) and (5.8) become equivalent. When using the proposed fixed point iteration, we obtain \( \hat{a} \to a, \hat{b} \to b \) and \( \hat{d} \to d \) asymptotically almost surely as \( N \to \infty, m_{sv} \to \infty, \rho \to 0 \) by Theorem 5.2.

**Theorem 5.4.** Consider the identification of the LN subsystem (5.56) and (5.57) of the LNL Wiener-Hammerstein system in (5.56)-(5.58) under Assumptions 5.1-5.8. Substituting \( \{\hat{z}_k\} \) obtained from (5.68), it can be obtained that \( \hat{\mu} \to \mu \) and \( \hat{f} \to f \) as \( N \to \infty, m_{sv} \to \infty, \rho \to 0 \) through solving (5.71).

**Proof.** Note that we have \( \{\hat{z}_k\} \to \{z_k\} \) asymptotically almost surely as the consistency of \( \hat{a}, \hat{b} \) and \( \hat{d} \) in Theorem 5.3. Also, in the linear model (5.71), we have \( \sigma_\xi^2 \to 0 \) asymptotically almost surely as \( N \to \infty, m_{sv} \to \infty, \rho \to 0 \) by Lemma 5.6. Thus, it can be obtained that \( \hat{\mu} \to \mu \) by Theorem 5.1. If all the consistency of the parameters in the LNL system have been achieved, one can directly obtain the estimated \( \hat{f} \) based on (5.61) and \( \lim_{N \to \infty, m_{sv} \to \infty, \rho \to 0} \|\hat{f} - f\|_2 = \lim_{N \to \infty, m_{sv} \to \infty, \rho \to 0} \sigma_\xi^2 = 0 \) asymptotically almost surely.

### 5.3.4 Extension to IIR Linear Systems

We now consider the case that the first linear system is a stable IIR system, namely

\[
\begin{align*}
x_i &= \alpha_1 x_{i-1} + \ldots + \alpha_{n_0} x_{i-n_0} + \beta_0 u_i + \ldots + \beta_{m_0} u_{i-m_0} \\
z_i &= f(x_i) \\
y_i &= \omega_1 y_{i-1} + \ldots + \omega_n y_{i-n} + b_0 z_i + \ldots + b_s z_{i-s} + v_i
\end{align*}
\] (5.73)
where \( \alpha = [\alpha_1 \ldots \alpha_m]' \) and \( \beta = [\beta_0 \ldots \beta_m]' \) are unknown parameter vectors. Assume that the impulse response of the IIR system is \( \{\mu_j\}_{j=0}^{\infty} \), i.e.,

\[
x_i = \mu_0 u_i + \ldots + \mu_m u_{i-m} + \mu_{m+1} u_{i-m-1} + \ldots + \mu_{m+\infty} u_{i-\infty}.
\]

(5.74)

Let \( e_i = \mu_{m+1} u_{i-m-1} + \ldots + \mu_{m+\infty} u_{i-\infty} = \bar{\mu}_m' \bar{u}_m \) where \( \bar{\mu}_m = [\mu_{m+1} \ldots \mu_{m+\infty}]' \) and \( \bar{u}_m = [u_{i-m-1} \ldots u_{i-\infty}]' \). An FIR model can be used to approximate the IIR model, which gives

\[
x_i = \mu_0 u_i + \ldots + \mu_m u_{i-m} + e_i
\]

(5.75)

where \( e_k \) denotes the approximation error in representing the IIR linear system. Note that \( \|e_i\|_1 \leq \|\bar{\mu}_m\|_1 \|\bar{u}_m\|_\infty \) where \( \|\cdot\|_1 \) and \( \|\cdot\|_\infty \) denote the one norm and infinity norm, respectively. As the IIR system is stable, \( \lim_{m \to \infty} \|\bar{\mu}_m\|_1 \to 0 \). Also, from Assumption 5.5, \( \|\bar{u}_m\|_\infty \leq u_{max} \). Therefore \( \|e_i\|_1 \leq \|\bar{\mu}_m\|_1 \|\bar{u}_m\|_\infty \leq \|\bar{\mu}_m\|_1 u_{max} \). Thus, we have \( \lim_{m \to \infty} \|e_i\|_1 = \lim_{m \to \infty} \|\bar{\mu}_m\|_1 u_{max} = 0 \) asymptotically almost surely, which means the approximation error \( e_k \) can be reduced by increasing the order \( m \) in the FIR model. In this case, the matrix form of system (5.68) needs to be revised to

\[
Y^r = Gd + (K \otimes a)b + \xi^r + \zeta^r + v^r
\]

(5.76)

where \( \zeta^r \) is an error vector with its element depending on \( e_k \). Since the IIR system is stable, the variance \( D(\zeta) = \sigma^2_\zeta \) can be reduced by increasing the order \( m \) in the FIR model and \( \lim_{m \to \infty} \sigma^2_\zeta \to 0 \) asymptotically almost surely from the above analysis. Then we have the following corollary whose proof is the same as that of Theorem 5.3 and 5.4.

Corollary 5.2. Consider the identification of the LNL Wiener-Hammerstein models in (5.75), (5.57) and (5.58) satisfying Assumptions 5.1 and 5.5-5.8. By us-
ing the proposed fixed point iteration in solving (5.76), it can be obtained that 
\( \hat{a} \to a, \hat{b} \to b \) and \( \hat{d} \to d \) as well as \( \hat{f} \to f \) asymptotically almost surely as 
\( N \to \infty, m_{sv} \to \infty, \rho \to 0 \) and \( m \to \infty \).

5.4 Example Illustration

Example 5.4.1. (System of bilinear equations) In this example, we consider the 
bilinear system of equations: 
\[ \sum_{j=1}^{m} \sum_{k=1}^{n} T_{ji}^j a_j b_k = y_i, \text{ for } i = 1, \ldots, N \]
where \( T_{ji}^j \in U(-1,1) \) is a known i.i.d random number and \( y_i \) is a known observation. This 
system consists of \( N \) equations with \( m+n \) unknown parameters which are set as 
\( a = [0.1826 0.3651 0.5477 0.7303]' \) and \( b = [-0.6521 \ -0.3477 \ -0.1651 \ 0.2826]' \). 
The system can be rewritten in the forms of (5.4) and (5.5) with \( v = 0 \) and

\[
A_a = \sum_{j=1}^{m} a_j A_j, A_j = \begin{bmatrix} T_{j1}^1 & \cdots & T_{jn}^1 \\ \vdots & \ddots & \vdots \\ T_{j1}^N & \cdots & T_{jn}^N \end{bmatrix} \in \mathbb{R}^{N \times n}
\]

\[
B_b = \sum_{t=1}^{n} b_t B_t, B_t = \begin{bmatrix} T_{1t}^1 & \cdots & T_{mt}^1 \\ \vdots & \ddots & \vdots \\ T_{1t}^N & \cdots & T_{mt}^N \end{bmatrix} \in \mathbb{R}^{N \times n}.
\]

We identify the system with the proposed iterative algorithm by fixing \( \|a\|_2 = 1 \) and 
\( a_0 > 0 \) and choosing \( N = 20 \). Figure 5.1 shows the estimates with respect to number 
of iterations \( k \). It is observed that the estimates converge to the true parameters 
\( \hat{a} = [0.1826 0.3651 0.5477 0.7303]' \) and \( b = [-0.6521 \ -0.3477 \ -0.1651 \ 0.2826]' \) in 
only a few iterations. In addition, to show how the estimates behave with different 
number of data points \( N \), we calculate the error \( E_a(N) = \|\hat{a} - a\|_2 \) with respect
to different $N$ and the results are shown in Figure 5.2. It is observed that when $N > 15$, the error $E_a(N)$ can be made zero for the bilinear system shown in Example 5.4.1 for noise free case.

**Example 5.4.2.** (LNL block-oriented models) Consider the following system

$$
\begin{align*}
    x_i &= 1u_i + 0.3u_{i-1} + 0.1u_{i-2} + 0.1u_{i-3} \\
    z_i &= \arctan(x_i) \\
    y_i &= 0.4y_{i-1} + 0.1y_{i-2} + 0.8111z_{i-1} + 0.4867z_{i-1} + 0.3244z_{i-2} + v_i
\end{align*}
$$

where $v_i$ is white noise with zero mean and standard derivation 0.1. We use the proposed iterative algorithm to identify the system by fixing $\|b\|_2 = 1$ and $b_0 > 0$. The input signal $\{u_t\} \in [-1,1]$ which is i.i.d and $m_{sv} = \frac{N}{4} - r$, $\rho = e^{-m_{sv}/1000}$. Note that all the Assumptions 5.1-5.8 can be satisfied in this example. It is obtained that $\hat{\mu} = [1.0000 0.3008 0.1009 0.0991]'$, $\hat{\omega} = [0.4020 0.0910]'$ and $\hat{b} = [0.8122 0.4853 0.3237]'$. Clearly, the estimates are very close to the true values. To show how the estimates converge to the fixed point with respect to the number
of iterations, let \( \hat{c} = [\hat{\mu}' \ \hat{\omega}' \ \hat{b}'] \) and we plot the difference \( d_c(k) = \|\hat{c}(k+1) - \hat{c}(k)\|_2 \) at each iteration. Figure 5.3 shows that the iteration converges in only a few iterations. Also, as seen in Figure 5.3, \( Q \) in (5.55) can be strictly smaller than 1 even for a finite \( N = 800 \) in this example. The estimated unknown nonlinear function together with the true function is shown in Figure 5.4. It is observed that the estimated function is hardly distinguishable from the true function. To show how the estimates behave with different data points \( N \), we calculate the error \( E_c(N) = \|\hat{c} - c\|_2 \) with respect to different \( N \) and the results are shown in Figure 5.5. This illustrates that errors can be sufficiently small when \( N \) becomes large enough.

In Theorem 5.2, it is shown that the consistency of the estimates is obtained when \( N \to \infty \). But in real applications as shown in the above two Examples, \( N \) is not necessarily large enough. For instance, good performances are obtained with finite \( N \) in both Example 5.4.1 and Example 5.4.2. In case \( v = 0 \) in Example 5.4.1, \( N \) can be as small as 15. In Example 5.4.2, when \( N > 800 \), the performance of the estimates becomes quite good.
5.4 Example Illustration

Figure 5.3: Illustration of convergence

Figure 5.4: True nonlinear function and estimated function
5.5 Conclusion

In this chapter, we propose a fixed point iteration approach for the identification of bilinear models with convergence properties established. For applications, parameter estimation of a system of bilinear equations and the identification of LNL systems are illustrated. With this, the long-standing convergence problem of iteratively identifying LNL Wiener-Hammerstein models has been solved. In addition, we extend the static nonlinear function \((N)\) to a nonparametric model represented by using kernel machine.

Figure 5.5: Estimation error respect to number of data points \(N\)
Chapter 6

Identification of Block-oriented Systems Based on Biconvex Optimization

In this chapter, we investigate biconvex optimization in the identification of the class of block-oriented nonlinear systems newly proposed in Chapter 2. A common model is proposed to represent such block-oriented systems. It is shown that identifying the common model can be formulated as a biconvex optimization problem, where we only need to find the unique partial optimum point of a biconvex cost function in the formulated optimization problem to obtain its global minimum point. The normalized alternative convex search (NACS) algorithm is proposed and its convergence property is achieved. Thus, we provide a unified framework for the identification of block-oriented systems.
6.1 Introduction

Nonlinear programming plays a major role in mathematical modeling and programming. In nonlinear programming, many algorithms lead to a local minimum point instead of the global minimum point. If the programming is convex, a local minimum point and a global minimum point become equivalent. So in parameter estimation [75], convexity naturally implies the convergence of the estimates. This is why convex optimization has been widely used. Different from convex optimization, biconvex optimization [76] belongs to general global optimization problems which may have a large number of local minimum points. However, the convex substructures indeed can be exploited in solving biconvex optimization problems. In this chapter, biconvex optimization is investigated in the identification of nonlinear systems such as the well known and widely implemented block-oriented nonlinear systems [56].

Block-oriented systems are composed of linear dynamic systems and nonlinear static functions [56]. For example, Hammerstein-Wiener [77] systems, which include Hammerstein systems [26] and Wiener systems [78] as its special cases, are one of the most well known member of block-oriented systems with the linear dynamic block between two nonlinear blocks. One popular identification scheme for block-oriented systems is the iterative method mentioned in our previous chapters. The original iterative algorithm may be divergent as seen in [49]. But with normalization, we obtained the globally asymptotical convergence property for Hammerstein systems in Chapter 3. Also, the bilinear models are considered in Chapter 4. However, the convergence of iterative algorithm for a general block-oriented system, for example, the newly proposed model shown in Chapter 2, is still unknown. In this chapter, we will show how the identification of such systems can be formulated as a biconvex optimization problem, which is to minimize a
proposed biconvex cost function on a convex set. It is proved that the formulated biconvex optimization only needs to find the unique partial optimum point of the cost function to obtain its global minimum point under arbitrary non-zero initial conditions. Based on this, a normalized alterative convex search (NACS) algorithm is presented. Its convergence property is also established. This provides a unified framework for the iterative identification of block-oriented systems.

The remaining part of this chapter is organized as follows. We introduce biconvex optimization problem and investigate some theoretical results in Section 6.2. Identification of the proposed common model is formulated as a biconvex optimization problem in Section 6.3. The convergence property is analyzed in Section 6.4. In Section 6.5, NACS algorithm is presented for the identification of Hammerstein-Wiener system. Model generalization is discussed in Section 6.6 and simulation examples are given in Section 6.7. Finally, this chapter is concluded in Section 6.8.

6.2 Biconvex Optimization Problem

In practice, biconvex optimization problems frequently occur in industrial applications. Here we review certain theoretical results for biconvex sets and biconvex functions for general biconvex optimization problems.

6.2.1 Definition of Biconvex Optimization

Recall that a set $S \subseteq \mathbb{R}^N$ is said to be convex if for any two points $s_1, s_2 \in S$, the line segment joining $s_1$ and $s_2$ is completely contained in $S$. Function $F : S \to \mathbb{R}$ is convex if $F(\lambda s_1 + (1 - \lambda)s_2) \leq \lambda F(s_1) + (1 - \lambda)F(s_2)$ where $\lambda \in [0, 1]$ and $s_1, s_2 \in S$. 
Now we give some definitions on biconvex set and biconvex functions. Let $F : X \times Y \to R$ where $X \subseteq \mathbb{R}^N$ and $Y \subseteq \mathbb{R}^M$ are non-empty convex sets. Let $S \subseteq X \times Y$. The subsets $S_x$ and $S_y$ of $S$ are defined as $S_x = \{ y \in Y | (x, y) \in S \}$ and $S_y = \{ x \in X | (x, y) \in S \}$, respectively. In other words, $S_x$ denotes the subset for a fixed value of $x$, and $S_y$ denotes the subset for a fixed value of $y$.

**Definition 6.1.** The set $S \subseteq X \times Y$ is called a biconvex set on $X \times Y$, if $S_x$ is convex for every $x \in X$ and $S_y$ is convex for every $y \in Y$.

Note from [76] that set $S \subseteq X \times Y$ is biconvex if and only if for all quadruples $(x_1, y_1), (x_1, y_2), (x_2, y_1), (x_2, y_2) \in S$, it holds that for every $(\lambda, \mu) \in [0, 1] \times [0, 1]$, $(x_\lambda, y_\mu) := ((1 - \lambda)x_1 + \lambda x_2, (1 - \mu)y_1 + \mu y_2) \in S$. Obviously, a convex set must be a biconvex set while the converse is not true. For example, the sets in Figure 6.1 are biconvex but not convex.

![Figure 6.1: Examples of biconvex set which are non-convex](image)

**Definition 6.2.** A function $F : S \to R$ on a biconvex set $S \subseteq X \times Y$ is called biconvex function if $F_x(x, .) : S_x \to R$, $F_y(., y) : S_y \to R$ are convex functions on $B_x$ and $B_y$, respectively.

**Definition 6.3.** An optimization problem of the form $\min(F(x, y) : (x, y) \in S)$ is said to be a biconvex optimization problem or biconvex in short, if the feasible set $S$ is biconvex on $X \times Y$, and the objective function is biconvex on $S$. 
Let $X \subseteq \mathbb{R}^N$ and $Y \subseteq \mathbb{R}^M$ be two non-empty convex sets, and let $F$ be a real valued function on $X \times Y$. As shown in [81], $F$ is biconvex if and only if for all quadruples $(x_1, y_1), (x_1, y_2), (x_2, y_1), (x_2, y_2) \in X \times Y$, it holds that for every $(\lambda, \mu) \in [0, 1] \times [0, 1]$: 
\[ F(x_\lambda, y_\mu) \leq (1 - \lambda)(1 - \mu)F(x_1, y_1) + (1 - \lambda)\mu F(x_1, y_2) + \lambda(1 - \mu)F(x_2, y_1) + \lambda\mu F(x_2, y_2) \] where $(x_\lambda, y_\mu) := ((1 - \lambda)x_1 + \lambda x_2, (1 - \mu)y_1 + \mu y_2)$.

**Definition 6.4.** Biconvex optimization with a differentiable biconvex function and separable constraints is defined as $\min(F(x, y) : x \in X \subseteq \mathbb{R}^M, y \in Y \subseteq \mathbb{R}^N)$ where $F(x, y)$ is a differentiable biconvex function from $X \times Y \to \mathbb{R}$.

**Definition 6.5.** Let $F : S \to \mathbb{R}$ be a given biconvex function and $(x^*, y^*) \in S$. Then, $(x^*, y^*)$ is a partial optimum of $F$ on $S$ if $F(x^*, y^*) \leq F(x, y^*) \ \forall x \in S_{y^*}$ and $F(x^*, y^*) \leq F(x^*, y) \ \forall y \in S_{x^*}$.

**Remark 6.1.** In this chapter, we consider biconvex optimization defined in Definition 6.4. Different from convex optimization problems, biconvex optimization problems are in general global optimization problems which may have a large number of local minima. However, the convex substructures in Definition 6.4 indeed can be exploited when solving the biconvex problems. By this way, some meaningful results in biconvex optimization problems may be achieved as that in convex optimization problems. The definitions of biconcave and bilinear functions are obtained by replacing the corresponding properties of biconvex of being concave and bilinear, respectively.

### 6.2.2 Alternative Convex Search Algorithm (ACS)

After representing the biconvex problem defined in Definition 6.4, the remaining work is how to solve it. Note that biconvex optimization has become a hot research topic in recent years and there are many schemes focusing the methodology of...
solving it and applications [83] [84] [76] and so on. Among existing schemes, the most well known algorithm is the alterative convex search (ACS) algorithm [76]. Let \( k \) be the \( k \)th iteration. The alterative convex search (ACS) algorithm is given as:

Step 1: Set \( k = 0 \) and choose an arbitrary starting point \( z(0) = (x(0), y(0)) \in S \).

Step 2: Solve the convex optimization problem \( \min \{ F(x, y(k)), x \in S_{(k)} \} \) for fixed \( y(k) \). If there exists an optimal solution \( x^* \in S_{(k)} \) to this problem, set \( x(k+1) = x^* \), otherwise stop.

Step 3: Solve the convex optimization problem \( \min \{ F(x(k+1), y), y \in S_{(k+1)} \} \) for fixed \( x(k+1) \). If there exists an optimal solution \( y^* \in S_{(k+1)} \) to this problem, set \( y(k+1) = y^* \), otherwise stop.

Step 4: Set \( z(k+1) = (x(k+1), y(k+1)) \). If a stopping criterion is satisfied, then stop, otherwise replace \( k \) by \( k + 1 \) and go back to Step 2.

**Remark 6.2.**

1) **The order of the optimization problems in Step 2 and Step 3 can be permuted, i.e., it is possible first to minimize \( F(x, y) \) with respect to \( y \)-variable, followed by an optimization with respect to \( x \)-variable.**

2) **There are several ways to define the stopping criterion in Step 4. For example, one can consider the absolute value of the difference between \( z(k-1) \) and \( z(k) \) (or the difference in their function values) or the relative change in the \( z \)-variable compared to the previous iteration.**

**Lemma 6.1.** [76] **For the biconvex optimization problem in Definition 6.4, let \( z^* \in X \times Y \) be the limit of the sequence \( \{z(k)\} \) generated by ACS. Then \( z^* \) is a partial optimum of \( F(x, y) \).**
6.3 Biconvex Optimization in Parameter Estimation

6.3.1 A Common Model

In science and engineering, convex optimization has been investigated and applied extensively. However in many cases, we obtain a biconvex problem instead of a convex one. For example, estimating the parameters in the common model (6.1) and (6.2) can be formulated as a biconvex problem. This model is called “common” model because it actually represents many parameter estimation problems. Later in Section 6.5, it will be shown that the new class of block-oriented nonlinear systems in Chapter 2 can be formulated as the common model.

\[ Y = \mathcal{G}d + K\gamma + v \]  
\[ Y - L(d) = b_1K_1a_1 + \ldots + b_mK_ma_m + v \]

where \( \mathcal{G} \in \mathbb{R}^{N \times n} \), \( K \in \mathbb{R}^{N \times l} \), and \( K_i \in \mathbb{R}^{N \times l} \), for \( i = 1, \ldots, m \) are known matrices constructed based on learning data points, \( d = [d_1 \ldots d_n]' \in \mathbb{R}^{n \times 1} \) and \( \gamma = [\gamma_1 \ldots \gamma_l]' \in \mathbb{R}^{l \times 1} \), \( b = [b_1 \ldots b_m]' \in \mathbb{R}^{m \times 1} \) and \( a = [a_1' \ldots a_i' \ldots a_m'] \in \mathbb{R}^{lm \times 1} \) with \( a_i = [a_{i1} \ldots a_{il}]' \in \mathbb{R}^{l \times 1} \) are unknown parameters, and \( L(d) \) is a known function with respect to parameter \( d \) in (6.1), \( Y = [y_1 \ldots y_N]' \) is the observation vector and \( v = [v_1 \ldots v_N]' \) denotes the noise vector. Our objective is to obtain the estimates \( \hat{a}, \hat{b} \) and \( \hat{d} \) of \( a, b \) and \( d \), respectively, in (6.1) and (6.2).

To characterize the above common model and estimate its parameters, we make the following assumptions.

**Assumption 6.1.** The noise \( v_i \) is an i.i.d random variable with zero mean and
Assumption 6.2. \( \|b\|_2 \) is known and the first nonzero entry of \( b \) is positive.

Assumption 6.3. In (6.1), \( [G K] \in \mathbb{R}^{N \times (l+n)} \) is a full column rank matrix. In addition, \( \lim_{N \to \infty} tr((G'G)^{-1}) = 0 \) where \( tr(.) \) is the trace of a matrix.

Assumption 6.4. In (6.2), \( K = [K_1 \ldots K_m] \in \mathbb{R}^{N \times lm} \) is a matrix such that \( \lim_{N \to \infty} K_N'K_N = I \) where \( I \) is an identity matrix.

Remark 6.3. Note that in Assumption 6.3, \( \lim_{N \to \infty} tr((G'G)^{-1}) = 0 \) is easy to be satisfied as we analyzed in Chapter 5, where it is shown that if \( G \) is a random matrix, then the condition is definitely satisfied. Also, Assumption 6.2 is to guarantee a unique expression of the common model.

In next subsection, it will be shown how to estimate \( d \) in (6.1), \( a \) and \( b \) in (6.2), respectively. In Section 6.4, we will prove that \( \hat{d}, \hat{a} \) and \( \hat{b} \) converge to their true values under Assumptions 6.1-6.4.

After \( \hat{d} \) is obtained in (6.1), one needs to minimize the following cost function \( J_N^d(\cdot) \) to obtain the estimates of \( a \) and \( b \).

\[
J_N^d(\bar{a}, \bar{b}) = \frac{1}{N}(\bar{Y} - Y^* - v)'(\bar{Y} - Y^* - v) \tag{6.3}
\]

where \( \bar{a} = [\bar{a}_1' \ldots \bar{a}_m'] \), \( \bar{b} = [\bar{b}_1 \ldots \bar{b}_m]' \), \( \bar{Y} = L(\hat{d}) + \bar{b}_1K_1\bar{a}_1 + \ldots + \bar{b}_mK_m\bar{a}_m \) and \( Y^* = L(d) + b_1K_1a_1 + \ldots + b_mK_ma_m \). Let

\[
K_b = [b_1 \ldots b_mK_m] \\
K_a = [K_1a_1 \ldots K_ma_m] \tag{6.4}
\]

\[
J_N^d(\bar{a}, \bar{b}) = \lim_{N \to \infty} J_N^d(\bar{a}, \bar{b})
\]

It is necessary to mention that \( \lim_{N \to \infty} J_N^d(\bar{a}, \bar{b}) \) exists since we have \( \lim_{N \to \infty} K'_N K_N = I \) in Assumption 6.4.
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As the noise is independent of $Y^*$ and $\bar{Y}$, we obtain

$$J^d(\bar{a}, \bar{b}) = \lim_{N \to \infty} \frac{1}{N} \| L(\hat{d} - d) + \mathcal{K}_{\bar{a}} - \mathcal{K}_a \|_2^2 + \sigma_v^2$$

(6.5)

**Lemma 6.2.** Minimizing $J^d(\bar{a}, \bar{b})$ in a bounded domain is a biconvex optimization defined in Definition 6.4.

**Proof.** Firstly, it is easy to see that the bounded definition domain is a convex set and of course a biconvex set from Definition 1. Then, it is easy to see that $J^d(\bar{a}, \bar{b})$ is a biconvex function with respect to separable $\bar{a}$ and $\bar{b}$ based on Definitions 6.2-6.4. Thus, this lemma holds. \qed

Note that if $\hat{d} = d$ in (6.5), the cost function becomes

$$J(\bar{a}, \bar{b}) = \lim_{N \to \infty} \frac{1}{N} \| \mathcal{K}_{\bar{a}} - \mathcal{K}_a \|_2^2 + \sigma_v^2$$

(6.6)

**6.3.2 Identifying the Common Model**

Firstly, we use the space projection method [59] to obtain $\hat{d}$ from (6.1), which is given as

$$\hat{d} = ((I - \mathcal{G}\mathcal{G}^+\mathcal{K}\mathcal{K}^+)\mathcal{G})^+\mathcal{G}^+(I - \mathcal{K}\mathcal{K}^+)Y$$

(6.7)

where $I$ is an identity matrix and the superscript $^+$ denotes a generalized inverse of a matrix, for example, $\mathcal{G}^+ = (\mathcal{G}'\mathcal{G})^{-1}\mathcal{G}'$. Then we focus on the identification of (6.2) based on the newly estimated $\hat{d}$. This is to obtain $\hat{a}$ and $\hat{b}$ in (6.2) by minimizing the cost function in (6.5). Unlike convex optimization, minimizing (6.5) has multiple local minimums.
Based on the general ACS algorithm discussed in Section 6.2.2, here we present a normalized ACS (NACS) for the identification of the common model (6.1) and (6.2) in this subsection.

Step 1: Obtain \( \hat{d} \) based on (6.7).

Step 2: Give \( \hat{b} \) an arbitrary nonzero initial value \( \hat{b}(0) \).

Step 3: Solve the problem \( \hat{a}(k) = \arg\min_a J^{\hat{d}}_{N}(\hat{a}, \hat{b}(k - 1)) \), which gives the least square estimates

\[
\hat{a}(k) = (K'_{\hat{b}(k-1)}K_{\hat{b}(k-1)})^{-1}K'_{\hat{b}(k-1)}(Y - L(\hat{d})) \tag{6.8}
\]

when \( \hat{b}(k - 1) \) and \( \hat{d} \) become known.

Step 4: Solve the problem \( \hat{b}_{op}(k) = \arg\min_b J^{\hat{d}}_{N}(\hat{a}(k), \hat{b}) \). This gives

\[
\hat{b}_{op}(k) = (K'_{\hat{a}(k)}K_{\hat{a}(k)})^{-1}K'_{\hat{a}(k)}(Y - L(\hat{d})) \tag{6.9}
\]

Let \( \kappa \) be the first nonzero entry of \( \hat{b}_{op}(k) \). Then estimate \( \hat{b}(k) \) is given as

\[
\hat{b}(k) = sgn(\kappa) \cdot \|b\|_2 \cdot \hat{b}_{op}(k) / \|\hat{b}_{op}(k)\|_2 \tag{6.10}
\]

such that the norm \( \|\hat{b}(k)\|_2 = \|b\|_2 \) and the first nonzero entry of \( \hat{b}(k) \) is positive.

Step 4: If a stopping criterion is satisfied, end iteration. Otherwise, \( k := k + 1 \) and go back to Step 2.

Note that \( K_{\hat{b}(k-1)} \) and \( K_{\hat{a}(k)} \) are constructed by replacing \( b \) and \( a \) with \( \hat{b}(k - 1) \) and \( \hat{a}(k) \), respectively, based on (6.4). As mentioned in Remark 6.2, estimating \( \hat{a}(k) \) and \( \hat{b}(k) \) can be permuted. We will analyze the convergence of our proposed NACS in next section Under Assumptions 6.1-6.4.
6.4 Convergence Analysis

In this section, we consider the convergence of the estimates $\hat{d}$, $\hat{b}$ and $\hat{a}$ in the common model (6.1) and (6.2). We first prove $\lim_{N \to \infty} \hat{d} = d$ almost surely. Then, based on this, we prove that $\lim_{N \to \infty} \hat{b} = b$ and $\lim_{N \to \infty} \hat{a} = a$ almost surely.

**Theorem 6.1.** For the estimates $\hat{d}$ in (6.7), we have $\lim_{N \to \infty} \hat{d} = d$ under Assumptions 6.1 and 6.3.

*Proof.* As shown in Theorem 3.1, we have $
abla \hat{d} = d + (G'G)^{-1}G'v$ and $\lim_{N \to \infty} tr((G'G)^{-1}) = 0$. Thus, we have this Theorem. \hfill \square

**Theorem 6.2.** Under Assumptions 6.1-6.4, when $N \to \infty$, using NACS algorithm to minimize biconvex cost function $J(\bar{a}, \bar{b})$ in (6.6) leads to a unique partial minimum point $(a, b)$, i.e., $\lim_{N \to \infty} \hat{b} = b$ and $\lim_{N \to \infty} \hat{a} = a$ almost surely.

*Proof.* From Theorem 6.1, we have $\hat{d} = d$ almost surely as $N \to \infty$ under Assumptions 6.1 and 6.3. Then the cost function in (6.5) becomes $J(\bar{a}, \bar{b})$ in (6.6). We first prove that the point $(a, b)$ corresponding to true parameters $a$ and $b$ is a partial optimum point of $J(\bar{a}, \bar{b})$. From (6.5), we get

$$J(a + \Delta a, b + \Delta b) = \sigma^2 v + \lim_{N \to \infty} \frac{1}{N} \|\Delta Y\|_2 \geq \lim_{N \to \infty} J_N(a, b) \geq \sigma^2 v$$

for any $\Delta a$ and $\Delta b$. This shows that $(a, b)$ is a global minimum point and of course a partial optimum point. Now we prove the uniqueness of the partial optimum point $(a, b)$ by contradiction. Assume that $(\hat{a}, \hat{b})$ is a partial optimum point with $\hat{a} \neq a$ or $\hat{b} \neq b$. We consider the following two cases:

**Case 1:** $\hat{a} \neq a$
In this case, let

$$J_{\Delta a}(\hat{a}, \hat{b}) = \lim_{\|\Delta a\|_2 \to 0} (J(\hat{a} + \Delta a, \hat{b}) - J(\hat{a}, \hat{b}))$$ (6.12)

We have

$$J_{\Delta a}(\hat{a}, \hat{b}) = \lim_{N \to \infty} \frac{1}{N}((\hat{a} + \Delta a)'K_b'K_b(\hat{a} + \Delta a)$$

$$- \hat{a}'K_b'K_b\hat{a} - 2(K_b\hat{a})'(K_b\Delta a))$$ (6.13)

From Assumption 6.4, we have

$$\lim_{N \to \infty} \frac{1}{N}K_b'K_b = \hat{b}'\hat{b}I$$

$$\lim_{N \to \infty} \frac{1}{N}K_b'K_b = b'bI$$ (6.14)

Then,

$$J_{\Delta a}(\hat{a}, \hat{b}) = \lim_{\|\Delta a\|_2 \to 0} 2((\Delta a)'\hat{a}\hat{b} - (\Delta a)'ab'\hat{b})$$ (6.15)

Let $\Delta a = \rho(a - \hat{a})$ where $\rho > 0$. As $\|\hat{b}\|_2 = \|b\|_2$, i.e. $\hat{b}'\hat{b} = b'b$. If $\hat{b} \neq b$,

$$\hat{b}'\hat{b} - \hat{b}'b \leq 0$$ (6.16)

Then, we have

$$J_{\Delta a}(\hat{a}, \hat{b}) = \lim_{\rho \to 0} 2(\rho(a - \hat{a})'\hat{a}\hat{b} - \rho(a - \hat{a})'ab'\hat{b})$$

$$\leq \lim_{\rho \to 0} 2(\rho(a - \hat{a})'\hat{a}\hat{b} - \rho(a - \hat{a})'ab'\hat{b})$$

$$= \lim_{\rho \to 0} 2(\rho(a - \hat{a})'(\hat{a} - a)b'\hat{b})$$

$$= -\lim_{\rho \to 0} 2\rho\|\Delta a\|_2^2b'\hat{b}$$ (6.17)

Let $\theta$ be the angle between $b$ and $\hat{b}$. Note that both the first nonzero entry of $\hat{b}$
and $b$ are positive under Assumption 6.2. Then we have $|\theta| < 90^\circ$, which gives $\hat{b}'\hat{b} = \|b\|_2\|\hat{b}\|_2\cos(\theta) > 0$. Thus, we have

$$J_{\Delta a}(\hat{a}, \hat{b}) < 0$$

(6.18)

as long as $\hat{b} \neq b$ and $\hat{a} \neq a$, which means $(\hat{a}, \hat{b})$ cannot be a partial optimum point in this case.

**Case 2:** $\hat{a} = a$ while $\hat{b} \neq b$.

In this case, let $\Delta b = \rho(b - \hat{b})$ where $\rho > 0$ and

$$J_{\Delta b}(\hat{a}, \hat{b}) = \lim_{\|\Delta b\|_2 \to 0} (J(\hat{a}, \hat{b} + \Delta b) - J(\hat{a}, \hat{b}))$$

Note that we still have $\|\hat{b}\| = \|b\|$. Then we obtain

$$J_{\Delta b}(\hat{a}, \hat{b}) = \lim_{\rho \to 0} 2(\rho(b - \hat{b})'\hat{b}a'\hat{a} - \rho(b - \hat{b})'ba'\hat{a})$$

$$= \lim_{\rho \to 0} 2(\rho(b - \hat{b})'ba'a - \rho(b - \hat{b})'ba'a)$$

$$= \lim_{\rho \to 0} 2\rho(b'\hat{b} - b'\hat{b} - b'b + \hat{b}b)a'a$$

$$= \lim_{\rho \to 0} 4\rho(b'\hat{b} - b'b)a'a$$

$$< 0$$

(6.19)

as long as $\hat{b} \neq b$.

So as long as the point $(\hat{a}, \hat{b})$ is different from $(a, b)$ in both Case 1 and Case 2, we can always find certain points in its neighborhood with smaller cost function values. This contradicts with the assumption that $(\hat{a}, \hat{b})$ is a partial optimum point. Therefore, the true parameter $(a, b)$ is the only partial optimum point of $J(\bar{a}, \bar{b})$.

Finally, based on Lemma 6.1, it is known that ACS converges to a partial optimum point. Thus the partial optimum is unique and corresponds to the true parameters $(a, b)$ under normalization. Therefore we have $\lim_{N \to \infty} \hat{b} = b$ and $\lim_{N \to \infty} \hat{a} = a$ almost surely and the conclusion of this Theorem holds. \[ \square \]

**Remark 6.4.** Note that $\hat{a}$ and $\hat{b}$ can be permuted as discussed in Remark 6.2.
employing the iterative algorithm, if the norm $\|\hat{b}\|_2$ is not fixed to $\|b\|_2$, the iteration sequence may diverge as explained below. Let $\hat{a}$ and $\hat{b}$ denote the current estimates of $a$ and $b$ at the $k$-th iteration. Without normalization, we cannot guarantee the condition in (6.16). The reason can be explained as follows. Since there may exist $\|\hat{b}\|_2 < \|b\|_2$ such that $\hat{b}'b > \hat{b}'\hat{b}$, which implies that there may exist certain directions along which the iteration point moves away from true parameter $a$ while the cost function decreases. This explains why a counterexample could be provided in [49] and the reason why we fix the norm of $\hat{b}$.

6.5 Applications in the Identification of Block-oriented Systems

6.5.1 A New Class of Block-oriented Nonlinear Systems

As mentioned in Chapter 2, a Hammerstein-Wiener system can be represented by the following equations with nonlinear input and output functions:

$$
\begin{align*}
    z_k &= c_1z_{k-1} + \ldots + c_n z_{k-n} + b_0 f(u_k) + \ldots + b_m f(u_{k-m}) + v_k \\
    y_k &= g(z_k)
\end{align*}
$$

(6.20)

where $c = [c_1 \ldots c_n]'$ and $b = [b_0 \ldots b_m]'$ are the unknown parameters, $\{u_k\}$ and $\{y_k\}$ are the input and output sequences respectively, $r = \max(n, m)$. The output nonlinear function $g(.)$ is an invertible function with its inverse function being $g^{-1}(.)$. Let the available input-output data be $\{u_k, y_k\}_{k=1}^{N}$. Even though Hammerstein-Wiener systems represent a fairly large class of systems in modeling practical nonlinear systems, we still feel that they are not sufficient to represent some more general nonlinear systems. This is why we consider the new class of
nonlinear systems generalized from the Hammerstein-Wiener systems in Chapter 2 as follows

\[ g^{-1}(y_k) = c_1g^{-1}(y_{k-1}) + ... + c_ng^{-1}(y_{k-n}) + b_0f_0(u_k) + ... + b_mf_m(u_{k-m}) + v_k \]  

(6.21)

In (6.21), if \( f_0(.) = ... = f_m(.) \), the model reduces to a Hammerstein-Wiener system in (6.21). In addition, if \( z = g(.) = y \) and \( f_0(u) = ... = f_m(u) \neq u \), the model is a Hammerstein system; if \( f_0(u) = ... = f_m(u) = u \) and \( z = g(.) \neq y \), it becomes a Wiener system. If \( f_0(u) = ... = f_m(u) = u \) and \( z = g(.) = y \), the nonlinear system becomes a linear system.

To have a unique representation of system (6.21), we have the following assumptions.

**Assumption 6.5.** The noise \( v_t \) is an i.i.d random variable with zero mean and finite variance \( \sigma^2_v \). The input is also an i.i.d random variable such that \( u_k \in U(-C, C) \).

**Assumption 6.6.** \( f_i(u_k) = a_{i0}k_0(u_k) + ... + a_{il}k_l(u_k) \) where \( k_0(.), ..., k_l(.) \) are orthonormal basis functions with \( k_0(.) = 1 \) and \( E(k_j(.)) = 0 \) (\( 1 \leq j \leq l \)) in the interval \([-C, C]\). The inverse of the output nonlinear function \( g(.) \) exists and can be represented by \( z_k = g^{-1}(y_k) = h_0k_0(y_k) + h_1k_1(y_k) + ... + h_lk_l(y_k) \).

**Assumption 6.7.** Assume that \( \|b\|_1 = 1 \) where the first nonzero entry of \( b \) is positive, \( h_1 = 1 \) and \( a_{i0} = 0 \) for \( i = 0, ..., m \).

### 6.5.2 Transformation to the Common model

To apply the proposed NACS in Section 6.2, we need to transform (6.21) to the form of the common model in (6.1) and (6.2). Based on Assumptions 6.6 and 6.7
we have

\[
k_1(y_k) = -(h_2 k_2(y_k) + \ldots + h_l k_l(y_k)) + c_0 + c_1 k_1(y_{k-1}) + c_n k_1(y_{k-n}) + \\
+ c_1 (h_2 k_2(y_{k-1}) + \ldots + h_l k_l(y_{k-1})) + \ldots + c_n (h_2 k_2(y_{k-n}) + \ldots + h_l k_l(y_{k-n})) \\
+ b_0 (a_0 k_1(u_k) + \ldots + a_0 k_l(u_k)) \\
+ \ldots + b_m (a_{m1} k_1(u_{k-m}) + \ldots + a_{ml} k_1(u_{k-m})) + v_k
\]

(6.22)

where

\[
c_0 = (\sum_{i=1}^n c_i - 1) h_0 + \sum_{i=0}^m b_i a_i
\]

(6.23)

is the constant part.

**Remark 6.5.** Note that the Legendre polynomials \(k_0(u), \ldots, k_j(u), \ldots, k_l(u)\) are well known orthonormal basis functions in the interval \([-1, 1]\) with \(k_0(u) = 1\) and \(E(k_j(u)) = 0\) where \(0 \leq j \leq l\) denotes the order of each basis function. Legendre polynomial \(k_j(u)\) can be produced using Rodrigues’ formula: \(k_j(u) = \frac{1}{2^j j!} \frac{d^j}{du^j}(u^2 - 1)^j\). Based on Legendre polynomials, it is easy to construct orthonormal basis functions in the interval \([-C, C]\) by the substitution \(k_j(u) := k_j\left(\frac{u}{C}\right)\) for \(j = 0, \ldots, l\).

**Remark 6.6.** Note that the constant term \(c_0\) is \((\sum_{i=1}^n c_i - 1) h_0 + \sum_{i=0}^m b_i a_i\) in (6.23). Then it is impossible to estimate the coefficients of constant basis function \(k_0(.)\) (\(h_0\) and \(a_{i0}\) for \(i = 0, \ldots, m\)) from \(c_0\). This is due to the existence of a constant deflection in identifying block-oriented systems such as Hammerstein-Wiener systems [59]. Note that scalar deflection also exists as seen in [59]. To avoid the constant deflection, we assume that \(f_i(u)\) satisfies that \(E(f_i(u)) = 0\) on \([-C, C]\), i.e., \(a_{i0} = 0\) for \(i = 0, \ldots, m\) in Assumption 6.7. Then we have \(c_0 = (\sum_{i=1}^n c_i - 1) h_0\) and then \(h_0 = c_0/(\sum_{i=1}^n c_i - 1)\), which implies the estimate \(\hat{h}_0 = \hat{c}_0/(\sum_{i=1}^n \hat{c}_i - 1)\). To avoid scalar deflection, it is assumed that \(\|b\|_1 = 1\) where the first nonzero entry of \(b\) is positive and \(h_1 = 1\). Thus, a unique representation of the nonlinear system can be obtained. However, even when \(E(f_i(u)) \neq 0\), \(c_0\)
is still identifiable, although $h_0$ and $a_{i0}$ cannot be identified. This means that the system (6.22) can still be identified although the constant terms cannot be separated between each static functions.

Denote $\{z_k\}_{k=k_0}^N$ as $\{z_k\}_{k=k_0}^N = [z_{k_0} \ldots z_N]'$ where $k_0 \leq N$. In other words, $\{\cdot\}_{k=k_0}^N$ is treated as a column vector. Let

\[
Y = \{k_0(y_k)\}_{k=1}^N
\]

\[
v = \{v_k\}_{k=1}^N
\]

\[
Y_1 = \{-h_2k_2(y_k) + \ldots + h_lk_l(y_k)\} + c_0 + c_1k_1(y_{k-1}) + c_nk_1(y_{k-n})\}_{k=1}^N
\]

\[
Y_2 = \{c_1(h_2k_2(y_{k-1}) + \ldots + h_lk_l(y_{k-1})) + \ldots + c_n(h_2k_2(y_{k-n}) + \ldots + h_lk_l(y_{k-n}))\}_{k=1}^N
\]

\[
Y_3 = \{b_0(a_0k_1(u_k) + \ldots + a_0k_1(u_k)) + \ldots + b_n(a_mk_1(u_{k-m}) + \ldots + a fk_{l}(u_{k-f}))\}_{k=1}^N
\]

We have

\[
Y = Y_1 + Y_2 + Y_3 + v
\]

\[
= Gd + K_1\gamma_1 + K_2\gamma_2 + v
\]

where

\[
Y_1 = Gd
\]

\[
Y_2 = K_1\gamma_1
\]

\[
Y_3 = K_2\gamma_2 = b_0K_1a_0 + \ldots + b_mK_ma_m
\]
and

$$G = \begin{bmatrix} -k_2(y_1) & \cdots & k_l(y_1) & 1 & k_1(y_0) & \cdots & k_1(y_{1-n}) \\ \vdots & \cdots & \vdots & \vdots & \cdots & \vdots & \vdots \\ -k_2(y_N) & \cdots & k_l(y_N) & 1 & k_1(y_{N-1}) & \cdots & k_1(y_{N-n}) \end{bmatrix} \in \mathbb{R}^{N \times (n+l)}$$

$$d = \begin{bmatrix} h_2 & \cdots & h_l & c_0 & c_1 & \cdots & c_n \end{bmatrix}'$$

$$K_1 = \begin{bmatrix} k_2(y_0) & \cdots & k_l(y_0) & k_2(y_{1-n}) & \cdots & k_l(y_{1-n}) \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\ k_2(y_{N-1}) & \cdots & k_l(y_{N-1}) & k_2(y_{N-n}) & \cdots & k_l(y_{N-n}) \end{bmatrix} \in \mathbb{R}^{N \times nl}$$

$$\gamma_1 = \begin{bmatrix} c_1h_2 & \cdots & c_1h_l & c_nh_2 & \cdots & c_nh_l \end{bmatrix}$$

$$K_2 = \begin{bmatrix} k_1(u_1) & \cdots & k_l(u_1) & k_1(u_{1-m}) & \cdots & k_l(u_{1-m}) \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\ k_1(u_N) & \cdots & k_l(u_N) & k_1(u_{N-m}) & \cdots & k_l(u_{N-m}) \end{bmatrix} \in \mathbb{R}^{N \times (l+1)m}$$

$$\gamma_2 = \begin{bmatrix} b_0a_0 & \cdots & b_ma_m \end{bmatrix} = \begin{bmatrix} b_0a_{01} & \cdots & b_ma_{m1} & \cdots & b_ma_{ml} \end{bmatrix}'$$

$$a_i = \begin{bmatrix} a_{i1} & \cdots & a_{il} \end{bmatrix}', i = 0, \ldots, m$$

Note that when the elements in $d$ are known, $\gamma_1$ is also obtained as in (6.27), namely $\gamma_1 = r(d)$. We have

$$L(d) = Gd + K_1\gamma = Gd + K_1r(d) \quad (6.28)$$

Then the common model can be obtained as

$$Y = Gd + K\gamma + v \quad (6.29)$$

$$Y - L(d) = b_0K_1a_0 + \cdots + b_mK_ma_m + v \quad (6.30)$$
where

\[
K_i = \begin{bmatrix}
    k_0(u_{1-i}) & \ldots & k_l(u_{1-i}) \\
    \vdots & \ddots & \vdots \\
    k_0(u_{N-i}) & \ldots & k_l(u_{N-i})
\end{bmatrix} \in \mathbb{R}^{N \times (l+1)}, i = 0, 1, \ldots, m
\]  

(6.31)

**Assumption 6.8.** \([G K]\) in (6.29) is the same as in Assumption 6.3.

**Remark 6.7.** The model in (6.29) and (6.30) are identical to the common model (6.1) and (6.2). So the convergence property of the estimates of (6.29) and (6.30) can be achieved provided that Assumptions 6.1-6.4 are all satisfied. Note that Assumptions 6.1-6.3 can be directly achieved under Assumptions 6.5 - 6.8. We now focus on how the condition in Assumption 6.4 is satisfied.

Let \(K = [K_1 \ldots K_m]\) where \(K_i\) for \(i = 0, \ldots, m\) is defined in (6.31) and we have the following Lemma.

**Lemma 6.3.** Under Assumption 6.5, \(K\) can be constructed such that \(\lim_{N \to \infty} \frac{K'K}{N} = I\) almost surely.

**Proof.** As the basis functions \(k_0(.)\), \(k_1(.)\), \ldots, \(k_l(.)\) are orthonormal on the interval \([-C, C]\), we have \(\int_{-C}^{C} k_i(u)k_j(u)du = \delta(i-j)\) where \(\delta(.)\) is 1 if and only if \(i = j\), otherwise, \(\delta(i-j) = 0\). Note that \(k_0(.) = 1\) and then \(\int_{-C}^{C} k_j(u)du = \delta(j)\). This means \(k_i(u_t)\) and \(k_j(u_t)\) \((i, j > 0\text{ and } i \neq j)\) are independent variables with zero mean and variance 1 on the interval \([-C, C]\) under Assumptions 6.5. It is known that as long as \(u_t\) and \(u_\tilde{t}\) \((t \neq \tilde{t})\) are i.i.d, \(k_j(u_t)\) and \(k_j(u_\tilde{t})\) for \(1 \leq j \leq l\) are also i.i.d. Then \(k_j(u_t)\) and \(k_j(u_\tilde{t})\) are independent variables with zero mean and variance 1 on \([-C, C]\). Thus all elements in \(K\) are random variables with zero mean and variance 1. So we have \(\lim_{N \to \infty} \frac{K'K}{N} = I\) almost surely. \(\Box\)
Remark 6.8. Note that almost surely means that an event occurs with probability 1. In Lemma 6.3, it is possible that \( K \) is a singular matrix in one realization for a particular sequence \( \{u_t\} \) but the measure of such a sequence is zero, namely, such an event occurs with probability 0.

6.6 Discussion of Model Generalization

As seen in system model (6.21), \( f_i \) is assumed as \( f_i(u_k) = a_{i0}k_0(u_k) + ... + a_{il}k_l(u_k) \).
So \( f_i \) can be different functions for different \( i \) while there is only one output function \( g(.) \). In this section, we discuss whether we can generalize the system model in (6.21) to the following two cases.

Case 1: Is it possible that there are multiple static functions on the output block?

In this case, we investigate whether the system model in (6.21) can be generalized to

\[
g_0^{-1}(y_k) = c_1g_1^{-1}(y_{k-1}) + ... + c_ng_n^{-1}(y_{k-n}) + b_0f_0(u_k) + ... + b_mf_m(u_{k-m}) + v_k
\]  

(6.32)
i.e, there are \( n + 1 \) output functions to be estimated.

Remark 6.9. To guarantee the convergence of the estimates in (6.21), the i.i.d assumption of \( \{u_k\} \) is required as shown in Assumption 6.5 to make sure that \( \lim_{N \to \infty} \frac{K'K}{N} = I \) in Lemma 6.3. Note that the i.i.d of \( u_k \) and \( u_{k-1} \) can be satisfied in designing the input sequence. However, we notice that the outputs \( y_k \) and \( y_{k-1} \) are dependent due to the dependence of \( z_k \) and \( z_{k-1} \). So we cannot guarantee the convergence of the estimates in (6.32) in this case. Then the system in model (6.21) cannot be generalized to Case 1 by using our proposed method.
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However, Remark 6.9 actually points out a potential future research topic, i.e., how to construct a matrix $K$ such that $\lim_{N \to \infty} \frac{K^TK}{N} = I$ based on the output observation sequence $\{y_k\}$ that is not an i.i.d sequence. If one can achieve this, then the system model can be generalized to Case 1.

**Case 2:** Is it possible that $f_i(.)$ is allowed a general nonlinear function in the input block?

For a general function $f_i(u_k)$ in the interval $[-C, C]$, we assume that $f_i(u_k) = a_{i0}k_0(u_k) + ... + a_{il}k_l(u_k) + \varepsilon_k$ where $\varepsilon_k$ denotes the approximation error at $u_k$. To avoid constant deflection, assume that $a_{i0} = 0$. In this case, (6.29) and (6.30) become

\begin{align}
Y &= \mathcal{G}d + K\gamma + \varepsilon + v \\
Y - L(d) &= b_0K_1a_0 + ... + b_mA_m\varepsilon + \tilde{\varepsilon} + v
\end{align}

where $\varepsilon = [\varepsilon_1 ... \varepsilon_N]'$ and $\tilde{\varepsilon} = [\tilde{\varepsilon}_1 ... \tilde{\varepsilon}_N]'$ are the approximation error vectors. We know that the variance of $\varepsilon_k$ and $\tilde{\varepsilon}_k$ are dependent on $N$ denoted as $D(\varepsilon_k) = \sigma_\varepsilon^2(N)$ and $D(\tilde{\varepsilon}_k) = \sigma_{\tilde{\varepsilon}}^2(N)$, respectively. Note that $\sigma_\varepsilon^2(N)$ and $D(\tilde{\varepsilon}_k)$ approach zero almost surely as the number of basis functions approaches infinity. Then (6.33) and (6.34) will tend to (6.29) and (6.30) as $N \to \infty$ and the proposed algorithm can be applied. Even if $a_{i0} \neq 0$, we can still identify the system without separating the constant terms in all the static functions as discussed in Remark 6.6. Then it is possible to generalize $f_i(.)$ to a general nonlinear function.
6.7 Simulation Results

For the illustration of our proposed method, we consider the following block-oriented system which is more general than a Hammerstern-Wiener system.

\[
g^{-1}(y_k) = 0.4g^{-1}(y_{k-1}) + 0.1g^{-1}(y_{k-2}) + 0.6f_0(u_k) + 0.3f_1(u_{k-1}) + 0.1f_1(u_{k-2}) + v_k
\]

\[
f_0(u) = 0.9k_1(u_k) + 0.8k_2(u_k) + 0.7k_3(u_k)
\]

\[
f_1(u) = 0.6k_1(u_{k-1}) + 0.5k_2(u_{k-1}) + 0.4k_3(u_{k-1})
\]

\[
f_2(u) = 0.3k_1(u_{k-2}) + 0.2k_2(u_{k-2}) + 0.1k_3(u_{k-2})
\]

\[
g^{-1}(y) = 0.2k_0(y_k) + k_1(y_k) + 0.2k_2(y_k) + 0.3k_3(y_k)
\]

where \(v_k\) is zero mean with \(\sigma_v^2 = 0.1\) and \(k_i(.)\) for \(i = 0, 1, ..., 3\), are the Legendre polynomial functions (as seen in Remark 6.5) which are \(k_0(u) = 1\), \(k_1(u) = u\), \(k_2(u) = \frac{1}{2}(3u^2 - 1)\) and \(k_3(u) = \frac{1}{2}(5u^3 - 3u)\). By transforming the above model into the common model in (6.29) and (6.30), the true parameters in the common model are given as \(d = [h_2 \ h_3 \ c_0 \ c_1 \ c_2]' = [0.2 \ 0.3 \ -0.1 \ 0.4 \ 0.1]'\), \(b = [b_0 \ b_1 \ b_2]' = [0.6 \ 0.3 \ 0.1]'\) and \(a = [a_0 \ a_1 \ a_2] = [a_{01} \ a_{02} \ a_{03} \ a_{11} \ a_{12} \ a_{13} \ a_{21} \ a_{22} \ a_{23}] = [0.9 \ 0.8 \ 0.7 \ 0.6 \ 0.5 \ 0.4 \ 0.3 \ 0.2 \ 0.1]'\) (Note that \(c_0 = (\sum_{i=1}^{2} c_i - 1)h_0\) and \(h_1 = 1\). To consist with the assumption, we have \(\|b\|_1 = 1\) and input sequence is designed such that it is uniformly distributed in the interval \([-1, 1]\) \((C = 1)\). In order to estimate both the parameters and nonlinear functions, we choose \(N = 1000\) and the steps of identifying the above model are summarized as follows:

1) Collect the output sequence \(\{y_k\}_{k=-1}^{N}\) based on the white noise input sequence \(\{u_k\}_{k=-1}^{N} \in [-1, 1]\).

2) Construct observation vector \(Y = [k_1(y_1) \ ... \ k_1(y_N)]'\), \(G\) and \(K\) based on (6.27), \(K = [K_0 \ K_1 \ ... \ K_2]\) based on (6.31) by using the input and output.
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sequences. We also have $L(\hat{d})$ given in (6.28). Then, we obtain the common model in (6.29) and (6.30), which are identical to (6.1) and (6.2).

3) Initialize and employ the NACS algorithm in Section 5.3.2 to obtain estimates of parameters in the common model (6.1) and (6.2).

The initial values of the estimates are arbitrarily given. By employing the above identification procedure, we obtain the estimates as

$$\hat{d} = [0.2010 0.3008 \ -0.9890 0.3983 0.1007]'$$

$$\hat{b} = [0.6021 0.2986 0.9993]'$$

$$\hat{a} = [0.8990 0.8015 0.7010 0.6012 0.4995 0.4007 0.3006 0.1896 0.1004]'$$

and $\hat{h}_0 = \hat{c}_0/(\sum_{i=1}^{2} \hat{c}_i - 1) = 0.2011$. Actually, estimation error of NACS depends on the number of data points $N$. Let the $l_1$ norm of error be $\|e\|_1 = \|\hat{a} - a\|_1 + \|\hat{b} - b\|_1 + \|\hat{d} - d\|_1$. Figure 6.2 shows how the $l_1$ norm of the error changes with the number of data points $N$. We can see that the error converges to zero and thus gives us a satisfactory result.

6.8 Conclusion

In this chapter, we focus on the biconvex optimization in the identification of block-oriented systems. We propose a common model on the basis of the new class of block-oriented nonlinear systems introduced in Chapter 2. It is shown that identifying the common model can be formulated as a biconvex optimization problem with a suitable biconvex cost function. Such a biconvex optimization problem only needs to find the unique partial optimum point of its biconvex cost function on a convex set. The normalized alternative convex search (NACS) algorithm is proposed with the guaranteed convergence property. This provides a
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unified framework for the identification of block-oriented systems. On the other hand, we also solve the problem that Hammerstein or Wiener systems as well as Hammerstein-Wiener systems need a proper initialization as pointed out in [49] [48] [80].
Chapter 7

Identification of Wiener Systems with Clipped Observations

In previous chapters, we consider identification of block-oriented nonlinear systems based on designed input data and directly measured output data. While in some cases, the system outputs need to be transmitted by binary sensors. This leads to clipped outputs. In this chapter, we focus on the parametric version of Wiener systems where both the linear and nonlinear parts are identified with clipped observations in the presence of internal and external noises. Also the static functions are allowed non-invertible. We propose a classification based SVM and formulate the identification problem as a convex optimization. The solution to the optimization problem converges to the true parameters of the linear system if it is an FIR system, even though clipping reduces a great deal of information about the system characteristics. In identifying a Wiener system with a stable IIR system, an FIR system is used to approximate it and the problem is converted to identify the FIR system together with solving a set of nonlinear equations. This leads to biased estimates of parameters in the IIR system while the bias could be controlled by
choosing the order of the approximated FIR system.

7.1 Introduction

A Wiener system consists of a linear dynamic system (FIR or IIR) followed by a nonlinear static function and its identification has been well studied in [27] [85] [30] [56] and [86]. In engineering, binary-valued sensor is commonly used for its convenience such as ease for transmitting the measured signals in communication systems compared with conventional sensors [86]. Binary-valued sensor produces output clipping. When the output of a Wiener system is observed through a binary-valued sensor, it can be represented as a Wiener system with clipped output observations [87]. In this chapter, we concern the parametric version of such Wiener systems where both the linear and nonlinear parts are identified in the presence of internal and external noises. The new identification approach is achieved by using support vector machines (SVM) [88]-[82] from classification point of view.

It is noted that SVM and LS-SVM in identifying Wiener systems is not new, especially LS-SVM has become a very powerful tool in both Wiener systems and Hammerstern-Wiener systems identification [90] [91] [40] [26]. However, these methods are based on SVM for regression instead of classification. Though SVM for classification and regression are similar, they play very different roles in Wiener systems identification. For example, as seen in the LS-SVM for regression based methods [91] [40], in order to identify the parameters in the linear system, the static function is required to be invertible, as this enables the output of the linear system to be represented as a function of the output of the static function. LS-SVM for regression based method becomes unapplicable if the static function in a Wiener system is non-invertible. Note that a clipped observer actually denotes
a non-invertible function. Thus, LS-SVM for regression based method cannot be applied here to identify the parameters in the linear part of the Wiener system with clipped observations. In fact, there are only few papers addressing non-invertible functions in Wiener systems by using nonparametric approaches, see, for example, [27][78]. As pointed out in [86] [92], clipped (binary-valued) observations provide very limited information on the system output and hence introduce difficulties in system modeling, identification, and control.

The main contribution of this chapter is to propose a classification based SVM approach so that the parameters in the linear system can be estimated even when the static function is non-invertible, the output observations are clipped and in the presence of both internal and external noises. The consistency of the estimated parameters is established when the linear system is FIR. When the linear system is a stable IIR system, an FIR system can be used to approximate it and the problem is converted to identifying the FIR system together with solving a set of nonlinear equations. Based on trust region algorithm [93], a scheme is developed to solve the nonlinear equations. The approximation leads to biased estimates of parameters in the IIR system while the bias could be controlled by choosing the approximation order of the FIR system. It is also worth pointing out that only sign information of system outputs, which is equivalent to clipped observations, is considered in schemes [86][94] [95] [54] [97]. However, our ideas and approaches are different from these schemes. For example, the idea in [86] is to decompose the identification problem into a finite number of core identification and only FIR linear models are considered.
7.2 Problem Formulation with Two-classes Classification SVM

Wiener systems which belong to the class of block-oriented [56] nonlinear systems can be represented as

\[ z_k = a_1 z_{k-1} + ... + a_n z_{k-n} + b_0 u_k + ... + b_m u_{k-m} + \eta_k, \]
\[ y_k = g(z_k) + e_k = c_1 k_1(z_k) + ... + c_h k_h(z_k) + e_k \]  \hspace{1cm} (7.1)

where \( u_k \) and \( y_k \) are the system input and output, \( \eta_k \) and \( e_k \) denote the internal and external noises, integers \( n \) and \( m \) denote the known system order, \( g(.) \) is a static function with unknown parameters \( c = [c_1...c_h]^T \) but known function basis \( k_1(\cdot), ..., k_h(\cdot) \), \( a = [a_1...a_n]^T \) and \( b = [b_0...b_m]^T \) are vectors with unknown parameters in the linear system, and \( z_1, ..., z_{r-1} = 0 \) where \( r = \min(m,n) + 1 \).

A Wiener system with clipped observations is shown in Figure 7.1. We have

\[ Y_k = sgn[y_k - C] \] with \( C \) being a known threshold and is assumed to be 0 in this chapter.

**Remark 7.1.** As \( Y_k = sgn(y_k - C) \), all moments of \( Y_k \) depend merely on the distribution of \( y_k \). \( C \) is a threshold such that \( E(y_k) = 1 - 2P_y(C) = 0 \) and \( \text{var}(y_k) = 1 - (1 - 2P_y(C))^2 \), i.e., \( P_y(C) = \frac{1}{2} \) where \( P_y(C) \) is the probability of the event \( y_k \leq C \).
Assumption 7.1. \( g(z) \) satisfies that \( z(g(z) - C) \geq 0 \).

Assumption 7.2. Input \( u_k \) is a symmetric i.i.d process and the noises \( \eta_k \in [-d, d] \), \( e_k \in [-e, e] \) are bounded white noises.

Assumption 7.3. The linear system is stable. \( b = [b_0, ..., b_m]^T \in B \) where \( B \) is a bounded set and \( b_0 = 1 \).

Note that \( b_0 = 1 \) is to obtain a unique representation of the system. Our objective is to estimate \( a, b \) and \( c \) only using the input and the signs of the output. We first formulate the identification problem for an FIR system \((a = [0 ... 0]^T)\), which will be extended to IIR systems in Section 7.4. Under Assumption 7.1, we have

\[
Y_k = \text{sgn}(g(b_0u_k + ... + b_mu_{k-m})) = \text{sgn}(b_0u_k + ... + b_mu_{k-m})
\]  

(7.2)

for the noise free case. Note that \( b_0u_k + ... + b_mu_{k-m} = 0 \) denotes a hyperplane in \( \mathbb{R}^{m+1} \). Let \( x_k = (u_k, ..., u_{k-m})^T \in \mathcal{X} = \mathbb{R}^{m+1} \) and \( Y_k = \text{sgn}(y_k) \in \mathcal{Y} = \{-1, 1\} \).

We identify the system using methodologies in classification based on \( N \) pairs of training data \( T_N = \{(x_1, Y_1), ..., (x_N, Y_N)\} \). As \( \{x_k\} \) is an overlapping sequence, \( z_k \) and \( z_{k+m'} \) are dependent if \( m' \leq m \). But as long as \( m' > m \), \( z_k \) and \( z_{k+m'} \) become independent, i.e, \( y_k \) and \( y_{k+m'} \) become independent. Let \( m' = m + 1 \) and \( N = lm' \). Through sampling, we can obtain i.i.d \( l \) pairs of training data \( T_l = \{(x_1, Y_1), (x_{2m'-m}, Y_{2m'-m}), ..., (x_{lm'-m}, Y_{lm'-m})\} \in \{\mathcal{X} \times \mathcal{Y}\} \). For simplicity of expression, the i.i.d \( T_l \) is written as \( T_l = \{(x_1, Y_1), ..., (x_l, Y_l)\} \). For a given parameter \( b \) one can define a hyperplane \( h(x) = x^T b = 0 \). Then the classification rule is based on the following decision function

\[
H(x) = \text{sgn}(h(x)) = \text{sgn}(x^T b)
\]  

(7.3)

i.e, if \( H(x) = 1 \), \( x \) is determined to belong to class +1; otherwise it is determined...
7.2 Problem Formulation with Two-classes Classification SVM

Remark 7.2. As original training set $T_N$ is transformed into $T_l$, we actually reduce the size of data from $N$ to $l$ being of length $N/m'$. The remaining of data is wasted. Based on Lemma 12.5 in [56], $T_N$ can be divided into $m'$ blocks of training data set $T_1^1, ..., T_{m'}^l$ such that the data points are i.i.d in each block. So the data belonging to each block can all be used to estimate $b$. This process will give $m'$ estimates of $b$. The final estimation of $b$ can be obtained by taking the average of these estimates. Possibly we can obtain a better estimate with lower variance.

Definition 7.1. 0-1 loss function is given by $c(Y, H(x)) = 0$ when $Y = H(x)$ and $c(Y, H(x)) = 1$ when $y \neq H(x)$.

Definition 7.2. Empiric risk: The empiric risk of a decision function $H(x) = \text{sgn}(x^T b)$ is defined as $R_{emp}^l(b) = \frac{1}{l} \sum_{k=1}^{l} c(x_k, Y_k, H(x_k)) = \frac{1}{l} \sum_{k=1}^{l} c(x_k, Y_k, \text{sgn}(x_k^T b))$ based on the $l$ pairs of training data in $T_l$.

Definition 7.3. Expected risk: Suppose $P(x, y)$ is a probability distribution on $\mathcal{X} \times \mathcal{Y}$. The expected risk of $H(x) = \text{sgn}(x^T b)$ is defined as $R(b) = E(c(y, H(x))) = E(c(y, \text{sgn}(x^T b))) = \int_{\mathcal{X} \times \mathcal{Y}} c(y, \text{sgn}(x^T b)) dP(x, y)$.

The identification problem is formulated as a classification problem of finding a decision function $H(x)$ such that a suitably defined risk is minimized. In the presence of noise, we cannot correctly classify all the data points such that $\forall k, Y_k x_k^T b \geq 1$. Then slack variables $\xi = (\xi_1, ..., \xi_k, ..., \xi_l)$ are introduced such that $\forall k, Y_k x_k^T b \geq (1 - \xi_k)$. Here we apply classification SVM based approach to minimize a penalized risk as follows

$$\min_{\{b, \xi\}} \frac{1}{2} b^T b + \gamma \sum_{k=1}^{l} \xi_k \quad \text{s.t} \quad Y_k x_k^T b \geq (1 - \xi_k), \quad \xi_k \geq 0 \quad (7.4)$$

where $\gamma$ is a penalized factor that plays the role of regularization. By minimizing
the empirical risk through choosing a proper penalized factor $\gamma$, (7.4) is to determine a decision function which is restricted to the class of linear planes. With (7.4), a quadratic function is minimized under linear inequality constraints. So it is a convex optimization problem. Based on SVM, the estimate denoted as $\hat{b}_l^{svm}$ which minimizes the cost function in (7.4) is

$$\hat{b}_l^{svm} = \sum_{k=1}^{l} \alpha_k^* Y_k x_k$$ (7.5)

where $\alpha_k^*$, $k = 1, \ldots, l$ can be easily and uniquely obtained by solving the dual problem of (7.4) as in [88]-[82]. We know that very few $\alpha_k^*$ are non-zero. The corresponding data points with nonzero $\alpha_k^*$ are called support vectors.

**Definition 7.4.** Define $R_l^{svm}(b) = \frac{1}{l} \sum_{k=1}^{l} \xi_k = \frac{1}{l} \sum_{k=1}^{l} \max(0, 1 - Y_k b^T x_k)$ which is the risk term in (7.4).

If the VapnikChervonenkis (VC) dimension of the hyperplane $h(x)$ is fixed, SVM tends to minimize $R_l^{svm}(b)$ as $l$ becomes large. Let $\hat{b}_l^{svm}$ and $\hat{b}_l^{emp}$ be the minimum points of $R_l^{svm}(b)$ and $R_l^{emp}(b)$, respectively. Then, based on [98], we have the following Lemma.

**Lemma 7.1.** $\lim_{l \to \infty} \hat{b}_l^{svm} = \lim_{l \to \infty} \hat{b}_l^{emp}$.

**Proof.** This result is the conclusion of [98]. In [98], it is concluded that by minimizing $R_l^{svm}(b)$, one also indirectly minimizes the empirical risk $R_l^{emp}(b)$ (classification error) as $l \to \infty$. They both converge to the optimal Bayes error. \hfill \Box

**Remark 7.3.** Let $b^*$ be the true parameter of $b$. Our aim is to show that $\lim_{l \to \infty} \hat{b}_l^{svm} = b^*$. Based on Lemma 7.1, this can be ensured if we can show that $\lim_{l \to \infty} \hat{b}_l^{emp} = b^*$.

In next section, we will analyze how $\hat{b}_l^{emp}$ converges to $b^*$. 
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7.3 Convergence Analysis

Lemma 7.2. ([88]) Assume that the data set \( T_l \) is i.i.d. For an arbitrary \( b \in B \), \( R_l^{\text{emp}}(b) \) and \( R(b) \) can be defined. Let \( Q(l) = \sup_{b \in B} |R(b) - R_l^{\text{emp}}(b)| \). We have \( Q(l) \to 0 \) almost surely (a.s) when \( l \to \infty \).

Proof. The proof follows directly from Theorem 5.3 in [88]. Note that \( R_l^{\text{emp}}(b) \) and \( R(b) \) in this chapter are considered as \( R_l^{\text{emp}}(f) \) and \( R(f) \) in [88], respectively. In [88], it is shown that \( P(Q(l) > \varepsilon) \leq 4V_{ch}(l)e^{(-\frac{\varepsilon^2}{8})} \) where \( V_{ch}(l) \) denotes the VC dimension of the hyperplane \( h(x) \) in the decision function. In this chapter, \( h(x) \) is a linear plane with dimension \( m + 1 \), so \( V_{ch}(l) = m + 2 \). Then \( P(Q(l) > \varepsilon) \leq 4(m + 2)e^{(-\frac{\varepsilon^2}{8})} \). Obviously, \( \sum_{l=1}^{\infty} P(Q(l) > \varepsilon) = 4(m + 2)\frac{e^{-\varepsilon^2/8}}{1-e^{-\varepsilon^2/8}} < \infty \). Thus we can conclude that \( Q(l) \to 0 \) almost surely (a.s) when \( l \to \infty \) by Bore-Cantelli Lemma.

Remark 7.4. The necessary and sufficient condition of \( Q(l) \to 0 \) as \( l \to \infty \) almost surely is presented in the Theorem of [99] and [100]. The condition is that the VC dimension of the decision function \( H(x) = \text{sgn}(h(x)) \) denoted as \( V_{ch}(l) \) satisfies that \( \lim_{l \to \infty} \frac{V_{ch}(l)}{l} = 0 \) almost surely [99] [100]. On the other hand, in [82], it is also shown that upper bound \( Q(l) \) is a decreasing function of \( \|b\| \). This explains why we minimize \( b^Tb \) in (7.4). Lemma 7.2 basically shows that \( R_l^{\text{emp}}(b) \) converges to \( R(b) \) as \( l \to \infty \) (a.s). To show \( \hat{b}_l^{\text{emp}} \) converging to \( b^* \), we only need to prove the minimizer of \( R(b) \) corresponds to the true parameter \( b^* \). Since the expressions of \( R(b) \) are different for the noise free case and noise cases. We analyze these cases separately.
7.3.1 Convergence Analysis for Noise Free Case

In this case, the two-class data are linearly classifiable. As shown in Figure 7.2(a), \( h(x) = x^T b = 0 \) is a decision hyperplane and \( h^*(x) = x^T b^* = 0 \) is the true hyperplane. Let \( S \) be the total space and \( S_1, S_2 \) be the regions between \( h(x) = 0 \) and \( h^*(x) = 0 \), and \( A, A_1 \) and \( A_2 \) be the volume of \( S, S_1 \) and \( S_2 \), respectively. Obviously \( S_1 \) and \( S_2 \) denote the sets which cannot be correctly classified by \( H(x) \). \( S_1 \cup S_3 \) is the region above \( h^*(x) = 0 \) denoting the region where the first class data points locate, while \( S_2 \cup S_4 \) below \( h^*(x) = 0 \) denotes the region where the second class data points locate. In space \( \mathcal{X} \times \mathcal{Y} \), assume that the probability density function \( p(x, y) \) is given as

\[
\begin{align*}
p(x, 1) &= \begin{cases} 
\frac{p(x)}{A} & h^*(x) \geq 0, \text{ i.e. } x \in S_1 \cup S_3 \\
0 & h^*(x) \leq 0, \text{ i.e. } x \in S_2 \cup S_4 
\end{cases} \\
p(x, -1) &= \begin{cases} 
0 & h^*(x) \geq 0, \text{ i.e. } x \in S_1 \cup S_3 \\
\frac{p(x)}{A} & h^*(x) \leq 0 \text{ i.e. } x \in S_2 \cup S_4 
\end{cases}
\end{align*}
\]

where \( p(x) \) is a probability density function such that \( \int_{x \in \mathcal{X}} (p(x, 1) + p(x, -1))dx = 1 \), \( p(Y = 1) = \int_{h^*(x) \geq 0} \frac{p(x)}{A}dx = \frac{1}{2} \), \( p(Y = -1) = \int_{h^*(x) \leq 0} \frac{p(x)}{A}dx = \frac{1}{2} \) and \( p(y = 1|h^*(x) \geq 0) = p(y = -1|h^*(x) < 0) = 1 \).
Lemma 7.3. \( R(b) \) is an increasing function of \( A_1 \) and \( A_2 \).

**Proof.** Note that

\[
R(b) = \int_{X \times Y} c(Y, H(x))d(P(x, y))
\]

\[
= \int_X c(-1, H(x))p(x, -1)dx + \int_X c(-1, H(x))p(x, 1)dx
\]

As \( H(x) = 1 \) if \( x \in S_2 \cup S_3 \) and \( H(x) = -1 \) if \( x \in S_1 \cup S_4 \). Then

\[
R(b) = \int_{x \in S_1} c(-1, -1)0dx + \int_{x \in S_2} c(-1, 1)\frac{p(x)}{A}dx + \int_{x \in S_3} c(1, -1)0dx
\]

\[
+ \int_{x \in S_4} c(1, 1)0dx + \int_{x \in S_1} c(1, -1)0dx
\]

Thus, \( R(b) \) is an increasing function of \( A_1 \) and \( A_2 \).

**Theorem 7.1.** The estimate \( \hat{b}_{l_{svm}} \) in (7.5) satisfies that

\[
\lim_{l \to \infty} \hat{b}_{l_{svm}} = \lim_{l \to \infty} \hat{b}_{l_{emp}} = b^* \text{ (a.s)}
\]

for the noise free case.

**Proof.** From Lemma 7.2 , we have \( \lim_{l \to \infty} R_{emp}(b) = R(b) \) (a.s). From Lemma 7.3, \( R(b) \) obtains its minimum point if and only if \( A_1, A_2 \to 0 \) (a.s), which gives \( \lim_{l \to \infty} \hat{b}_{l_{emp}} = b^* \) (a.s). Based on Lemma 7.1, we have \( \lim_{l \to \infty} \hat{b}_{l_{svm}} = b^* \) (a.s).
7.3 Convergence Analysis

7.3.2 Convergence Analysis in the Presence of Noise

Only $e_k$ is considered

In this case, $y_k = g(z_k) + e_k = \tilde{g}(x_k^Tb) + e_k$, the probability density function $p(x, y)$ is given as:

$$p(x, 1) = \begin{cases} 
\frac{p(x)(1 - P_1(x))}{A} & x \in S_1 \cup S_3 \\
\frac{p(x)P_2(x)}{A} & x \in S_2 \cup S_4 
\end{cases}$$

$$p(x, -1) = \begin{cases} 
\frac{p(x)(1 - P_2(x))}{A} & x \in S_2 \cup S_4 \\
\frac{p(x)P_1(x)}{A} & x \in S_1 \cup S_3 
\end{cases}$$

where

$$P_1(x) = \int_{e_k + \tilde{g}(x) < 0} de_k = \begin{cases} 
\frac{e - \tilde{g}(x)}{2e} & 0 \leq \tilde{g}(x) < e \\
0 & \tilde{g}(x) \geq e \\
0 & \tilde{g}(x) < 0 
\end{cases}$$

$$P_2(x) = \int_{e_k + \tilde{g}(x) > 0} de_k = \begin{cases} 
\frac{e + \tilde{g}(x)}{2e} & -e < \tilde{g}(x) \leq 0 \\
0 & \tilde{g}(x) \leq -e \\
0 & \tilde{g}(x) > 0 
\end{cases}$$

Here $P_1(x)$ is the probability that $x$ locates in the region below $h^*(x) = 0$ but $y = 1$, $P_2(x)$ is the probability that $x$ locates in the region above $h^*(x) = 0$ but $y = -1$. Actually, $P_1(x)$ and $P_2(x)$ are dependent on $\tilde{g}(.)$ and satisfy that
\[ \int_{x \in X} (p(x, 1) + p(x, -1)) dx = 1. \] As shown in Lemma 7.3, we have

\[
R(\hat{b}) = \int_{x \in S_2} \frac{p(x)(1-p_2(x))}{A} dx + \int_{x \in S_1} \frac{p(x)p_1(x)}{A} dx \\
+ \int_{x \in S_1} \frac{p(x)(1-p_1(x))}{A} dx + \int_{x \in S_4} \frac{p(x)p_2(x)}{A} dx \\
= \int_{x \in S_2} \frac{p(x)(1-2P_2(x))}{A} dx + \int_{x \in S_1} \frac{p(x)(1-2P_1(x))}{A} dx \\
+ \int_{x \in S} \frac{p(x)p_1(x)}{A} dx + \int_{x \in S} \frac{p(x)p_2(x)}{A} dx.
\]

From the definitions of \( p_1(x), p_2(x) \) above, \( P_1(x) \leq \frac{1}{2} \) and \( P_2(x) \leq \frac{1}{2} \). Then \( 1 - 2P_1(x) \geq 0 \) and \( 1 - 2P_2(x) \geq 0 \). Note that \( \int_{x \in S} \frac{p(x)p_1(x)}{A} dx + \int_{x \in S} \frac{p(x)p_2(x)}{A} dx \) is a constant independent of \( A_1 \) and \( A_2 \). Thus, \( R(b) \) is also an increasing function of \( A_1, A_2 \). Also, if \( \min(\|g(x)\|) > e \), \( p_1(x) = p_2(x) = 0 \). This means that the noise has no influence on classification.

**Only \( \eta_k \) is considered**

Assume that \( \eta_k \in [-d, d] \). The probability density function \( p(x, y) \) is as below

\[
p(x, 1) = \begin{cases} 
\frac{p(x)}{A} & x \in (S_1 \cup S_3) - (S_5 \cup S_6) \\
\frac{p(x)(1-P_3(x))}{A} & x \in (S_3 \cup S_6) \\
\frac{p(x)p_3(x)}{A} & x \in (S_7 \cup S_8) \\
0 & x \in (S_2 \cup S_4) - (S_7 \cup S_8)
\end{cases}
\]

\[
p(x, -1) = \begin{cases} 
0 & x \in (S_1 \cup S_3) - (S_5 \cup S_6) \\
\frac{p(x)p_3(x)}{A} & x \in (S_5 \cup S_6) \\
\frac{p(x)(1-P_4(x))}{A} & x \in (S_7 \cup S_8) \\
\frac{p(x)}{A} & x \in (S_2 \cup S_4) - (S_7 \cup S_8)
\end{cases}
\]

where \( P_3(x) \) and \( P_4(x) \) are defined similarly to \( P_1(x) \) and \( P_2(x) \). We also have \( P_3(x) \leq \frac{1}{2} \) and \( P_4(x) \leq \frac{1}{2} \). As illustrated in Figures 7.2(b) and 7.2(c), let \( S_5, S_6, S_7 \)
and \( S_8 \) be the sets in which the distance to \( h^*(x) = 0 \) is less than \( d \) with the corresponding volumes \( A_5, A_6, A_7 \) and \( A_8 \), respectively. The boundaries are two parallel planes \( h^*(x) = \pm d \). In the region between the two planes, \( \eta_k \) may lead to misclassification. When \( h(x) \) is not close to \( h^*(x) \), \( S_5 \subset S_1 \) and \( S_8 \subset S_2 \) as seen in Figure 7.2(b). When \( h(x) \) approaches to \( h^*(x) \), \( S_5 = S_1 \) and \( S_8 = S_2 \), which can be seen in Figure 7.2(c). The expected risk \( R(b) \) is given as

\[
R(b) = \begin{cases} 
\int_{x \in S_1 - S_5} \frac{p(x)}{A} \, dx + \int_{x \in S_5} \frac{p(x)(1 - 2p_3(x))}{A} \, dx + \int_{x \in S_2 - S_8} \frac{p(x)}{A} \, dx \\
+ \int_{x \in S_5} \frac{p(x)(1 - 2p_4(x))}{A} \, dx + \int_{x \in S} \frac{p(x)p_4(x)}{A} \, dx + \int_{x \in S} \frac{p(x)p_3(x)}{A} \, dx 
\end{cases} 
\]  

(7.6)

if \( S_5 \subset S_1, S_8 \subset S_2 \)

\[
R(b) = \begin{cases} 
\int_{x \in S_1} \frac{p(x)(1 - p_3(x))}{A} \, dx + \int_{x \in S_2} \frac{p(x)(1 - p_4(x))}{A} \, dx + \int_{x \in S_1} \frac{p(x)(1 - 2p_3(x))}{A} \, dx \\
+ \int_{x \in S_5} \frac{p(x)(1 - 2p_4(x))}{A} \, dx + \int_{x \in S} \frac{p(x)p_4(x)}{A} \, dx + \int_{x \in S} \frac{p(x)p_3(x)}{A} \, dx 
\end{cases} 
\]  

(7.6)

if \( S_1 = S_5, S_2 = S_8 \)

As \( \int_{x \in S} \frac{p(x)p_4(x)}{A} \, dx + \int_{x \in S} \frac{p(x)p_3(x)}{A} \, dx \) is a constant independent of \( S_1, S_2 \), \( R(\hat{b}) \) is an increasing function of \( A_1, A_2 \).
Both $e_k$ and $\eta_k$ are considered

In this case, the probability density function $p(x, y)$ becomes

$$p(x, 1) = \begin{cases} 
\frac{p(x)(1-P_1(x))}{A} & x \in (S_1 \cup S_3) - (S_5 \cup S_6) \\
\frac{p(x)(1-P_2(x))}{A} & x \in (S_5 \cup S_6) \\
\frac{p(x)P_3(x)}{A} & x \in (S_7 \cup S_8) \\
\frac{p(x)P_2(x)}{A} & x \in (S_2 \cup S_4) - (S_7 \cup S_8) \\
\frac{p(x)P_1(x)}{A} & x \in (S_1 \cup S_3) - (S_5 \cup S_6) \\
\frac{p(x)P_5(x)}{A} & x \in (S_5 \cup S_6) \\
\frac{p(x)(1-P_6(x))}{A} & x \in (S_7 \cup S_8) \\
\frac{p(x)(1-P_4(x))}{A} & x \in (S_2 \cup S_4) - (S_7 \cup S_8) \\
\frac{p(x)(1-P_2(x))}{A} & x \in (S_2 \cup S_4) - (S_7 \cup S_8) 
\end{cases}$$

where $P_5(x)$ is the probability that $x \in S_5 \cup S_6$ but $y = 1$ and $P_6(x)$ is the probability that $x \in S_7 \cup S_8$ but $y = -1$. $P_5(x)$ and $P_6(x)$ are related to $P_1(x)$, $P_2(x)$, $p_3(x)$, $P_4(x)$, $g(.)$, $e_k$ and $\eta_k$. Note that we also have $P_5(x) \leq \frac{1}{2}$ and $P_6(x) \leq \frac{1}{2}$. When $h(x)$ approaches to $h^*(x)$, $S_5 = S_1$ and $S_8 = S_2$, $R(b)$ can be obtained as:

$$R(b) = \int_{x \in S_1} \frac{p(x)(1-2P_5(x))}{A} dx + \int_{x \in S_1} \frac{p(x)(1-P_5(x))}{A} dx + \int_{x \in S_2} \frac{p(x)P_5(x)}{A} dx + \int_{x \in S_2} \frac{p(x)(1-P_6(x))}{A} dx + \int_{x \in S_2} \frac{p(x)(1-2P_6(x))}{A} dx + \int_{x \in S_3} \frac{p(x)(1-P_6(x))}{A} dx + \int_{x \in S_3} \frac{p(x)(1-P_2(x))}{A} dx + \int_{x \in S_3} \frac{p(x)P_2(x)}{A} dx$$

Thus, $R(b)$ is an increasing function of $A_1,A_2$.

**Theorem 7.2.** Under Assumptions 7.1-7.3, the estimate $\hat{b}_l^{svm}$ in (7.5) satisfies that $\lim_{l \to \infty} \hat{b}_l^{svm} = \lim_{l \to \infty} \hat{b}_l^{emp} = b^*$ (a.s).

**Proof.** The proof is similar to the proof of Theorem 7.1. For all the three cases
considered above, namely noise free case, the presence of either $e_k$ or $\eta_k$, and the presence of both $e_k$ and $\eta_k$, $R(b)$ is an increasing function of $A_1, A_2$. $R(b)$ attains its minimum if and only if $A_1, A_2 \to 0$ (a.s), i.e, $\lim_{l \to \infty} \hat{b}_{l,vm} = \lim_{l \to \infty} \hat{b}_{l,emp} = b^*$ (a.s).

**Remark 7.5.** By using our method, a consistent estimates of $b$ can be obtained. This is due to the following reasons. Firstly, the constraints in classification are inequalities (see $\xi$ in the inequalities constraints) rather than equalities. Secondly, we have the conclusion that minimizing the SVM loss and minimizing the classification error are equivalent from [98]. Finally it can be proven that the expected classification error is an increasing function of the norm of the bias between the estimates and the true parameters.

**Remark 7.6.**

1) If $\hat{b}_{l,vm} = b^*$, we redesign another i.i.d input sequence and reconstruct the training data set denoted as $T'_l = \{(\hat{z}_1, Y_1), ..., (\hat{z}_l, Y_l)\}$ so that $T'_l$ still satisfies the i.i.d condition. Let $k(\hat{z}_k) = [k_1(\hat{z}_k)...k_h(\hat{z}_k)]'$. Then estimating the coefficients in the static function can be formulated as the same optimization problem as in (6.4): $\min_{l \in \xi} \frac{1}{2} c^T c + \gamma \sum_{k=1}^{l} \xi_k$ s.t. $Y_k k(\hat{z}_k)^T c \geq (1 - \xi_k)$, $\xi_k \geq 0$. The estimates $\hat{c}_{l,vm}$ can be obtained as $\hat{c}_{l,vm} = \sum_{k=1}^{l} \alpha_k^l Y_k k(\hat{z}_k)$. Let $c^*$ be the true parameter of $c$. Since the model is identical to (6.4), we can also obtain $\hat{c}_{l,vm} \to c^*$ (a.s) as $l \to \infty$.

2) Note that $\hat{b}_{l,vm} \to b^*$ (a.s) as $l \to \infty$. On the other hand, $\hat{c}_{l,vm} \to c^*$ depends on whether $\hat{b}_{l,vm} = b^*$. In practical application, we cannot obtain $\hat{b}_{l,vm} = b^*$ since $l$ cannot be infinity. So the issue of recovering the nonlinear static function remains open in this case.
7.4 Wiener Model with IIR Linear System Identification

7.4.1 Wiener Model with IIR Linear System

In this section, we extend the results established in Section 7.3 to a stable IIR system qualitatively. A stable IIR linear system can be approximated by an FIR system as follows:

\[ z_k = \mu_0 u_k + \mu_1 u_{k-1} + \ldots + \mu_{nq} u_{k-nq} + \epsilon_k \]

where \((\mu_0, \ldots, \mu_{nq})\) are the coefficients of the newly transformed FIR system. Obviously, \(\mu_0 = b_0\). Denoting \(\mu = (\mu_1 \ldots \mu_{nq})^T\) and expanding equation of the IIR system, we get \(\mu = Ab\) where \(A \in \mathbb{R}^{nq \times (m+1)}\) and

\[
A = \begin{bmatrix}
    a_1 & 1 & 0 & 0 & 0 & 0 \\
    \vdots & \ddots & \ddots & \ddots & \ddots & \vdots \\
    a_n & \ldots & a_1 & 1 & \ldots & \vdots \\
    a_1^2 & a_n & \ldots & a_1 & 1 & \ldots \\
    \vdots & \vdots & \ddots & \ddots & \ddots & \vdots \\
    a_n^2 & a_{n-1}^2 & \ldots & a_n & a_{n-1} & \ldots 
\end{bmatrix}
\]

Remark 7.7. When the linear system is IIR, its output gives a dependent sequence. Thus we cannot guarantee the i.i.d property of \(T_l\). As an IIR system is approximated by an FIR system with an approximation error \(\epsilon_k\) depending on the order \(nq\), we can use the same identification method as for the Wiener system with an FIR system. Then Lemma 3.1 should be revised to \(\lim_{l \to \infty} P(Q(l) > \epsilon + \epsilon^*) = 0\) where \(\epsilon^* \to 0\) as \(nq \to \infty\). Employing the proposed SVM classification based method leads to biased estimates of \(\mu_k\), for \(k = 0, 1, \ldots, nq\), because one cannot guarantee that \(A_1\) and \(A_2\) converge to zero (a.a.s) due to the existence of \(\epsilon^*\) with a finite \(nq\). Nevertheless, as a larger \(nq\) is chosen, more accurate estimates can be
By employing the proposed SVM classification method, \( \mu \) can be estimated and denoted as \( \hat{\mu} \). Now we investigate how to estimate the parameters \( a \) and \( b \) in the IIR system based on \( \hat{\mu} \). This needs to solve the following multi-variable high order nonlinear equations:

\[
\sum_{i=1}^{nq} A(i,:) b - \hat{\mu}_i = 0, \quad i = 1, 2, \ldots, nq
\]

where \( A(i,:) \) is the \( i \)-th row of matrix \( A \). Let \( f = (f_1, \ldots, f_{nq})^T \) and \( x = (a, b) \) with the dimension \( m + n + 1 \). We need to solve \( f(x) = 0 \).

### 7.4.2 Solution of Nonlinear Equations by Using Trust Region Algorithm

Denote that \( f(x) = 0 \), where \( f = (f_1, \ldots, f_N)^T \), \( R^{m+n+1} \rightarrow R^{nq} \), \( m + n + 1 \) is the dimension of variable \( x \), \( nq \) is the number of nonlinear equations. Usually \( N > M \), which is called over-determined equations. Solving equation \( f(x) = 0 \) is equivalent to minimizing the following unconstrained optimization problem

\[
\min F(x) = f(x)^T f(x) = \frac{1}{2} \sum_{i=1}^{nq} f_i^2(x)
\]  

(7.7)

Gauss-Newton iteration method is widely used to search for its solution. The problem of Gauss-Newton method is that we cannot guarantee its convergence [96]. In order to guarantee the convergence of the iteration, we use the trust region algorithm which has the property of global convergence [93]. As \( F(x) \) is twice differentiable, then for sufficiently small \( s \), the quadratic model of \( F(x) \) given as \( q^{(x)}(s) = F(x) + J(x)^T f(x)s + \frac{1}{2}s^T G_k s \) can be used to approximate \( F(x + s) \) where \( J(x) \) is the Jacobi matrix of \( f(x) \) and \( G_k \) is the Hessian matrix of \( F \) at point \( x \). Trust region algorithm can always find a feasible descent direction even if \( G_k \) is non-positive or \( x_k \) is a saddle point. This method searches for the descent
direction, denoted as $s_k$, under a step length with upper bound $h^2_k$. Define $\Omega_k = \{x \mid \|x - x_k\| \leq h^2_k\}$. Then we have $x_{k+1} = x_k + s_k$. The model of trust region algorithm is given by

$$
\min q^k(s) = F(x_k) + J(x)^T f(x) s + \frac{1}{2} s^T G_k s \quad \text{s.t. } s^T s \leq h^2_k
$$

(7.8)

with its Lagrange function being $L(s, \lambda) = q^{(k)}(s) + \lambda(s^T s - h^2_k)$. For the $k-$th iteration, $\lambda = \lambda_k$. As $L(s, \lambda_k)$ is a quadric function of $s$, let $\nabla L(s, \lambda_k) = 0$ and we have

$$
\nabla_s L(s, \lambda_k) = q^{(k)}(s_k) + \frac{1}{2}(s - s_k)^T (G_k + \lambda_k I)(s - s_k) = 0
$$

(7.9)

where $\lambda_k$ is chosen such that $G_k + \lambda_k I$ is positive definite. Then the iterative algorithm is given as:

$$
x_{k+1} = x_k - s_k = x_k - (G_k + \lambda_k I)^{-1}(J(x_k)^T f(x_k))
$$

(7.10)

Note that the convergence of trust region methods can be found in [96].

Let the notation ‘hat’ $\hat{\cdot}$ be the estimate of a parameter. For the identification of Wiener systems based on clipped observations, the procedure of our algorithm is summarized in the following steps

Step 1: If the linear system is FIR, obtain $\hat{b}$ which is $\hat{b}_l^{\text{svm}}$ in (7.5).

Step 2: Else, transform the IIR stable linear system to an FIR model with finite order. After obtaining $\hat{a}$ using step 1), obtain $\hat{a}$ and $\hat{b}$ by solving the multi-variable high order nonlinear equations using trust region algorithm.

Step 3: Obtain $\hat{a}$ and $\hat{b}$ and reconstruct training set $T_l'$, estimate the coefficients $c$ of the nonlinear function using the same method as in step 1).
7.5 Comparisons and Simulation Illustration

7.5.1 Comparisons Between Regression Based LS-SVM and Classification Based SVM in the Identification of the Wiener System with an FIR System

Note that LS-SVM for regression is a well known method and has become a very powerful tool in Wiener and Hammerstein-Wiener systems identification. In this subsection, we focus on the comparison of LS-SVM for regression based method and our proposed SVM for classification based method in the identification of Wiener systems. For comparison, we consider a Wiener system modeled in (7.1) with $a^* = [0 \ldots 0]^T$, $b^* = [1 0.6 0.5 0.4 0.3 0.2 0.1]^T$ and have the following three cases.

**Case 1.** The inverse of the static function $g^{-1}(.)$ exists.

This requires $e_k = 0$. Since otherwise the existence of $e_k$ may cause that $z_k$ cannot be represented as $z_k = g^{-1}(y_k)$. Then (1) becomes $g^{-1}(y_k) = b^T x_k + \eta_k$. With both regression based LS-SVM and our proposed classification based SVM, parameter $b$ can be estimated and this Wiener system can be well identified.

**Case 2.** The static function $g(z_k)$ is a non-invertible function.

For this case, LS-SVM for regression based method is unable to estimate $b$ as seen in [26] [91]. However, in this case, one can treat the Wiener system as a nonlinear mapping $y_k = \mathcal{F}(x_k)$ where $x_k = [u_k \ldots u_{k-6}]$. Then the identification problem can be converted to a function approximation problem, i.e, finding $\hat{\mathcal{F}} \in S(\mathcal{F})$ to approximate $\mathcal{F}$ with $S(\mathcal{F})$ denoting the function space that $\hat{\mathcal{F}}$ belongs to. Since LS-SVM leads to a convex optimization, the global optimal of the cost function in...
LS-SVM based identification method can always be obtained. With the increasing of the complexity of $\hat{F}$ and learning data points, the approximation error $\|\hat{F} - F\|$ can be made arbitrarily small if the internal noise $\eta_k = 0$. This means that the output of $\hat{F}(.)$ can track the output of the Wiener system $F(.)$ very well. However, a function approximation problem cannot provide more detailed information of the system, for example, no knowledge about $b$. In certain applications like controller design such details are required. By using our proposed method, estimating $b$ becomes possible for this case even when the observations are clipped as shown in Case 3.

**Case 3.** System output is clipped in the presence of both internal and external noises.

In this case, the nonlinear part of the Wiener system is $y_k = g(z_k) + e_k$ and we have $Y_k = sgn(y_k)$ after $y_k$. We take $g(z) = z - \frac{2}{3}z^2$ as an example. Then $c^* = [1 - \frac{2}{3}]$. As both $g(z)$ and the binary-valued function are non-invertible, LS-SVM becomes unapplicable to estimate parameters $b$ but it may be used for approximation as in Case 2. Using our proposed method, one can obtain satisfactory estimates of $b$ even when both internal and external noises are presented. For illustration, let $e = 0.05$ and $d = 0.05$ be the upper bound of $\eta_k$ and $e_k$ and use $l = 300$ and $N = lm' = l(m + 1) = 2400$ to identify the system. We obtain $\hat{b} = [1 0.5930 0.5026 0.4011 0.3031 0.1990 0.0961]$ and $\hat{c} = [1 - 0.6638]$.

### 7.5.2 An Example of Wiener System with an IIR System

In this example, the system to be identified is $z_k = 0.2z_{k-1} + 0.1z_{k-2} + 1u_k + 0.5u_{k-1} + 0.5u_{k-1} + \eta_k$, $y_k = g(z_k) + e_k$ and we also choose $g(z) = z - \frac{2}{3}z^2$, $Y_k = sgn(y_k)$. We use white noise input and $e = 0.05$ and $d = 0.05$ as the upper bound of $\eta_k$ and $e_k$. We choose an FIR model with $m = 8$ to approximate the
IIR model and use $l = 400$ ($N = lm' = 3600$) to identify the system. We get $\hat{\mu} = \begin{bmatrix} 0.6941 & 0.7272 & 0.2020 & 0.0959 & 0.0358 & 0.0132 & 0.0066 & 0.0019 \end{bmatrix}$. By using the trust region method, we obtain the estimates of $a^*$ and $b^*$ as $\hat{a} = \begin{bmatrix} 0.2005 & 0.1112 \end{bmatrix}$, $\hat{b} = \begin{bmatrix} 1.0000 & 0.4941 & 0.5062 \end{bmatrix}$. For the polynomial model of the nonlinear function, we obtain $\hat{c} = \begin{bmatrix} 1 & -0.6531 \end{bmatrix}$. Clearly, when we choose $q \geq 4$, i.e, $nq \geq 8$, the estimates becomes very close to their true values. Thus the proposed method also performs well in identifying Wiener system with an IIR system.


7.6 Summary

In this chapter, the idea from support vector machine based on classification approach is used to identify Wiener systems with binary quantized observations. The model structure consists of an FIR or a stable IIR linear system followed by a static function. It is shown that identification of the FIR system can be formulated as a convex problem and the estimates converge to the true parameters of the FIR system. For a stable IIR model, an FIR model is used to approximate IIR model and the identification problem is converted to identifying an FIR model together with solving a set of nonlinear equations. Examples show the effectiveness of our proposed schemes.
Chapter 8

Conclusions and Future Works

The conclusions and contributions of this thesis are given as follows:

1) In Chapter 2, we propose a new class of block-oriented systems which includes Hammerstein-Wiener systems. A new algorithm called kernel machine and space projection method is proposed to identify the newly proposed model.

2) In Chapter 3, we propose a new iterative algorithm for a general Hammerstein systems and prove its convergence. We also give a geometrical explanation of why the convergence property can be achieved.

3) In Chapter 4, we introduce fixed point iteration to identifying both Hammerstein and Wiener systems. A unified iterative algorithm is proposed inspired from fixed point theory and the convergence is guaranteed. It is shown that the iteration is a contraction mapping on a metric space when the number of input-output data points approaches infinity.

4) In Chapter 5, we formulate a new general bilinear model which actually represents a class of Wiener-Hammerstein systems. This new general bilinear model includes Hammerstein and Wiener systems as its special cases. The iterative
algorithm is proposed based on the fixed point iteration which is shown to be convergent. This gives a new point of view in proving the convergence property in identifying block-oriented systems.

5) In Chapter 6, we extend the iterative algorithm to our newly proposed block-oriented systems in Chapter 2. A new common model is proposed which actually represents the newly proposed block-oriented systems. Biconvex optimization is introduced to such systems.

6) In Chapter 7, we also consider the identification of block-oriented nonlinear systems based on clipped (binary quantized) observations. For the first time, SVM for classification is introduced to identify block-oriented nonlinear systems such as Wiener systems with clipped observations.

Based on our achievement, we feel that the following research directions can be further considered.

1) In this thesis we extend the Hammerstein-Hammerstein model to the new model shown in Figure 2.2. In that model, the input functions can be different in different paths, i.e., there are multiple input functions in the input block. One future research direction is to investigate whether the output block can contain multiple output functions or not. Obviously, the existing schemes cannot guarantee the convergence property for this case.

2) Currently the noise is assumed to be white noise in this thesis, which means the noise is ergodic. Considering coloured noise definitely generalize the applications of identification methods. When the coloured noise is present, the methods proposed by us need to be improved to adapt to this case. This also gives a potential future research direction.
3) All these methods proposed in this thesis are based on batched input output data points, which means that we have to collect all the data before identification. It will be more interesting if our methods allows that the input output data points can be processed one by one. How to derive such methods with guaranteed convergence property will also be a possible topic in future.

4) Last but not the least, the inputs are assumed to be i.i.d random points in order to guarantee the identifiability in this thesis. So the methods may not be applicable to some practical systems in which the inputs are not appropriate to be designed i.i.d. Thus, to investigate whether the i.i.d condition can be relaxed is an attractive direction for future research in system identification of block-oriented nonlinear systems.
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