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Abstract

In recent decades, transfer learning has attracted intensive attention from researchers and become a hot research direction in the field of machine learning. Different from traditional machine learning, transfer learning allows that the training and testing data can be from different domains (i.e., different data distributions and/or different feature spaces). This characteristic helps us to learn good classifiers for the domain of interest, where there have only a limited or even no labeled training data, by utilizing many existing data from other related sources. Because of this, transfer learning techniques have already been widely used in many areas such as machine learning, data mining, computer vision, etc.

In this thesis, we propose several transfer learning frameworks, based on which a number of transfer learning are developed and applied for different real-world applications such as visual recognition and text categorization. Specifically, first we propose a domain transfer framework based on multiple kernel learning to minimize the data distribution mismatch between domains. Two methods are further developed under this framework to simultaneously learn a kernel function modeled by multiple kernel learning as well as a robust target classifier. We demonstrate the effectiveness of our proposed methods in the video concept detection and text classification tasks. Second, we present a visual event recognition framework for consumer videos by leveraging a large number of web videos, in which a pyramid matching method and a transfer learning method have been proposed to measure the distances between videos and cope with the data distribution mismatch between the consumer and web video domains, respectively. In the proposed transfer learning method, we define the target decision function as a linear combination of pre-learned classifiers and a perturbation function modeled by multiple kernel learning, such that we can better fuse the knowledge learned from multiple levels of a video and
also different types of features, which helps learn a robust classifier. Third, we propose a domain-dependent regularization framework to handle the transfer learning problems where there exist multiple source domains. In this framework, a domain-dependent regularizer is defined based on a set of pre-learned classifiers by enforcing the smoothness that the target classifier shares similar decision values with the pre-learned classifiers on the target unlabeled samples. Furthermore, two methods are presented by incorporating least-squares SVM into the proposed framework. One of them employs a sparsity regularizer based on the $\epsilon$-insensitive loss. And the other one additionally makes use of the Universum regularizer defined on data from the source domains. Experimental results show the good performances of our proposed methods in the video concept detection and information retrieval tasks with multiple source domain settings.
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List of Notation and Nomenclatures

In this thesis, we use a lowercase character to represent a scalar \( i.e., b \). And a bold lowercase character is to denote a vector \( i.e., \mathbf{x} \). Moreover, A matrix is denoted by a bold uppercase character \( i.e., \mathbf{A} \). We list main notations and operators with their nomenclatures used in this thesis as follows:

- \( \mathcal{H} \) Reproducing kernel Hilbert space (RKHS)
- \( \mathbb{R} \) Set of real numbers
- \( \mathbb{R}^n \) \( n \)-dimensional real value space
- \( \mathbf{x}_i \) Feature vector of the \( i \)-th sample
- \( \mathbf{x}^T_i \) Feature vector of the \( i \)-th sample from the target domain
- \( \mathbf{x}^S_i \) Feature vector of the \( i \)-th sample from the source domain
- \( \mathbf{x}^s_i \) Feature vector of the \( i \)-th sample from the \( s \)-th source domain
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- \( y^s_i \) Label of the \( i \)-th sample from the \( s \)-th source domain
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- \( n_l \) Number of labeled samples from the target domain
- \( n_u \) Number of unlabeled samples from the target domain
- \( n_S \) Number of samples from the source domain
- \( n_s \) Number of samples from the \( s \)-th source domain
- \( \mathbf{0}_n \) \( n \times 1 \) vector with every element as zero
- \( \mathbf{1}_n \) \( n \times 1 \) vector with every element as one
- \( \mathbf{u} \odot \mathbf{v} \) Element-wise multiplication of two vectors \( \mathbf{u} \) and \( \mathbf{v} \)
- \( \mathbf{K} \) Kernel matrix
- \( \mathbf{I}_n \) \( n \times n \) identity matrix
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\( \mathbf{w} \) Weight vector in the feature space
\( \mathbf{0}_n \) \( n \times 1 \) vector with every element as zero
\( \mathbf{1}_n \) \( n \times 1 \) vector with every element as one
\( \mathbf{u} \odot \mathbf{v} \) Element-wise multiplication of two vectors \( \mathbf{u} \) and \( \mathbf{v} \)
\( \mathbf{K} \) Kernel matrix
\( \mathbf{I}_n \) \( n \times n \) identity matrix
<table>
<thead>
<tr>
<th>Symbol</th>
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</tr>
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<tr>
<td>diag((u))</td>
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</tr>
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<td>tr((A))</td>
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<td>Expectation operator under the data distribution (\mathcal{U})</td>
</tr>
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Chapter 1

Introduction

Supervised machine learning has been studied in depth and applied to different areas (such as data mining [1], pattern recognition [2], etc.) for many years. In most traditional supervised learning methods, however, there is a common assumption that the training and test data are drawn from the same domain, implying that the data are under the same distribution and also their feature representations share the same feature space (i.e., the same type of features). More than that, the good performances of such traditional algorithms cannot be achieved, unless sufficient labeled training data are accessible in order to train robust models or classifiers for the sake of better predictions on the newly coming data [3–5]. In many real-world applications, there are only a limited number of labeled training data which cannot help train robust classifiers. And it is usually very expensive and time-consuming to obtain labeled training data under the same data distribution. To overcome these knotty issues, researchers have proposed Semi-Supervised Learning (SSL) [6, 7] and Active Learning [8–10] in the last a few decades. SSL tries to make use of a large number of unlabeled training data and very few labeled training data to learn good classifiers. However, similar to most traditional supervised learning methods, traditional SSL methods also work under the constrained environment that training data (both labeled and unlabeled) and the test data should be from the same distribution. As a result, if unlabeled data from another distribution are considered as the training data, the outcomes of data prediction could be uncertain for those traditional SSL methods. On the other hand, active learning is proposed to alleviate the effort of training data annotation by repeatedly asking an oracle (e.g., usually a human annotator) to label the unlabeled samples selected from active learning systems. However, active
learning is still under the restrictive data distribution assumption. Moreover, the amount of effort for annotating training data, though it has been reduced in active learning, is still considerable to learn good classifiers.

To free the same-data-distribution constraint in traditional machine learning methods, transfer learning has been proposed by allowing the training and testing data to be from different yet related domains. The modern definition for transfer learning is to retain and apply previous knowledge learned from one or multiple existing domains/tasks to improve learning in the new domains/tasks of interest (a.k.a., the target domains/tasks). Nowadays, transfer learning serves as a general machine learning term that covers a variety of approaches such as multi-task learning\(^1\), domain adaptation, sample selection bias, covariate shift, etc [12, 13]. We present Figure 1.1 to provide an intuitional difference between traditional machine learning and transfer learning.

In the recent decade, transfer learning has been observed and successfully applied in many real-world applications. One good example related to visual recognition is the video concept classification task of TRECVID [14] sponsored by the National Institute of Standards and Technology (NIST)\(^2\) every year since 2003. This classification task requires developing new visual concept classification techniques to classify the images or videos into high-level semantic concepts (e.g., “person”, “animal”, “building” and so

---

1 Researchers usually refer to the transfer learning problem where there are multiple domains/tasks of interest as Multi-Task Learning (MTL) [11]. And all tasks are learned simultaneously in MTL.

Chapter 1. Introduction

Let us take the TRECVID 2005 and 2007 data sets (referred to as TRECVID 2005 and TRECVID 2007, respectively, for short) for example. The TRECVID 2005 data set collected from video programs of six broadcast sources in three different languages (i.e., English, Arabic and Chinese) is fully annotated, but TRECVID data sets collected in the subsequent years have very limited annotations and are collected from different sources (e.g., the videos from TRECVID 2007 are all about news magazine, science news, documentaries and educational programming). As a result, even for the same semantic concept, the data distribution of TRECVID 2007 is different from that of TRECVID 2005. Therefore, on one hand, one cannot learn robust classifiers by using the limited labeled training data on TRECVID 2007. On the other hand, while it is possible to use the traditional machine learning methods to train classifiers based on labeled training data from TRECVID 2005 or the combined data set from both TRECVID 2005 and 2007, the learned classifiers may still perform poorly on TRECVID 2007. In such a case, it is expected to transfer the knowledge from the broadcast sources on TRECVID 2005 into the new domain on TRECVID 2007.

Another example for transfer learning is to index and retrieve consumer data (e.g., personal photo collections [15, 16] or videos taken by consumers [17]) by utilizing a large number of web data. As consumers may be reluctant to do the tedious annotation work, there might be very few or even no labeled data samples that can be used for training. Besides this, as consumer data are generally captured by amateurs during personal activities, they may contain a certain amount of occlusion, cluttered background and large intra-class variations within the same type of class. In contrast, the web data can be taken by professionals, compressed, or edited before they are uploaded onto the Internet. Thus, the feature distribution of consumer data is intuitively different from that of the web data. To meet with the demand of better managing consumer data, transfer learning is no doubt the first choice to adapt the web data to learn good models for data from the consumer domain.

The need for transfer learning also exists in a couple of text categorization applications [18–20]. For instance, in the email spam filtering application, email service providers need to develop robust email spam filters in order to detect and block spams before they reach users. To achieve this goal, these providers can employ some users and ask each of
them to manually label a small set of their individual emails which are used as a limited number of labeled training data to train robust filters\textsuperscript{3}. Moreover, as the distributions of the emails received by different users can be different, one has to cope with the discrepancy between the distributions to learn the filter for emails from the target user if using the labeled emails from other users as training data. Such discrepancy issues can be handled by using transfer learning techniques.

Besides the several aforementioned real-world applications, there are also many other applications involving the issue of transfer learning, such as image classification \cite{21}, image clustering \cite{22}, natural language processing \cite{23}, wireless sensor networks \cite{24, 25}, sentiment classification \cite{19}, and so on and so forth (see the literature review in Chapter 2 for a thorough study on transfer learning applications).

1.1 Thesis Contribution

This thesis includes conceptual and algorithmic contributions to transfer learning. We itemize the contributions as follows:

- We propose a novel transfer learning framework, referred to as Domain Transfer Multiple Kernel Learning (DTMKL), to cope with the considerable change between feature distributions of different domains. The DTMKL framework simultaneously learns a kernel function (modeled by using multiple kernel learning techniques) and a robust target classifier by minimizing both the structural risk functional of any kernel method (such as support vector machine, support vector regression, etc.) and the distribution mismatch between the data samples from the source and target domains. Based on the proposed framework, we further develop two novel methods, DTMKL\_AT and DTMKL\_f, on the basis of SVM and pre-learned classifiers, respectively.

- We propose a new visual event recognition framework for consumer videos by leveraging a large number of web videos. In this framework, we first develop a new

\textsuperscript{3}It is reasonable to assume that the number of emails annotated by each user is limited, since the cost of such an annotation process is usually expensive.
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pyramid matching method called Aligned Space-Time Pyramid Matching (ASTP-M) to measure the distances between two videos. We then propose a new transfer learning method called Adaptive Multiple Kernel Learning (A-MKL). Similar to DTMKL, we also cope with the feature distribution mismatch between videos from the consumer and web video domains. Moreover, in A-MKL, we learn a pre-learned classifier by using training data from one type of feature and a pyramid level in a video. We fuse the knowledge information from multiple pyramid levels and features by modeling an adapted target classifier of A-MKL as a linear combination of pre-learned classifiers and a so-called perturbation function based on multiple kernel learning.

• For the transfer learning problem with multiple source domains and one single target domain, we propose a domain-dependent regularization framework called Domain Adaptation Machine (DAM). By using a set of pre-learned base classifiers, we propose a new domain-dependent regularizer based on smoothness assumption in DAM, which enforces that the target classifier shares similar decision values with the relevant base classifiers on the unlabeled samples from the target domain. Based on our framework, we develop two new domain adaptation methods referred to as FastDAM and UniverDAM, respectively. In FastDAM, a sparsity regularizer based on the $\epsilon$-insensitive loss is employed to enforce the sparsity of the target classifier with the support vectors only from the target domain such that the prediction on any future test sample is very fast. In UniverDAM, besides the sparsity regularizer, we make use of the source data as Universum [26] to further enhance the generalization ability of the target classifier.

1.2 Thesis Structure

There will be four chapters for the rest of this thesis. The structure of this thesis is presented in Figure 1.2. We summarize the main contents of chapters as follows:

Chapter 2. Literature Review on Transfer Learning In this chapter, we will give a thoroughly study on transfer learning.
Chapter 3. Domain Transfer Multiple Kernel Learning  In this chapter, we will propose a domain transfer framework based on multiple kernel learning for the transfer learning problems with a single source domain and a single target domain. Our DTMKL framework aims to minimize the mismatch between data distributions of the source and target domains in order to learn a kernel function as well as a robust target classifier. Under this framework, we develop two methods DTMKL$_{AT}$ and DTMKL$_{f}$. And we demonstrate the effectiveness of these two methods for the video concept detection and text classification tasks.

Chapter 4. Adaptive Multiple Kernel Learning  In this chapter, we will propose a transfer learning method A-MKL to recognize consumer videos by leveraging a large number of loosely labeled web videos. Similar to DTMKL, A-MKL also minimizes the data distribution mismatch between the source and target domains. In order to fuse the
information from multiple levels of videos and also different types of features, in A-MKL, we propose to learn a target classifier composed of a linear combination of pre-learned classifiers and a perturbation function modeled by multiple kernel learning. Besides the proposed A-MKL, we also develop a new pyramid matching method ASTPM to effectively measure the distance between two videos. Comprehensive experiments demonstrate the effectiveness of both ASTPM and A-MKL for the event recognition of consumer videos.

**Chapter 5. Domain Adaptation Machine** In this chapter, we will propose a domain-dependent regularization framework for the transfer learning problems with multiple source domains and one single target domain. In our DAM framework, we propose a new domain-dependent regularizer by applying smoothness assumption for a set of pre-learned base classifiers. Based on our framework, we develop two domain adaptation methods called FastDAM and UniverDAM. By introducing a sparsity regularizer into FastDAM, the prediction of its classifier is very fast. By considering the source data as a unlabeled data collection, we additionally employ the Universum regularizer [26] in UniverDAM to enhance the generalization ability of the target classifier. Experiments for video concept detection and information retrieval clearly demonstrate the effectiveness of the proposed domain-dependent regularizer as well as the utilization of source data as Universum.

**Chapter 6. Conclusions and Future Work** In the final chapter, we will summarize our thesis. In the future work on transfer learning, we will discuss the issue of negative transfer and show some possible ways to avoid negative transfer. We also talk about the speed-up issues for the transfer learning applications with thousands of millions of data. In the end, we present several computer vision applications related to transfer learning which deserve future efforts.
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Literature Review on Transfer Learning

From a psychological perspective, the goal of transfer learning is to explore how human beings would transfer the knowledge learned in previous context to a new context that shares similar characteristics with faster or better solutions [27, 28]. And in the machine learning community, the fundamentals of transfer learning were first discussed in the NIPS 1995 workshop “Learning to Learn: Knowledge Consolidation and Transfer in Inductive Systems”\(^1\), where researchers tried to determine the unifying principles of transfer learning and focused on lifelong machine learning methods that can benefit the current task by transfer knowledge from other sources. Ten years later, in NIPS 2005 workshop “Inductive Transfer”\(^2\), researchers examined the progress of transfer learning over the last ten years and found that some fundamental questions (e.g., “When to do transfer learning?” “How to avoid negative transfer?” etc.) still remained unsolved.

Despite of those open problems in transfer learning, many transfer learning methods have been proposed to date and published in top venues, such as Journal of Machine Learning Research, Machine Learning, IEEE Transactions on Pattern Analysis and Machine Intelligence, Transactions on Neural Networks, Annual Conference on Neural Information Processing Systems, International Conference on Machine Learning, European Conference on Machine Learning, AAAI Conference on Artificial Intelligence, International Joint Conference on Artificial Intelligence, Annual Meeting of the Association for

\(^1\)http://socrates.acadiau.ca/courses/comp/dsilver/NIPS95_LTL/transfer.workshop.1995.html

\(^2\)http://iitrl.acadiau.ca/itws05/index.htm
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2.1 Transfer Learning Categorization

Transfer learning can be categorized into smaller learning approaches by using different ways [12]. Based on different definitions of the knowledge to be transferred, transfer learning can be summarized into four approaches: instance transfer, feature-representation transfer, parameter transfer, relational-knowledge transfer. Instead, based on different situations between the source and target domains/tasks, transfer learning is categorized into three settings: inductive transfer, transductive transfer and unsupervised transfer. In this thesis, we study existing transfer learning techniques according to the latter categorization. Before we look into the three settings, let us first present some formal definitions for transfer learning.

Definition 2.1 A domain $D$ is a set composed of a feature space $\mathcal{X}$ with a marginal distribution $P(x)$, namely, $D = \{X, P(x)\}$, where $x \in \mathcal{X}$.

Definition 2.2 Given a specific domain $D$, a task $T$ is a set composed of a label space $\mathcal{Y}$ and a decision function $f(\cdot)$, namely, $T = \{\mathcal{Y}, f(\cdot)\}$. The decision function $f(\cdot)$ can be learned by using a set of training data $(x_i, y_i)$'s$^3$, where $x_i \in \mathcal{X}$ and $y_i \in \mathcal{Y}$, and is used to predict the label of any test sample $x$ as $f(x)$. From a statistical point of view, $f(x)$ can be written as $P(y|x)$.

In order to clearly present the three settings of transfer learning, we only consider the case with one source domain $D^S = \{X^S, P(x^S)\}$ with task $T^S = \{\mathcal{Y}^S, f^S(\cdot)\}$ and one target domain $D^T = \{X^T, P(x^T)\}$ with task $T^T = \{\mathcal{Y}^T, f^T(\cdot)\}$ for now. Based on the above definitions, we formally define transfer learning as follows:

$^3$For a binary classification task, $y_i \in \{1, -1\}$.
Definition 2.3 Transfer learning is a machine learning problem, the goal of which is to help learn a target decision function \( f^T(\cdot) \) by using the knowledge transferred from \( D^S \) and \( T^S \), where \( D^T \neq D^S \) or \( T^T \neq T^S \).

In the above definition, \( D^T \neq D^S \) implies either \( \mathcal{X}^T \neq \mathcal{X}^S \) or \( P(x^T) \neq P(x^S) \). And \( T^T \neq T^S \) implies either \( \mathcal{Y}^T \neq \mathcal{Y}^S \) or \( f^T(\cdot) \neq f^S(\cdot) \) (i.e., statistically \( P(y^T|x^T) \neq P(y^S|x^S) \)). We can also observe that if \( D^T = D^S \) and \( T^T = T^S \), the learning problem becomes the traditional machine learning problem.

2.1.1 Inductive Transfer

In inductive transfer, the target and source tasks are different yet related, while the target and source domains could be either the same or not the same. And There are required to be a few labeled data from the target domain available to train the target decision function. We formally define the inductive transfer setting as follows:

Definition 2.4 Inductive transfer is a setting of transfer learning, the goal of which is to help learn a target decision function \( f^T(\cdot) \) by using the knowledge transferred from \( D^S \) and \( T^S \), where \( T^T \neq T^S \) and there exist a set of labeled target data available for training.

As in this setting labeled training data from the target domain must be present, the existence of either data from the source domain or unlabeled data from the target domain is optional. As a result, three cases can be obtained under the setting of inductive transfer:

- Data from the source domain are available, while unlabeled data from the target domain are unavailable.
- Data from the source domain are available, and unlabeled data from the target domain are available as well.
- Data from the source domain are unavailable, while unlabeled data from the target domain are available.
Most transfer learning methods under the inductive setting fall into the first two cases described above. To utilize labeled training samples from both the source and target domains, Daumé III [29] proposed a Feature Replication (FR) method to augment features for domain adaptation. The augmented features are then used to construct a kernel function for kernel methods. Yang et al. [30] proposed adaptive support vector machine (A-SVM) to learn a new SVM classifier \( f^T(x) \) for the target domain, which is adapted from an existing classifier \( f^*(x) \) trained with the samples from a source domain. Similar to A-SVM, Schweikert et al. [31] proposed to first learn classifiers from the source and target domains by using supervised learning methods (e.g., SVM), and then these classifiers are combined with some pre-defined parameters to obtain the final classifier for the prediction in the target domain. Dai et al. [20] proposed a boosting method called TrAdaBoost by extending AdaBoost [32], which iteratively reweights the source data in order to automatically select and adapt part of the source data to learn a good target classifier. Wu and Dietterich [33] proposed to learn a target classifier by directly integrating the source data into an SVM framework. Cross-domain SVM (CD-SVM) proposed by Jiang et al. [34] used \( k \)-nearest neighbors from the target domain to define a weight for each source sample, and then an SVM-like classifier was trained with the re-weighted source samples and the labeled target samples. Jiang et al. [35] proposed to mine the relationship among different visual concepts for video concept detection. They first built a semantic graph and the graph can be then adapted in an online fashion to fit the new knowledge mined from the test data.

When there are no labeled data from the source domain (only unlabeled source data are available), the source domain information can be transferred to the target domain and task. Raina et al. [21] called such a case as self-taught learning. In this case, they proposed an approach that used sparse coding to construct higher-level features by using the unlabeled source data [21].

However, numerous unlabeled samples in the target domain are not exploited in the above transfer learning methods [20, 21, 29–31, 33–35]. As shown in [17, 36], such unlabeled samples can also be employed to improve the generalization performance. Duan et al. [17, 36] proposed to utilize the unlabeled target data to more precisely measure the data distribution mismatch between the source and target domains based on the maximum mean discrepancy [37].
There are also cases where feature spaces of the source and target domains are different (e.g., different data feature vectors with different lengths). Dai et al. [38] proposed a language model by using a Markov chain and risk minimization to link the heterogenous data from different feature spaces. Saenko et al. [16] and Kulis et al. [39] proposed to explore the relationship between the two entire different feature spaces by learning a distance metric based on the information-theoretic metric learning method [40].

2.1.2 Transductive Transfer

Under the transductive transfer setting, the source and target tasks are assumed to be the same, while the source and target domains are different. Moreover, there are no labeled data available in the target domain, while many source data are there. We formally define the transductive transfer setting as follows:

**Definition 2.5** Transductive transfer is a setting of transfer learning, the goal of which is to help learn a target decision function \( f^T(\cdot) \) by using the knowledge transferred from \( D^S \) and \( T^S \), where \( D^T \neq D^S \) and \( T^T = T^S \), and the target training data are all unlabeled.

Note that under the transductive setting, we have either of the following two cases:

- Feature spaces of the source and target domains are different (i.e., \( X^T \neq X^S \)).
- Marginal distributions of the data from two domains are different (i.e., \( P(x^T) \neq P(x^S) \)).

The second case is similar to the setting in covariate shift [42–45] in which the single task is concerned and the distributions of the training and testing data are different. Moreover, covariate shift falls in the concept of sample selection bias [46–48]. If the training and test tasks are the same (i.e., \( T_{train} = T_{test} \)), sample selection bias becomes covariate shift [47]. The second case of transductive transfer is also known as domain adaptation in the field of natural language processing [49].

---

4There are different meanings of “transductive” in machine learning. The term “transductive” used in transfer learning means that there must be some unlabeled target data available for training, and the source and target tasks are required to be the same [12, 41]. In traditional machine learning, “transductive” learning usually means to learn the specific outputs of test data, which are used as unlabeled training data, rather than learn a general model which can infer the output of any newly coming data [5].
Many methods have been proposed for the second case of the transductive setting. Due to the change of data distributions from different domains, training with samples only from the source domain may degrade the classification performance in the target domain. To reduce the mismatch between two different domains, Huang et al. [47] proposed a two-step approach called Kernel Mean Matching (KMM). The first step is to diminish the mismatch between means of samples in RKHS from the two domains by re-weighting the samples \( \phi(x_i) \) in the source domain as \( \beta_i \phi(x_i) \), where \( \beta_i \) is learned by using the square of the Maximum Mean Discrepancy (MMD) criterion [37]. Then the second step is to learn a decision function \( f(x) = w' \phi(x) + b \) that separates patterns from two opposite classes in \( D \) using the loss function re-weighted by \( \beta_i \). Schweikert et al. [31] proposed multiple KMM (Multi-KMM) by extending KMM for the problem where there exist multiple source domains. In Multi-KMM, the samples from each source domain are shifted towards the mean of the target samples by a certain amount of the distance without considering the label information. Dai et al. [50] proposed to use EM-based Naive Bayes classifiers [51] for transductive transfer learning. Wang et al. [52] proposed Transferred Discriminative Analysis (TDA) for dimensionality reduction in transfer learning. In TDA [53], they first clustered the unlabeled target data to generate their pseudo class labels and then used dimensionality reduction by using both the unlabeled target data and labeled source data. These two steps are iteratively processed to find a better discriminative subspace for the target data. Blitzer et al. [23] proposed structural correspondence learning (SCL) algorithm to induce the correspondences among features from different domains. They employed a heuristic technique to select the pivot features that appear frequently in both domains. In [54], Duan et al. proposed a method called Domain Adaptation Machine (DAM) with a data-dependent regularizer based on the smoothness assumption that the target classifier shares similar decision values with the pre-learned classifiers on the target unlabeled samples. Although they also used labeled training data in the formulation of DAM, it is easy to derive the solution of DAM for the transductive transfer setting. Bruzzone and Marconcini [13] proposed Domain Adaptation Support Vector Machine (DASVM) by learning the target classifier step by step. At each step, DASVM labels the unlabeled training samples from the target domain and simultaneously removes some source labeled samples that are unlikely to help learn a target classifier.
2.1.3 Unsupervised Transfer

In unsupervised transfer, we assume that the target task is different from the source task but they are related, which is similar to the assumption in inductive transfer. The difference between unsupervised and inductive transfer is that none of labeled data are available in either the source domain or the target domain under the unsupervised setting. Let us formally define the unsupervised transfer setting as follows:

**Definition 2.6** Unsupervised transfer is a setting of transfer learning, the goal of which is to help learn a target decision function $f^T(\cdot)$ by using the knowledge transferred from $D^S$ and $T^S$, where $T^T \neq T^S$ and there exist no labeled training data from either the source domain or the target domain.

Straightforwardly, methods under this setting can be proposed for clustering [55, 56] and dimensionality reduction [57, 58] which are the classical unsupervised learning tasks in machine learning. However, little work has been done so far for unsupervised transfer learning problems. To cluster data under a transfer learning setting, Dai et al. [59] proposed self-taught clustering based on co-clustering [60]. For dimensionality reduction in unsupervised transfer, Pan et al. [61] proposed Maximum Mean Discrepancy Embedding (MMDE) to learn a kernel matrix for dimensionality reduction by minimizing the square of the MMD criterion [37]. They applied the learned kernel matrix, which induces a latent low-dimensional space, on the data to reduce the distribution mismatch between the source and target domains. However, when there are a large number of training data, MMDE [61] will suffer from heavy computational burden. To release such burden, Pan et al. [62] further proposed an efficient algorithm called Transfer Component Analysis (TCA).

2.2 Bounds in Transfer Learning

Some researchers have theoretically studied target error bounds for the transfer learning problems [63–69]. By assuming the distribution of the target domain be a weighted combination of the source distributions, Mansour et al. [68] proved the loss of the target classifier has an upper bound. Crammer et al. [67] assumed that the distributions of
multiple sources are the same, but the labelings of the data from different sources may be different from each other. And they derived a bound on the error in the target domain by minimizing the empirical error on the data from any subset of the sources. Ben-David et al. [63] introduced a formal model for domain adaptation using a generalization upper bound on the errors of the training data. This bound is based on the distance between the feature distributions of the samples from the source and target domains, which is measured by a so-called $d_A$ distance as introduced in [70]. Following [63], Mansour et al. [69] extended the $d_A$ distance [63, 70] by introducing a so-called discrepancy distance to measure the mismatch of data distributions, and they also provided Rademacher complexity bounds for a broad family of loss functions. Blitzer et al. [66] proposed uniform convergence bounds by additionally considering a limited number of labeled training data from the target domain. In the recent work [64], Ben-David et al. further analyzed three types of assumptions which are widely used in the existing domain adaptation methods, and they also mathematically discussed that under which assumptions a domain adaptation method can work.

2.3 Transfer Learning with Other Machine Learning Approaches

In recent years, transfer learning has also attracted intensive attention from other machine learning approaches, such as active learning, online learning, distance metric learning and so on.

2.3.1 Active Learning

Active learning techniques are proposed to alleviate the effort of data annotation [8–10]. After employing transfer learning to deal with the data distribution mismatch between the source and target domains, researchers are able to select representative samples from the target domain and label them to effectively train classifiers. Till now, some researchers have proposed methods which combine both transfer learning and active learning [71–75]. Rajan et al. [74] proposed an active learning approach for knowledge transfer to efficiently update existing classifiers by using as few labeled data points from a new
Chapter 2. Literature Review on Transfer Learning

hyperspectral image [76] as possible. Liao et al. [73] proposed to actively select and label the unlabeled samples in a target domain by using data from source domains. By using the transfer learning method TrAdaBoost [20] and the standard SVM, Shi et al. [75] developed an active learning method to select important target samples.

2.3.2 Metric Learning

Some researchers solve transfer learning problems by learning metrics to bridge the relatedness between the source and target domains [16, 39, 77–79]. Zha et al. [78] learned a new distance metric for the target domain by using existing distance metrics which are pre-learned from the source domains. Saenko et al. [16] proposed to directly learn a distance metric across different domains based on the information-theoretic metric learning method [40]. Kulis et al. [39] extended Saenko et al.’s work [16] by incorporating non-linear kernels. It is worth mentioning that the work from Saenko et al. [16] and Kulis et al. [39] can be easily extended to solve transfer learning problems with heterogeneous domains. Qi et al. [77] proposed to learn metrics to effectively mine the information shared between the training data from two image categories, and these metrics are later combined by their developed cross-category ensemble in order to learn target classifiers. Zhang and Yeung [79] proposed a multi-task metric learning method to learn the task relationships between all source tasks and the target task.

2.3.3 Online Learning

Online learning is known for its ability to continuously update the current classifier with the labeled training data coming in a sequence (e.g., stock market prediction) [80, 81]. Thus far, few methods have addressed online learning under a transfer learning setting. One piece of pioneer work along this direction was done by Zhao and Hoi [82]. They proposed an online framework which handles transfer learning problems with either homogeneous domains or heterogenous domains. Dekel et al. [83] also proposed an online learning framework, which aims to learn multiple tasks in parallel under a global loss function.
2.4 Real-World Applications

In this section, we summarize quite a few pieces of existing transfer learning work according to a number of real-world transfer learning applications or fields as follows:

- Natural Language Processing: [18, 23, 29, 41, 84–89]
- Sentiment Classification: [19, 90–96]
- Text Classification: [20, 21, 50, 62, 97–106]
- Text Clustering: [59, 107, 108]
- Image Classification/Retrieval: [15, 16, 33, 38, 39, 109–116]
- Image Clustering: [22]
- Video Classification/Retrieval: [17, 22, 36, 54, 117–119]
- Collaborative Filtering: [120–124]
- Wireless Sensor Networks: [24, 61, 62, 125–130]
- Learning to Rank: [131–137]
- Bioinformatics: [31, 138–141]
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Domain Transfer Multiple Kernel Learning

In this chapter, we propose a novel transfer learning framework, referred to as Domain Transfer Multiple Kernel Learning (DTMKL), to cope with the considerable change between feature distributions of different domains. Our framework simultaneously learns a kernel function and a robust classifier by minimizing both the structural risk functional and the distribution mismatch between the labeled and unlabeled samples from the source and target domains. Under the DTMKL framework, we also propose two novel methods by using SVM and pre-learned classifiers, respectively. We apply these two methods for two transfer learning related applications (i.e., video concept detection and text classification).

3.1 Introduction

The conventional machine learning methods usually assume that the training and test data are drawn from the same data distribution. In many applications, it is expensive and time-consuming to collect the labeled training samples. Meanwhile, classifiers trained with only a limited number of labeled samples are usually not robust for pattern recognition tasks. Recall that feature distributions of training samples from different domains change tremendously, and the training samples from multiple sources also have very different statistical properties (such as mean, intra-class and inter-class variance). Though a large number of training data are available in the source domain, the classifiers
trained from those data or the combined data from both the source and target domains may perform poorly on the test data from the target domain [30, 34].

A number of transfer learning methods [29, 30, 33–35] have been proposed to take advantage of all labeled samples from the both source and target domains. However, all these methods did not utilize the unlabeled samples in the target domain. Such unlabeled samples can also be used to improve the classification performance [7, 142].

When there are only a few or even no labeled samples available in the target domain, the source samples or the unlabeled target samples can be used to train the target classifier. Several transfer learning methods [44, 47] were also proposed to cope with the inconsistency of data distributions (such as covariate shift [44] or sampling selection bias [47]). These methods re-weighted the training samples from the source domain by using the unlabeled data from the target domain such that the statistics of samples from both domains are matched. Very recently, Bruzzone and Marconcini [13] proposed Domain Adaptation Support Vector Machine (DASVM), which extended Transductive SVM (T-SVM) to label unlabeled target samples progressively and simultaneously remove some source labeled samples. Interested readers may refer to [12] for the more complete survey of transfer learning methods.

The common observation is that most of these transfer learning methods are either variants of SVM or in tandem with SVM or other kernel methods. The prediction performances of these kernel methods heavily depend on the choice of the kernel. To obtain the optimal kernel, Lanckriet et al. [143] proposed to directly learn a nonparametric kernel matrix by solving an expensive semi-definite programming (SDP) problem [144]. However, the time complexity is $O(n^{6.5})$, which is computationally prohibitive for many real-world applications. Instead of learning the kernel matrix, many efficient Multiple Kernel Learning (MKL) methods [143, 145–147] have been proposed to directly learn the kernel function, in which the kernel function is assumed to be a linear combination of multiple predefined kernel functions (referred to as base kernel functions). And these methods simultaneously learn the decision function as well as the kernel. In practice, MKL has been successfully employed in many computer vision applications, such as action recognition [148, 149], object detection [150] and so on. However, these methods commonly assume that both training data and test data are drawn from the same domain. As a result, MKL methods cannot learn the optimal kernel with the combined
data from the source and target domains. Therefore, the training data from the source domain may degrade the performance of MKL algorithms in the target domain.

In this chapter, we propose a unified transfer kernel learning framework, referred to as Domain Transfer Multiple Kernel Learning (DTMKL), for several challenging transfer learning tasks. The main contributions of our work include:

- To deal with the considerable change between feature distributions of different domains, DTMKL minimizes the structural risk functional and Maximum Mean Discrepancy (MMD) [37], a criterion to evaluate the distribution mismatch between the source and target domains. In practice, DTMKL provides a unified framework to simultaneously learn an optimal kernel function as well as a robust classifier.

- Many existing kernel methods including SVM, Support Vector Regression (SVR), Kernel Regularized Least-Squares (KRLS) and so on, can be incorporated into the framework of DTMKL to tackle transfer learning problems. Moreover, we propose a reduced gradient descent procedure to efficiently and effectively learn the linear combination coefficients of multiple base kernels as well as the target classifier.

- Under the DTMKL framework, we propose two methods on the basis of SVM and pre-learned classifiers, respectively. The first method $DTMKL_{LAT}$ directly utilizes the training data from the source and target domain. The second method $DTMKL_{f}$ makes use of the labeled target training data as well as the decision values from the existing base classifiers on the unlabeled data from the target domain. And these base classifiers can be pre-learned by using any method (e.g., SVM and SVR).

- To the best of our knowledge, DTMKL is the first semi-supervised transfer kernel learning framework for the single source domain problem, which can incorporate many existing kernel methods. In contrast to the traditional kernel learning methods, DTMKL does not assume that the training and test data are drawn from the same domain.

- Comprehensive experiments on TRECVID, 20 Newsgroups, and email spam data sets demonstrate the effectiveness of the DTMKL framework in real-world applications.
The rest of this chapter is organized as follows: We briefly review the related work in Section 3.2. We then introduce our framework Domain Transfer Multiple Kernel Learning in Section 3.3. In particular, we present two methods DTMKL\_AT and DTMKL\_f to tackle the single source domain problem by using SVM and pre-learned classifiers, respectively. We experimentally compare the two proposed methods with other SVM-based transfer learning methods on the TRECVID data set for video concept detection, as well as on the 20 Newsgroups and email spam data sets for text categorization in Section 3.4. Finally, conclusive remarks are presented in Section 3.5.

3.2 Brief Review of Related Work

Let us denote the data set of labeled and unlabeled samples from the target domain as $D^T_l = \{ (x^T_i, y^T_i) \}_{i=1}^{n_l}$ and $D^T_u = \{ x^T_i \}_{i=n_l+1}$, respectively, where $y^T_i$ is the label of $x^T_i$. We also define $D^T = D^T_l \cup D^T_u$ as the data set from the target domain with the size $n_T = n_l + n_u$ under the marginal data distribution $P$, and $D^S = \{ (x^S_i, y^S_i) \}_{i=1}^{n_S}$ as the data set from the source domain under the marginal data distribution $Q$. Let us also represent the labeled training data set as $D = \{ (x_i, y_i) \}_{i=1}^{n}$, where $n$ is the total number of labeled samples. The labeled training data can be from the target domain (i.e., $D = D^T_l$) or from the both domains (i.e., $D = D^T_l \cup D^S$).

In this work, the transpose of vector/matrix is denoted by the superscript $'$ and the trace of a matrix $A$ is represented as $\text{tr}(A)$. Let us also define $I_n$ as the $n$-by-$n$ identity matrix. $0_n$ and $1_n$ are $n$-by-1 vectors all zeros and ones, respectively. The inequality $u = [u_1, \ldots, u_j]' \geq 0_j$ means that $u_i \geq 0$ for $i = 1, \ldots, j$. And the element-wise product between vectors $u$ and $v$ is represented as $u \circ v = [u_1v_1, \ldots, u_jv_j]'$. $A \succ 0$ means that the matrix $A$ is symmetric and positive definite (pd).

In the following subsections, we will briefly review two major paradigms of transfer learning. The first is to directly learn the decision function in the target domain (also known as target classifier) based on the labeled data in the source domain and/or the target domain by minimizing the mismatch of data distribution between two domains. The second is to make use of the existing source classifiers trained based on the source domain samples for transfer learning.
3.2.1 Domain Transfer via Reducing Mismatch between Data Distributions of Two Domains

In transfer learning, it is crucial to reduce the difference between the data distributions of the source and target domains. Many parametric criteria (e.g., Kullback-Leibler (KL) divergence) have been used to measure the distance between data distributions. However, an intermediate density estimate process is usually required. To avoid such a non-trivial task, Borgwardt et al. [37] proposed an effective nonparametric criterion, referred to as Maximum Mean Discrepancy (MMD), to compare data distributions based on the distance between the means of samples from two domains in a Reproducing Kernel Hilbert Space (RKHS) \( \mathcal{H} \) spanned by a kernel function \( k \), namely:

\[
\text{DIST}_k(D^S, D^T) = \sup_{\|f\|_H \leq 1} \left( \mathbb{E}_{x \sim Q}[f(x^S)] - \mathbb{E}_{x \sim P}[f(x^T)] \right),
\]

where \( \mathbb{E}_{x \sim \mathcal{U}}[\cdot] \) denotes the expectation operator under the data distribution \( \mathcal{U} \), and \( f(x) \) is any function in \( \mathcal{H} \). The second equality holds as \( f(x) = \langle f, \phi(x) \rangle_\mathcal{H} \) by the property of RKHS [151], where \( \phi(\cdot) \) is the nonlinear feature mapping function that induces the kernel \( k \). Note that the inner product of \( \phi(x_i) \) and \( \phi(x_j) \) equals to the kernel function \( k(\cdot, \cdot) \) on \( x_i \) and \( x_j \), namely, \( k(x_i, x_j) = \phi(x_i)^T \phi(x_j) \). Asymptotically, the empirical measure of MMD in (3.1) can be well-estimated by:

\[
\text{DIST}_k(D^S, D^T) = \left\| \frac{1}{n_S} \sum_{i=1}^{n_S} \phi(x^S_i) - \frac{1}{n_T} \sum_{i=1}^{n_T} \phi(x^T_i) \right\|_\mathcal{H}. \tag{3.2}
\]

To capture higher order statistics of the data (e.g., higher order moments of probability distribution), the samples in (3.2) are transformed into a higher dimensional or even infinite dimensional space through the nonlinear feature mapping \( \phi(\cdot) \). When \( \text{DIST}_k(D^S, D^T) \) is close to zero, the higher order moments of the data from the two domains become matched, and so their data distributions are also close to each other [37]. The MMD criterion was successfully used to integrate biological data from multiple sources in [37].
Due to the change between data distributions of different domains, training with samples only from the source domain may degrade the classification performance in the target domain. To reduce the mismatch between two different domains, Huang et al. [47] proposed a two-step approach called Kernel Mean Matching (KMM). The first step is to diminish the mismatch between means of samples in RKHS from the two domains by re-weighting the samples $\phi(x_i)$ in the source domain as $\beta_i \phi(x_i)$, where $\beta_i$ is learned by using the square of the MMD criterion in (3.2). Then the second step is to learn a decision function $f(x) = w^T \phi(x) + b$ that separates samples from two opposite classes in $D$ using the loss function re-weighted by $\beta_i$.

Recently, Pan et al. [61] proposed an unsupervised kernel matrix learning method, referred to as Maximum Mean Discrepancy Embedding (MMDE), by minimizing the square of the MMD criterion in (3.2) as well, and then applied the learned kernel matrix to train an SVM classifier for WiFi localization and text categorization.

### 3.2.2 Domain Transfer via Existing Classifiers

Instead of learning the target classifier directly from the labeled data in both source and target domains, some researchers make use of the source classifiers trained from the source domain to learn the target classifier. Yang et al. [30] proposed Adaptive SVM (A-SVM), in which a new SVM classifier $f^T(x)$ is adapted from an existing source classifier $f^S(x)$ trained with the samples from the source domain\(^1\). Specifically, the new decision function is formulated as $f^T(x) = f^S(x) + \Delta f(x)$, where the perturbation function $\Delta f(x)$ is learned by using the labeled data $D^T_l$ from the target domain. As shown in [30], $f^S(x)$ can be deemed as a pattern-dependent bias, and then the perturbation function $\Delta f(x)$ can be easily learned.

Besides A-SVM, Schweikert et al. [31] proposed to use the linear combination of the decision values from the source SVM classifier and the target SVM classifier for the prediction in the target domain. It is noteworthy that both this method and A-SVM do not utilize the abundant and useful unlabeled data $D^T_u$ in the target domain for transfer learning.

---

\(^1\)Yang et al. [30] also proposed a formulation to solve the multiple source domain problem. This paper mainly focuses on single source domain setting. We therefore briefly introduce their work under this setting.
3.3 Domain Transfer Multiple Kernel Learning Framework

In this section, we introduce our proposed unified transfer learning framework, referred to as Domain Transfer Multiple Kernel Learning (DTMKL). And we also present a unified learning algorithm for DTMKL. Based on the proposed framework, we further propose two methods using SVM and the existing classifiers, respectively.

In previous transfer learning methods [47, 61], the weights or the kernel matrix of samples are learned separately using the MMD criterion in (3.2) without considering any label information. However, it is usually beneficial to utilize label information during kernel learning. Instead of using the two-step approaches as in [47, 61], we propose a unified transfer learning framework, DTMKL, to learn the following decision function for the target domain:

\[
f(x) = w'\phi(x) + b = \sum_{i=1}^{n} \beta_{i}k(x_i, x) + b,
\]

(3.3)
as well as the kernel function \(k\) simultaneously, where \(w\) is the weight vector in the feature space and \(b\) is the bias term. Notice that \(\beta_i\)'s are the coefficients of the kernel expansion for the decision function \(f(x)\) using the Representer Theorem [151]. In practice, DTMKL minimizes the mismatch between the data distributions of the source and target domains, as well as any structural risk functional of kernel methods. The learning framework of DTMKL is then formulated as:

\[
[k, f] = \arg\min_{k,f} \Omega(\text{DIST}^2_k(D^S, D^T)) + \theta R(k, f, D),
\]

(3.4)
where \(\Omega(\cdot)\) is any monotonic increasing function, and \(\theta > 0\) is a tradeoff parameter to balance the mismatch between data distributions of two domains and the structural risk functional \(R(k, f, D)\) defined on labeled samples in \(D\).

3.3.1 Minimizing data distribution mismatch

This first objective in DTMKL is to minimize the mismatch between data distributions of two domains using the MMD criterion defined in (3.2). We define a column vector \(s\) with \(n_S + n_T\) entries, in which the first \(n_S\) entries are set as \(1/n_S\) and the remaining
entries are set as $-1/n_T$, respectively. Let $\Phi = [\phi(x_1^S), \ldots, \phi(x_{n_S}^S), \phi(x_1^T), \ldots, \phi(x_{n_T}^T)]$ be the kernel matrix after feature mapping, and then $\frac{1}{n_S} \sum_{i=1}^{n_S} \phi(x_i^S) - \frac{1}{n_T} \sum_{i=1}^{n_T} \phi(x_i^T)$ in (3.2) is simplified as $\Phi_s$. Thus, the criterion in (3.2) can be rewritten as:

$$\text{DIST}_k^2(D^S, D^T) = \|\Phi_s\|^2 = \text{tr}(\Phi_s^\prime \Phi_s) = \text{tr}(K_S),$$

(3.5)

where $S = ss' \in \mathbb{R}^{(n_S+n_T) \times (n_S+n_T)}$, $K = \Phi^\prime \Phi = \begin{bmatrix} K_A^A & K_A^T \\ K_T^A & K_T^T \end{bmatrix} \in \mathbb{R}^{(n_S+n_T) \times (n_S+n_T)}$, $K_A^A \in \mathbb{R}^{n_S \times n_S}$, $K_T^T \in \mathbb{R}^{n_T \times n_T}$ and $K_A^T \in \mathbb{R}^{n_S \times n_T}$ are the kernel matrices defined for the source domain, the target domain and the transfer from the source domain to the target domain, respectively.

### 3.3.2 Minimizing structural risk functional

The second objective in DTMKL is to minimize the structural risk functional $R(k, f, D)$ defined on the labeled samples in $D$. Note that the structural risk functional of many existing kernel methods, including SVM, SVR, KRLS and so on, can be used here. Without using the first term in (3.4), the resultant optimization problem becomes a standard kernel learning problem [143] to learn the kernel $k$ and the decision function $f$ for the corresponding kernel method.

### 3.3.3 Multiple base kernels

Instead of learning a nonparametric kernel matrix $K$ in (3.4) for transfer learning as in [61], following [143, 146, 147], we assume the kernel $k$ is a linear combination of a set of base kernels $k_m$’s, namely,

$$k = \sum_{m=1}^{M} d_m k_m,$$

where $d_m \geq 0$, $\sum_{m=1}^{M} d_m = 1$. We further assume the first objective $\Omega(\text{tr}(K_S))$ in (3.4) is as follows$^2$:

$$\Omega(\text{tr}(K_S)) = \frac{1}{2} (\text{tr}(K_S))^2 = \frac{1}{2} \left( \text{tr} \left( \sum_{m=1}^{M} d_m K_m S \right) \right)^2 = \frac{1}{2} d^\prime h h^\prime d,$$

$^2$Note that any monotonic increasing function can be used to formulate $\Omega(\cdot)$. Because of the good convexity and the simplicity of quadratic functions, in this work we assume that $\Omega(\cdot)$ is a quadratic function in the form of $\Omega(z) = \frac{1}{2} z^2$. 26
where \( h = [h_1, \ldots, h_M]' \), \( h_m = \text{tr}(K_m S) \), \( K_m = [k_m(x_i, x_j)] \in \mathbb{R}^{(n_S+n_T) \times (n_S+n_T)} \) and \( d = [d_1, \ldots, d_M]' \). Moreover, from (3.3), we have \( f(x) = \sum_{m=1}^{M} d_m w_m' \phi_m(x) + b \), where \( w_m = \sum_{i=1}^{n} \beta_i \phi_m(x_i) \).

Thus, the optimization problem in (3.4) can be rewritten as:

\[
\min_{d \in \mathcal{M}} \min_{f} \frac{1}{2} d' h h' d + \theta R(d, f, D), \tag{3.6}
\]

where \( \mathcal{M} = \{d | d \geq 0_M, 1_M d = 1 \} \) is the feasible set of \( d \) and \( f \) is the target decision function. Note that we have only \( M \) variables in \( d \), which is much smaller than the total number of variables \( (n_S + n_T)^2 \) in \( K \). Thus, the resultant optimization problem is much simpler than that of the non-parametric kernel matrix learning in MMDE [61].

### 3.3.4 Learning algorithm

Let us define

\[
J(d) = \min_{f} R(d, f, D). \tag{3.7}
\]

Then, the optimization problem (3.6) can be rewritten as:

\[
\min_{d \in \mathcal{M}} h(d) = \min_{d \in \mathcal{M}} \frac{1}{2} d' hh' d + \theta J(d). \tag{3.8}
\]

It is worth mentioning that the traditional MKL methods suffer from the non-smooth problem on the linear kernel combination coefficient \( d \), and thus the simple coordinate descent algorithms such as SMO may not lead to the global solution [145]. As shown in the literature, the global optimum of MKL can be achieved by using the reduced gradient descent method [147] or semi-infinite linear programming [146, 152]. Following [147], we develop an efficient and effective reduced gradient descent procedure to iteratively update different variables (e.g., \( d \) and \( f \)) in (3.6) to obtain the optimal solution. The algorithm is detailed as follows:

**Updating the decision function \( f \):** With the fixed \( d \), only the structural risk functional \( R(d, f, D) \) in (3.6) depends on \( f \). We can solve for the decision function \( f \) by minimizing \( R(d, f, D) \).

**Updating kernel coefficients \( d \):** When the decision function \( f \) is fixed, (3.8) can be updated using the reduced gradient descent method as suggested in [147]. Specifically, the gradient of \( h \) in (3.8) is

\[
\nabla h = hh'd + \theta \nabla J,
\]
where $\nabla J$ is the gradient of $J$ in (3.7). Furthermore, the hessian matrix can be derived as

$$\nabla^2 h = hh' + \theta \nabla^2 J.$$  

Note that $hh' + \theta \nabla^2 J$ may not be full rank. Thus, to avoid numerical instability, we replace $hh'$ by $hh' + \varepsilon I$ to make sure $\nabla^2 h = hh' + \varepsilon I + \theta \nabla^2 J > 0$, where $\varepsilon$ is set to $10^{-2}$ in the experiments. Compared with first-order gradient based methods, second-order derivative based methods usually converge faster. So we use $g = (\nabla^2 h)^{-1} \nabla h$ as the updating direction. To maintain $d \in \mathcal{M}$, the updating direction $g$ is reduced as in [147], so the updated weight of multiple base kernels is as follows:

$$d_{t+1} = d_t - \eta_t g_t \in \mathcal{M},$$  

where $d_t$ and $g_t$ are the linear combination coefficient vector $d$ and the reduced updating direction $g$ at the $t$th iteration respectively, and $\eta_t$ is the learning rate. The overall procedure of the proposed DTMKL is summarized in Algorithm 1.

**Algorithm 1** Optimization procedures of DTMKL

1: Initialize $d = \frac{1}{|\mathcal{M}|} 1_{\mathcal{M}}$.
2: For $t = 1, \ldots, T_{\text{max}}$
3:  Solve the target classifier $f$ in the objective function in (3.7).
4:  Update the linear combination coefficient vector $d$ of multiple base kernels using (3.9).
5: End.

As aforementioned, one can employ any structural risk functional of kernel methods in the learning framework of DTMKL. In this chapter, we first propose to model the structural risk functional $R(k, f, \mathcal{D})$ by using SVM. Second, inspired by the utilization of source classifiers for transfer learning as in A-SVM [30], we also propose another formulation which considers the decision values from the base classifiers on the unlabeled samples in the target domain.

### 3.3.5 DTMKL using Hinge Loss

We use the structural risk functional of SVM with the hinge loss function ($i.e., \ell_h(z) = \max(0, 1 - z)$) to model the second objective $R(d, f, \mathcal{D})$ in (3.6). Here, instead of using
\[ \frac{1}{2} \| w \|^2 \] in the standard SVM, we use the MKL regularizer \( \frac{1}{2} \sum_{m=1}^{M} d_m \| w_m \|^2 \) introduced in [152]. Then, the corresponding constrained optimization problem can be rewritten as:

\[
\min_{\mathbf{d} \in \mathcal{M}} \min_{\mathbf{w}_m, b, \xi_i} \quad \frac{1}{2} \mathbf{d}' \mathbf{hh}' \mathbf{d} + \theta \left( \frac{1}{2} \sum_{m=1}^{M} d_m \| \mathbf{w}_m \|^2 + C \sum_{i=1}^{n} \xi_i \right), \tag{3.10}
\]

\[ \text{s.t.} \quad y_i \left( \sum_{m=1}^{M} d_m \mathbf{w}_m' \phi_m (\mathbf{x}_i) + b \right) \geq 1 - \xi_i, \quad \xi_i \geq 0, \quad i = 1, \ldots, n, \tag{3.11} \]

where \( C > 0 \) is the tradeoff parameter and \( \xi_i \)'s are the slack variables for the corresponding constraints. However, (3.10) in general is non-convex due to the product of \( d_m \) and \( w_m \) in the inequality constraints of (3.10). Following [152], we introduce a transformation \( \mathbf{v}_m = d_m \mathbf{w}_m \), and (3.10) can be then rewritten as:

\[
\min_{\mathbf{d} \in \mathcal{M}} \min_{\mathbf{v}_m, b, \xi_i} \quad \frac{1}{2} \mathbf{d}' \mathbf{hh}' \mathbf{d} + \theta \left( \frac{1}{2} \sum_{m=1}^{M} \frac{\| \mathbf{v}_m \|^2}{d_m} + C \sum_{i=1}^{n} \xi_i \right), \tag{3.12}
\]

\[ \text{s.t.} \quad y_i \left( \sum_{m=1}^{M} \mathbf{v}_m' \phi_m (\mathbf{x}_i) + b \right) \geq 1 - \xi_i, \quad \xi_i \geq 0, \quad i = 1, \ldots, n. \tag{3.13} \]

In the following theorem, we prove that the optimization problem (3.12) is convex.

**Theorem 3.1** The optimization problem (3.12) is jointly convex with respect to \( \mathbf{d}, \mathbf{v}_m, b \) and \( \xi_i \).

**Proof:** The first term \( \frac{1}{2} \mathbf{d}' \mathbf{hh}' \mathbf{d} \) in the objective function (3.12) is a convex quadratic term. Other terms in the objective function and constraints are linear except the term \( \frac{1}{2} \sum_{m=1}^{M} \frac{\| \mathbf{v}_m \|^2}{d_m} \) in (3.12). As shown in [147], this term is also jointly convex with respect to \( \mathbf{d} \) and \( \mathbf{v}_m \). Therefore, the optimization problem in (3.12) is jointly convex with respect to \( \mathbf{d}, \mathbf{v}_m, b \) and \( \xi_i \).

Therefore, (3.12) can converge to the global minimum using the reduced gradient descent procedure described in Algorithm 1. Note that when one of the linear combination coefficients (say, \( d_m \)) is zero, the corresponding \( \mathbf{v}_m \) at the optimality must be zero as well [147]. In other cases (i.e., the corresponding \( \mathbf{v}_m \) is nonzero), the corresponding descent direction is nonzero, and so \( d_m \) will be updated again by using the reduced descent direction in the subsequent iteration until the objective function in (3.12) cannot be decreased.
Recall that the constrained optimization problem of SVM is usually solved by its dual problem, which is in the form of a quadratic programming (QP) problem:

$$\max_{\alpha \in A} 1_n'\alpha - \frac{1}{2}(\alpha \circ y)'K(\alpha \circ y).$$

Similarly, one can show that $J(d)$ in (3.12) can be written as follows [152]:

$$J(d) = \max_{\alpha \in A} 1_n'\alpha - \frac{1}{2}(\alpha \circ y)'\left(\sum_{m=1}^{M} d_m K_m\right)(\alpha \circ y),$$

(3.14)

where $J(d)$ is linear in $d \in M$, $A = \{ \alpha | \alpha'y = 0, 0_n \leq \alpha \leq C1_n \}$ is the feasible set of the dual variables $\alpha$, $y = [y_1, \ldots, y_n]'$ is the label vector and $K_m = [k_m(x_i, x_j)] = [\phi_m(x_i)'\phi_m(x_j)] \in \mathbb{R}^{n \times n}$ is the $m$-th base kernel matrix of the labeled samples.

With the optimal $d$ and the dual variables $\alpha$, the prediction of any test data $x$ using the target decision function can be obtained as follows:

$$f^T(x) = \sum_{m=1}^{M} d_m w_m'\phi_m(x) + b = \sum_{i: \alpha_i \neq 0} \alpha_i y_i \sum_{m=1}^{M} d_m k_m(x_i, x) + b.$$

In this method, the labeled samples from the Auxiliary domain (i.e., source domain) and the Target domain can be directly used to improve the classification performance of the classifier in the target domain. In this case, we term this method as $DTMKL_{AT}$. It is worth mentioning that the unlabeled target data $D^T_u$ can be used for the calculation of the MMD values in (3.2) which does not require label information.

### 3.3.6 DTMKL using Existing Base Classifiers

In this subsection, we extend our proposed DTMKL by defining the structural risk functional of SVR on both labeled and unlabeled data in the target domain. There are no input labels for the unlabeled target samples. Inspired by the use of base classifiers, we introduce a regularization term (i.e., the last term in (3.15)) to enforce that the decision values from the target classifier and the existing base classifiers are similar on the unlabeled target samples. Moreover, we further introduce another penalty term (i.e., the fourth term in (3.15)) for the labeled target samples to ensure that the decision values from the target classifier are close to the true labels. Note that the labeled training
data can be from the target domain (i.e., \(D = D_T^T\)) or from the both domains (i.e., \(D = D_T^T \cup D^S\)). Let us denote \(f_T^m\) and \(f_B^m\) as the target classifier and the base classifier with the \(m\)th base kernel, respectively. For simplicity, we define \(f_T^m\) and \(f_B^m\) as the decision values on any data \(x_i\), respectively. Similar to (3.10), we also assume that the regularizer is \(\frac{1}{2} \sum_{m=1}^{M} d_m \|w_m\|^2\). Then, we present another formulation of DTMKL as follows:

\[
\min_{d \in M, w_m, \xi, \xi^*, f_T, f_B} \frac{1}{2} \mathbf{d}' \mathbf{h} \mathbf{h}' \mathbf{d} + \theta \left\{ \frac{1}{2} \sum_{m=1}^{M} d_m \|w_m\|^2 + C \sum_{i=1}^{n+nu} (\xi_i + \xi_i^*) \right. \\
\left. + \frac{\zeta}{2} \left( \sum_{m=1}^{M} \|f_T^m - y\|^2 + \lambda \sum_{m=1}^{M} \|f_B^m - f_B^m\|^2 \right) \right\},
\]

(3.15)

s.t.

\[
\sum_{m=1}^{M} d_m w_m' \phi_m(x_i) + b - \sum_{m=1}^{M} d_m f_T^m_i \leq \epsilon + \xi_i, \xi_i \geq 0,
\]

\[
\sum_{m=1}^{M} d_m f_T^m_i - \sum_{m=1}^{M} d_m w_m' \phi_m(x_i) - b \leq \epsilon + \xi_i^*, \xi_i^* \geq 0,
\]

\(i = 1, \ldots, n + nu\).

where \(\lambda > 0\) is the balance parameter, \(C, \zeta > 0\) are the tradeoff parameters, \(y = [y_1, \ldots, y_n]'\) is the label vector of the labeled training data from \(D\), \(\xi_i's\) and \(\xi_i^*'s\) are slack variables for the \(\epsilon\)-insensitive loss, \(f_T^m = [f_T^m_1, \ldots, f_T^m_n]'\) is the decision value vector of the labeled training data \(D\) from the target classifier, and \(f_B^m = [f_B^m_1, \ldots, f_B^m_{n+nu}]'\) and \(f_U^m = [f_U^m_1, \ldots, f_U^m_{n+nu}]'\) are the decision value vectors of the unlabeled target data \(D_U^T\) from the target classifier \(f_T^m\) and the base classifier \(f_B^m\), respectively. While the objective function in (3.15) is not jointly convex with respect to the variables \(d_m\) and \(w_m\), our iterative approach listed in Algorithm 1 can still reach the local minimum.

We denote the objective inside \(\{}\) of (3.15) as \(J(d)\). The dual of \(J(d)\) (see Appendix A.1 for the detailed derivation) can be derived by introducing the Lagrangian multipliers \(\alpha\) and \(\alpha^*\):

\[
J(d) = \max_{(\alpha, \alpha^*) \in \mathcal{A}} -\frac{1}{2} (\alpha - \alpha^*)' \tilde{K} (\alpha - \alpha^*) - \tilde{y}' (\alpha - \alpha^*) - \alpha' \mathbf{1}_{n+nu} (\alpha + \alpha^*),
\]

(3.16)
Figure 3.1: Illustration of virtual labels. The base classifier $f^{B,m}$ is learned with the base kernel function $k_m$ and the labeled training data from $D$, where $m = 1, \ldots, M$. For each of the unlabeled target pattern $x$ from $D^T_u$, we can obtain its decision value $f^{B,m}(x)$ from each base classifier. Then the virtual label $\tilde{y}$ of $x$ is defined as the linear combination of its decision values $f^{B,m}(x)$'s weighted by the coefficients $d_m$'s, i.e., $\tilde{y} = \sum_{m=1}^{M} d_m f^{B,m}(x)$.

where

$$
\tilde{K} = \sum_{m=1}^{M} d_m \tilde{K}_m = \sum_{m=1}^{M} d_m K_m + \frac{1}{\zeta} \sum_{m=1}^{M} d_m^2 \left[ I_n \frac{1}{\zeta} I_{n_u} \right],
$$

$$
\tilde{y} = \sum_{m=1}^{M} d_m \tilde{y}_m = \left[ \sum_{m=1}^{M} d_m f^{B,m}_u \right],
$$

$A = \{(\alpha, \alpha^*)|\alpha \geq 0, \alpha^* \geq 0\}$ is the feasible set of the dual variables $\alpha$ and $\alpha^*$, and $K_m = [k_m(x_i, x_j)] \in \mathbb{R}^{(n+n_u) \times (n+n_u)}$ is the kernel matrix of both the labeled samples from $D$ and unlabeled samples from $D^T_u$.

Recall that the dual form of the standard $\epsilon$-SVR is as follows:

$$
\max_{(\alpha, \alpha^*) \in A} -\frac{1}{2}(\alpha - \alpha^*)' K (\alpha - \alpha^*) - y'(\alpha - \alpha^*) - \epsilon 1'_{n+n_u} (\alpha + \alpha^*). \tag{3.19}
$$

Surprisingly, (3.16) is very similar to (3.19) except for some minor changes, that is the kernel matrix $K$ and $y$ are replaced by $\tilde{K}$ and $\tilde{y}$, respectively. Therefore, (3.16) can be efficiently solved by using the state-of-the-art SVM solver (e.g., LIBSVM [153]). The kernel matrix $\tilde{K}$ is similar to Automatic Relevance Determination (ARD) kernel used...
in Gaussian Process, and the second term in (3.17) is to control the noise of output. Interestingly, each of the last \( n_u \) entries of \( \tilde{y} \) in (3.18) can be considered as a so-called virtual label \( \tilde{y} = \sum_{m=1}^{M} d_m f_{B,m}(x) \) composed by the linear combination of the decision values from the base classifiers \( f_{B,m}'s \) on the unlabeled target pattern \( x \) (see Figure 3.1 for illustration).

With the optimal \( d \) and the dual variables \( \alpha \) and \( \alpha^* \), the target decision function can be found as:

\[
f(x) = \sum_{m=1}^{M} d_m w'_m \phi_m(x) + b = \sum_{i: \alpha_i - \alpha_i^* \neq 0} (\alpha_i - \alpha_i^*) \sum_{m=1}^{M} d_m k_m(x_i, x) + b.
\]

Because of the use of the existing base classification functions, we then refer to this method as \( DTMKL_{f} \).

### 3.3.7 Computational Complexity of DTMKL

Recall that DTMKL adopts the reduced gradient descent scheme as in [147] to iteratively update the coefficients of base kernels and learn the target classifier. For DTMKL\_AT, the overall optimization procedure is dominated by a series of the kernel classifier training\(^3\). For example, at each iteration of DTMKL\_AT, the cost is essentially the same as the SVM training. Empirically, the SVM training complexity is \( O(n^{2.3}) \) [154]. And so the training cost for our proposed DTMKL\_AT is \( O(T_{\text{max}} \times n^{2.3}) \), where \( T_{\text{max}} \) is the number of iterations in DTMKL. As shown in Section 3.4.5, our DTMKL\_AT generally converges after less than five iterations. For DTMKL\_f, we use multiple base classifiers. For example, the base classifiers SVM\_AT can be pre-learned and adapted from the existing classifier SVM\_A at very little computational cost by using warm start strategy or using A-SVM. Thus, the cost of the calculation of the virtual labels for DTMKL\_f is not significant. Recall that DTMKL\_f incorporates both labeled and unlabeled samples in the training stage. Therefore, the training complexity of DTMKL\_f is \( O(T_{\text{max}} \times (n + n_u)^{2.3}) \).

The testing complexity of DTMKL\_AT and DTMKL\_f depends on the number of support vectors learned from the training stage. And we show in Table 3.3 that our

\(^3\)Here, we suppose multiple base kernels can be precomputed and loaded into memory before the DTMKL training. Then the computational cost for the calculation of the learned kernel \( K = \sum_{m=1}^{M} d_m K_m \) which takes \( O(Mn^2) \) time can be ignored.
methods DTMKL_{AT} and DTMKL_{f} take less than one minute to finish the whole prediction process for about 21,213 test samples from each of 36 concepts on the TRECVID data set, which are as fast as the MKL algorithm.

### 3.3.8 Discussions with Related Work

Our work is different from the prior transfer learning methods such as [13, 29, 30, 33, 34, 47]. These methods use standard kernel functions for SVM training, in which the kernel parameters are usually determined through cross-validation. Recall that the kernel function plays a crucial role in SVM. When the labeled data from the target domain are limited, the cross-validation approach may not choose the optimal kernel, which significantly degrades the generalization performance of SVM. Moreover, most existing transfer learning algorithms [29, 30, 33, 34] do not explicitly consider any specific criterion to measure the distribution mismatch of samples between different domains. As demonstrated in the previous work [15, 30, 31, 54], the source classifiers (i.e., the base classifiers trained with the data from one or multiple source domains) can be used to learn a robust target classifier. Again, there is no specific criterion used to minimize the distribution mismatch between the source and target domains in these methods. In addition, the work in [54] focuses on the setting with *multiple source domains* and the Domain Adaptation Machine (DAM) algorithm was specifically proposed for multiple source domain adaptation problem. The algorithm Cross-Domain Regularized Regression (CDRR) and its Incremental version Incremental CDRR (ICDRR) in [15] were specifically designed for large scale image retrieval applications. In order to achieve the real-time retrieval performance on the large image data set with about 270,000 images, a linear regression function is used as the target function in [15]. Also, in the previous work [15, 30, 31, 54], only one kernel is used in the target decision function. In contrast to these methods [15, 29–31, 33, 34, 54], DTMKL is a unified transfer kernel learning framework, in which the optimal kernel is learned by explicitly minimizing the distribution mismatch between the source and target domains by using both labeled and unlabeled samples. Most importantly, many kernel learning methods (e.g., SVM, SVR, KRLS and etc) can be readily embedded into our DTMKL framework to solve transfer learning problems.
The work most closely related to DTMKL was proposed by Pan et al. [61], in which a two-step approach is used for transfer learning. The first step is to learn a kernel matrix of samples using the MMD criterion, and the second step is to apply the learned kernel matrix to train an SVM classifier. DTMKL is different from [61] in the following aspects:

1) A kernel matrix is learned in unsupervised setting in [61] without using any label information, which is not as effective as our semi-supervised learning method DTMKL.

2) In contrast to the two-step approach in [61], DTMKL simultaneously learns a kernel function and SVM classifier.

3) The learned kernel matrix in [61] is nonparametric, thus it cannot be applied to unseen data. Instead, DTMKL can handle any new test data.

4) The optimization problem in [61] is in the form of expensive semi-definite programming (SDP) [155], the time complexity of which is $O(n^{6.5})$. As a result, it can only handle several hundred samples. Therefore, it cannot be applied to medium or large scale applications such as video concept detection.

Another related work is Adaptive Multiple Kernel Learning (A-MKL) [17], in which the target classifier is constrained as the linear combination of a set of pre-learned classifiers and the perturbation function learned by multiple kernel learning. A-MKL can be considered as an extension of DTMKL AT. In A-MKL, the unlabeled target samples are only used to measure the distribution mismatch between the two domains in the Maximum Mean Discrepancy (MMD) criterion, which is similar as in DTMKL AT and DTMKL f. In contrast, in DTMKL f, the decision values from the pre-learned base classifiers on the unlabeled target samples are used as virtual labels in a new regularizer (i.e., the last term in (3.15)) in order to enforce that the decision values from the target classifier and the existing base classifiers are similar on the unlabeled target samples. Moreover, A-MKL classifier can also be used as one base classifier in DTMKL f.

Multiple Kernel Learning (MKL) methods [143, 146, 147] also simultaneously learn the decision function and the kernel in an inductive setting. However, the default assumption of MKL is that the training data and the test data are drawn from the same
domain. When the training data and the test data come from different distributions, MKL methods cannot learn the optimal kernel with the combined training data from the source and target domains. Therefore, the training data from the source domain may degrade the classification performances of MKL algorithms in the target domain. In contrast, DTMKL can utilize the samples from both domains for better classification performances.

3.4 Experiments

In this section, we evaluate our methods DTMKL_AT and DTMKL_f for two transfer learning related applications: 1) video concept detection on the challenging TRECVID video corpus and 2) text categorization on the 20 Newsgroups data set and the email spam data set.

3.4.1 Descriptions of Data Sets and Features

3.4.1.1 TRECVID Data Set

The TRECVID video corpus\(^4\) is one of the largest annotated video benchmark data sets for research purposes. The TRECVID 2005 data set contains 61,901 keyframes extracted from 108 hours of video programs from six broadcast channels (in English, Arabic and Chinese), and the TRECVID 2007 data set contains 21,532 keyframes extracted from 60 hours of news magazine, science news, documentaries and educational programming videos. As shown in [34], TRECVID data sets are challenging for transfer learning methods due to the large difference between TRECVID 2007 data set and TRECVID 2005 data set in terms of program structure and production values. 36 semantic concepts are chosen from the LSCOM-lite lexicon [156], a preliminary version of LSCOM, which covers 36 dominant visual concepts present in broadcast news videos, including objects, scenes, locations, people, events and programs. The 36 concepts have been manually annotated to describe the visual content of the keyframes in both TRECVID 2005 and 2007 data sets.

\(^4\)http://www-nlpir.nist.gov/projects/trecvid
In this work, we focus on the single source domain and single target domain setting. To evaluate the performances of all the methods, we choose one Chinese channel \textit{CCTV4} from TRECVID 2005 data set as the source domain, and use the TRECVID 2007 data set as the target domain. The source data set $\mathcal{D}^S$ consists of all the labeled samples from the source domain (i.e., 10,896 keyframes in CCTV4 channel). We randomly select 10 positive samples per concept from the TRECVID 2007 data set (containing 21,532 keyframes in total) as the labeled target training data set $\mathcal{D}^T_l$, which leads to a total of 355 training samples from the target domain\(^5\). Considering that it is computationally prohibitive to compare all the methods over multiple random training and testing splits, we report results from one split. And the remaining samples from the target domain are used for testing. For each of the 36 concepts, we have 21,213 test samples on average\(^6\).

Three low-level global features Grid Color Moment (225 dim.), Gabor Texture (48 dim.) and Edge Direction Histogram (73 dim.) are extracted to represent the diverse content of keyframes, because of their consistent good performances reported in TRECVID [30, 34]. Moreover, the three type of global features can be efficiently extracted, and the previous work [30, 34] also shows that the transfer issue exists when using these global features. Yanagawa \textit{et al.} have made the three types of features extracted from the keyframes of TRECVID data sets publicly available (see [157] for more details). We further concatenate the three types of features to form a 346-dimensional feature vector for each keyframe.

### 3.4.1.2 20 Newsgroups Data Set

The 20 Newsgroups data set\(^7\) is a collection of 18,774 news documents. This data set is organized in a hierarchical structure which consists of six main categories and 20 subcategories. Some of the subcategories (from the same category) are related to each

---
\(^5\)A large portion of keyframes in TRECVID 2007 data set have multiple labels. We therefore only have 355 unique labeled target training samples. For each concept, we make sure that there are only 10 positive samples from the target domain when training one-versus-all classifiers. It is worth noting that for some concepts (e.g., “Person”), we have fewer than 345 negative samples for model learning after excluding some training samples that are selected from other non-“Person” concepts but also positively labeled as “Person”.

\(^6\)Because of the multi-label setting of the TRECVID data set (i.e., one sample may be positive in multiple concepts), we have at least 21,172 test examples for each of the 36 concepts. As a matter of fact, on the average, each concept has 21,213 test samples.

\(^7\)\url{http://people.csail.mit.edu/jrennie/20Newsgroups}
other while others (from different categories) are not related, making this data set suitable to evaluate transfer learning algorithms.

In the experiments, four largest main categories (i.e., “comp”, “rec”, “sci” and “talk”) are chosen for evaluation. Specifically, for each main category, the largest subcategory is selected as the target domain, while the second largest subcategory is chosen as the source domain. Moreover, we consider the largest category “comp” as the positive class and one of the three other categories as the negative class for each setting. Table 3.1 provides the detailed information of all three settings. To construct the training data set, we use all labeled samples from the source domain, as well as randomly choose \( m \) positive and \( m \) negative samples from the target domain. And the remaining samples in the target domain are considered as the test data which are also used as the unlabeled data for training. In the experiments, \( m \) is set as 0, 1, 3, 5, 7 and 10. For any given \( m \), we randomly sample the training data from the target domain for 5 times, and report the means and the standard deviations of all methods. Moreover, the word-frequency feature is used to represent each document.

3.4.1.3 Email Spam Data Set

There are three email subsets (denoted by User1, User2 and User3, respectively) annotated by three different users in the email spam data set\(^8\). The task is to classify spam and non-spam emails. Since the spam and non-spam emails in the subsets have been differentiated by different users, the data distributions of the three subsets are related but different. Each subset has 2,500 emails, in which one half of the emails are \textit{spam} (labeled as -1) and the other half of them are \textit{non-spam} (labeled as 1).

On this data set, we consider three settings: 1) User1 (source domain) & User2 (target domain); 2) User2 (source domain) & User3 (target domain) and 3) User3 (source domain) & User1 (target domain). For each setting, the training data set contains all labeled samples from the source domain as well as the labeled samples from the target domain, in which 5 positive and 5 negative samples are randomly chosen. And the remaining samples in the target domain are used as the unlabeled training data and the test data as well. We randomly sample the training data from the target domain for

\(^8\)http://www.ecmlpkdd2006.org/challenge.html
Table 3.1: Description of the 20 Newsgroups data set.

(a) Source and target domains in different settings.

<table>
<thead>
<tr>
<th>Setting</th>
<th>Source Domain</th>
<th>Target Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>comp vs. rec</td>
<td>comp.windows.x &amp; rec.sport.hockey</td>
<td>comp.sys.ibm.pc.hardware &amp; rec.motorcycles</td>
</tr>
<tr>
<td>comp vs. sci</td>
<td>comp.windows.x &amp; sci.crypt</td>
<td>comp.sys.ibm.pc.hardware &amp; sci.med</td>
</tr>
<tr>
<td>comp vs. talk</td>
<td>comp.windows.x &amp; talk.politics.mideast</td>
<td>comp.sys.ibm.pc.hardware &amp; talk.politics.guns</td>
</tr>
</tbody>
</table>

(b) Numbers of training and test samples in different settings.

<table>
<thead>
<tr>
<th>Setting</th>
<th># positive/negative training samples from the source domain</th>
<th># positive/negative samples from the target domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>comp vs. rec</td>
<td>979/993</td>
<td>m/m</td>
</tr>
<tr>
<td></td>
<td></td>
<td>982 − m/997 − m</td>
</tr>
<tr>
<td>comp vs. sci</td>
<td>979/987</td>
<td>m/m</td>
</tr>
<tr>
<td></td>
<td></td>
<td>982 − m/989 − m</td>
</tr>
<tr>
<td>comp vs. talk</td>
<td>979/909</td>
<td>m/m</td>
</tr>
<tr>
<td></td>
<td></td>
<td>982 − m/940 − m</td>
</tr>
</tbody>
</table>

In the experiments, $m$ is set as 0, 1, 3, 5, 7 and 10.
5 times and report the means and the standard deviations of all methods. Again, the word-frequency feature is used to represent each document.

### 3.4.2 Experimental Setup

We systematically compare our proposed methods DTMKL\_AT and DTMKL\_f with the baseline SVM, and other transfer learning algorithms including Feature Replication (FR) [29], Adaptive SVM (A-SVM) [30], Cross-Domain SVM (CD-SVM) [34] and Kernel Mean Matching (KMM) [47]. We also report the results of the Multiple Kernel Learning (MKL) algorithm, in which the optimal kernel combination coefficients are learned by only minimizing the second part of DTMKL\_AT in (3.10) corresponding to the structural risk functional of SVM. Note that we do not compare with [61] because their work cannot cope with thousands of training and test samples.

For all methods, we train one-versus-all classifiers. Note that the standard SVM can use the labeled training data set \( D^T_t \) from the target domain, the labeled training data set \( D^S \) from the source domain, or the combined training data set \( D^S \cup D^T_t \) from both source and target domains. We then refer to SVM in the above three cases as SVM\_T, SVM\_A and SVM\_AT, respectively. We also report the results of MKL\_AT by employing the combined training data from two domains. The transfer learning methods FR, A-SVM, CD-SVM and KMM also make use of the combined training data set \( D^S \cup D^T_t \) for model learning.

MKL\_AT and our DTMKL based methods can make use of multiple base kernels. For fair comparison, we use the same kernels for other methods including SVM\_T, SVM\_A, SVM\_AT, FR, A-SVM, CD-SVM and KMM. Specifically for each method, we train multiple classifiers using the same kernels and then equally fuse the decision values to obtain the final prediction results.

Note that we make use of the unlabeled target training data from \( D^T_u \) in KMM and our DTMKL based methods. For KMM and DTMKL\_AT, the labeled and unlabeled training data are employed to measure the data distribution mismatch between two domains using the MMD criterion in (3.2). We additionally make use of the virtual labels for DTMKL\_f, which are the linear combination of the decision values from multiple base classifiers on
the unlabeled training data from $\mathcal{D}_u^T$. In this work, we employ SVM AT from multiple base kernels as the base classifiers in DTMKL $f$.

With our experimental setting, cross validation is not suitable to automatically tune the optimal parameters for the target classifier, because we only have a limited number of labeled samples or even no labeled samples from the target domain. For the two text data sets, we vary the tradeoff parameter $C$ for all methods and report the best result of each method with the optimal $C$, where $C = 0.1, 0.2, 0.5, 1, 2, 5, 10, 20$ and $50$. We fix the tradeoff parameter $C$ as the default value $1$ in LIBSVM for the large TRECVID data set, because it is time-consuming to run the experiments multiple times using different $C$.

### 3.4.2.1 Details on the TRECVID Data Set

4,000 unlabeled samples from the target domain are randomly selected as the unlabeled training data set $\mathcal{D}_u^T$ for model learning in KMM and our DTMKL methods. Moreover, for DTMKL $f$, only the labeled and unlabeled samples $\mathcal{D}_l^T \cup \mathcal{D}_u^T$ from the target domain are used as the training data. For KMM, the parameter $B$ is empirically set as $0.99$. And for our methods, the parameter $\theta$ in DTMKL AT and DTMKL $f$ and the parameters $\lambda, \zeta$ in DTMKL $f$ need to be determined beforehand. We empirically set $\zeta = 0.1$ and $\theta = 10^{-5}$. Recall that the parameter $\lambda$ in DTMKL $f$ is used to balance the costs from labeled data and unlabeled data. Considering that the total number of unlabeled target samples is roughly 10 times more than that of the labeled target samples, we fix $\lambda = 0.1$ in our experiments.

Base kernels are predetermined for all methods. Specifically, we use four types of kernels: Gaussian kernel (i.e., $k(x_i, x_j) = \exp(-\gamma \|x_i - x_j\|^2)$), Laplacian kernel (i.e., $k(x_i, x_j) = \exp(-\sqrt{\gamma} \|x_i - x_j\|)$), inverse square distance kernel (i.e., $k(x_i, x_j) = \frac{1}{\gamma \|x_i - x_j\|^2 + 1}$) and inverse distance kernel (i.e., $k(x_i, x_j) = \frac{1}{\sqrt{\gamma} \|x_i - x_j\| + 1}$), where the kernel parameter $\gamma$ is set as the default value $\frac{1}{d} = 0.0029$ ($d = 346$ is the feature dimension) in LIBSVM. And for each type of kernels, we use 13 kernel parameters $1.2^{\delta+3\gamma}$, $\delta \in \{-3, -2.5, \ldots, 2.5, 3\}$. In total, we have 52 base kernels for all methods.

Note that our framework can readily incorporate other methods such as FR. Therefore, we introduce another approach (referred to as DTMKL AT FR) by replacing SVM
with FR in DTMKL_AT, in which we employ the kernel proposed in the FR method [29] to form the base kernels for DTMKL_AT^FR.

For performance evaluation, we use non-interpolated Average Precision (AP) [14, 158, 159] which has been used as the official performance metric in TRECVID since 2001. AP is related to the multi-point average precision value of a precision-recall curve, and incorporates the effect of recall when AP is computed over the entire classification results.

3.4.2.2 Details on the 20 Newsgroups and Email Spam Data Sets

On two text data sets, all the test data in the target domain are also considered as the unlabeled data in the training stage. And for our proposed method DTMKL_f, the unlabeled data from the target domain as well as the labeled data from both the source and target domains are used to construct the training data set, i.e., \( D^S \cup D^F \cup D^T \). For DTMKL_f, we set \( \lambda = 1 \) in the experiments, because the total number of unlabeled target samples is roughly the same with that of the labeled training samples from both domains.

We consider two types of base kernels: linear kernel (i.e., \( k(x_i, x_j) = x_i' x_j \)) and polynomial kernel (i.e., \( k(x_i, x_j) = (x_i' x_j + 1)^a \)), where \( a = 1.5, 1.6, \ldots, 2 \). Then, we have totally 7 base kernels for all methods. Classification accuracy is adopted as the performance evaluation metric for text categorization.

3.4.3 Results of Video Concept Detection

We compare our DTMKL methods with other algorithms on the challenging TRECVID data set for the video concept detection task. For each concept, we count the frequency (referred to as positive frequency) of positive samples in the source domain. According to the positive frequency, we partition all the 36 concepts into three groups (i.e., Group_High, Group_Med and Group_Low), with 12 concepts for each group in Figure 3.2. The concepts in Group_High, Group_Med and Group_Low are with high, moderate and low positive frequencies, respectively. And the average results of all the methods are presented in Table 3.2, where Mean Average Precisions (MAPs) of the concepts in three groups and all 36 concepts are referred to as MAP_High, MAP_Med, MAP_Low and MAP_ALL, respectively. From Table 3.2, we have the following observations:
Table 3.2: Mean average precisions (MAPs) (%) of all the methods on the TRECVID data set. MAPs are from concepts of three individual groups and all 36 concepts.

<table>
<thead>
<tr>
<th></th>
<th>SVM_T</th>
<th>SVM_A</th>
<th>SVM_AT</th>
<th>MKL_AT</th>
<th>FR</th>
<th>A-SVM</th>
<th>CD-SVM</th>
<th>KMM</th>
<th>DTMKL_AT</th>
<th>DTMKL_AT</th>
<th>DTMKL_AT</th>
<th>DTMKL_AT</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAP_High</td>
<td>39.6</td>
<td>39.4</td>
<td>44.1</td>
<td>42.1</td>
<td>45.7</td>
<td>45.4</td>
<td>43.8</td>
<td>44.0</td>
<td>45.0</td>
<td>46.7</td>
<td>46.5</td>
<td></td>
</tr>
<tr>
<td>MAP_Med</td>
<td>12.0</td>
<td>9.2</td>
<td>12.7</td>
<td>11.7</td>
<td>13.1</td>
<td>13.1</td>
<td>12.1</td>
<td>12.7</td>
<td>12.9</td>
<td>13.7</td>
<td>15.1</td>
<td></td>
</tr>
<tr>
<td>MAP_Low</td>
<td>15.3</td>
<td>2.5</td>
<td>14.5</td>
<td>14.4</td>
<td>15.4</td>
<td>15.3</td>
<td>14.9</td>
<td>14.5</td>
<td>14.6</td>
<td>15.8</td>
<td>16.4</td>
<td></td>
</tr>
<tr>
<td>MAP_ALL</td>
<td>22.3</td>
<td>17.0</td>
<td>23.8</td>
<td>22.7</td>
<td>24.7</td>
<td>24.6</td>
<td>23.6</td>
<td>23.7</td>
<td>24.2</td>
<td>25.4</td>
<td>26.0</td>
<td></td>
</tr>
</tbody>
</table>
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Figure 3.2: Per-concept APs of all the 36 concepts using different methods. The concepts are divided into three groups according to the positive frequency. Our methods achieve the best performances for the circled concepts.
1) SVM_A is much worse than SVM_T according to the MAPs over all the 36 concepts, which demonstrates that the SVM classifier learned with the training data from the source domain performs poorly on the target domain. The explanation is that the data distributions of TRECVID data sets collected in different years are quite different. It is interesting to observe that SVM_AT outperforms SVM_T and SVM_A in terms of MAP_High, but SVM_T is better than SVM_AT and SVM_A in terms of MAP_Low. The explanation is that the concepts in Group_High generally have a large number of positive samples in both source and target domains. Intuitively, when sufficient positive samples exist in both domains, the samples distribute densely in the feature space. In this case, the distributions of samples from two domains may overlap between each other [34], and thus, the data from the source domain may be helpful for video concept detection in the target domain. On the other hand, for the concepts in Group_Low, the positive samples from both domains distribute sparsely in the feature space. It is more likely that there is less overlap between the data distributions of two domains. Therefore, for the concepts in Group_Low, the data from the source domain may degrade the performance for video concept detection in the target domain.

2) MKL_AT is worse than SVM_AT. The assumption in MKL is the training data and the test data come from the same domain. When the data distributions of different domains change considerably in transfer learning, the optimal kernel combination coefficients may not be effectively learned by using MKL methods based on the combined data set from two domains.

3) FR and A-SVM outperform SVM_AT in terms of MAPs from all the three groups, which demonstrates that the information from the source domain can be effectively used in FR and A-SVM to improve the classification performance in the target domain. We also observe that KMM and CD-SVM are slightly worse than SVM_AT in terms of MAP_ALL. A possible explanation is that in CD-SVM, k-nearest neighbors from the target domain are used to define the weights for the source samples. When the total number of positive training samples in the target domain is very limited (e.g., 10 positive samples per concept in this work), the learned weights
for the source samples are not reliable, which may degrade the performance of CD-SVM. Similarly, KMM learns the weights for the source samples in an unsupervised setting without using any label information, which may not be as effective as other transfer learning methods (e.g., FR and A-SVM).

4) DTMKL_AT is better than SVM_AT and MKL_AT in terms of MAPs over all the 36 concepts. Moreover, DTMKL_AT_FR and DTMKL_f outperform all other method in terms of MAPs from all the three groups. These results clearly demonstrate that the DTMKL methods can successfully minimize the data distribution mismatch between two domains and the structural risk functional through effective combination of multiple base kernels. DTMKL_f is better than DTMKL_AT_FR in terms of MAP_ALL, because of the additional utilization of the base classifiers. DTMKL_AT_FR or DTMKL_f achieve the best results in 21 out of 36 concepts. In addition, some concepts enjoy large performance gains. For instance, the AP for the concept “Waterscape_Waterfront” significantly increases from 20.0% (A-SVM) to 24.5% (DTMKL_f), equivalent to a 22.5% relative improvement; and the AP for the concept “Car” is improved from 11.9% (CD-SVM) to 14.3% (DTMKL_f), equivalent to a 20.2% relative improvement. Compared with the best results from the existing methods, DTMKL_f (15.1%) enjoys a relative improvement 15.3% over FR and A-SVM (13.1%) in terms of MAP_Med, DTMKL_f (16.4%) enjoys a relative improvement 6.5% over FR (15.4%) in terms of MAP_Low. Moreover, compared with FR (24.7%), A-SVM (24.6%), KMM (23.7%), CD-SVM (23.6%), MKL_AT (22.7%), SVM_AT (23.8%) and SVM_T (22.3%), the relative MAP improvements of DTMKL_f (26.0%) over all the 36 concepts are 5.3%, 5.7%, 9.7%, 10.2%, 14.5%, 9.2% and 16.6%, respectively.

5) We also observe that DTMKL_AT_FR is slightly better than DTMKL_f in terms of MAP_High, possibly because the distributions of samples from two domains overlap between each other in this case. We therefore propose a simple predicting method by using DTMKL_AT_FR for the concepts in Group_High and DTMKL_f for the rest concepts in Group_Med and Group_Low. The MAP of the predicting method over all 36 concepts is 26.1%, with the relative improvements over FR, A-SVM,
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KMM, CD-SVM, MKL_AT, SVM_AT and SVM_T as 5.7%, 6.1%, 10.1%, 10.6%, 15.0%, 9.7% and 17.0%, respectively.

We additionally report the average training and testing time of all the methods for each concept in Table 3.3. All the experiments are performed on an IBM workstation (2.66 GHz CPU with 32 Gbyte RAM) with LIBSVM [153]. From Table 3.3, we observe that SVM_T is quite fast, because it only utilizes the labeled training data from the target domain. We also observe that some MKL-based methods (i.e., MKL_AT, DTMKL_AT and DTMKL_AT_FR) are much faster than the late-fusion based methods except SVM_T in the training phase. Note that before learning the target classifiers for A-SVM and DTMKL_f, we have to obtain the pre-learned classifiers. For A-SVM, the learning of the pre-learned classifiers takes 1576 seconds per concept on average, while it takes 1618 seconds for DTMKL_f to learn. For both A-SVM and DTMKL_f, it is very fast to learn the target classifiers. Moreover, all the MKL-based methods are also much faster than the late-fusion based methods except SVM_T in the testing phase. On average, our DTMKL methods take less than one minute to finish the whole prediction phase for about 21,213 test samples from each concept, which is still acceptable in the real-world applications.

3.4.4 Results of Text Categorization

For the text categorization task, we focus the comparisons between DTMKL_f and other related methods using two text data sets. For each setting, we report the results of all the methods obtained by using the training data from the source domain as well as \( m \) positive and \( m \) negative training samples randomly selected from the target domain, where we set \( m = 0, 1, 3, 5, 7 \) and 10 for the 20 Newsgroups data set and \( m = 5 \) for the email spam data set. We randomly sample the training data from the target domain for five times. In Tables 3.4 and 3.5, we report the means and standard deviations of classification accuracies for all the methods on the 20 Newsgroups and email spam data sets, respectively. It is worth noting that when there are no training samples from the target domain, DTMKL_f can employ the base SVM classifiers learned from the source data only. But other methods like SVM_T, SVM_AT, MKL_AT, FR, A-SVM, CD-SVM
Table 3.3: Average training (TR) and testing (TE) time (in second) comparisons of all the methods on the TRECVID data set. For A-SVM and DTMKL, the two numbers represent the average training time for the learning of the pre-learned classifiers and the learning of the target classifier.

<table>
<thead>
<tr>
<th>Method</th>
<th>32</th>
<th>43</th>
<th>41</th>
<th>508</th>
<th>485</th>
<th>511</th>
<th>523</th>
<th>34</th>
<th>509</th>
<th>475</th>
<th>31</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>186</td>
<td>488</td>
<td>639</td>
<td>4218</td>
<td>2287</td>
<td>1636</td>
<td>32</td>
<td>523</td>
<td>688</td>
<td>186</td>
<td>176</td>
</tr>
<tr>
<td>DT-MKL</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A-SVM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CD-SVM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KMM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DTMKL</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.3: Average training (TR) and testing (TE) time (in second) comparisons of all the methods on the TRECVID data set.
Table 3.4: Means and standard deviations (%) of classification accuracies (ACC) of all the methods with different number of positive and negative training samples (i.e., m) from the target domain on the 20 Newsgroups data set. Each result in the table is the best among all the results obtained by using different tradeoff parameter $C = 0.1, 0.2, 0.5, 1, 2, 5, 10, 20$ and 50. The results shown in boldface are significantly better than the others, judged by the t-test with a significance level of 0.1.

(a) comp vs. rec

<table>
<thead>
<tr>
<th>m</th>
<th>SVM_T</th>
<th>SVM_A</th>
<th>SVM_AT</th>
<th>MKL AT</th>
<th>FR</th>
<th>A-SVM</th>
<th>CD-SVM</th>
<th>KMM</th>
<th>A-MKL</th>
<th>DTMKL_f</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-</td>
<td>89.0±0.0</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>89.2±0.0</td>
<td>-</td>
<td>91.8±0.0</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>52.9±5.9</td>
<td>89.0±0.0</td>
<td>89.3±0.2</td>
<td>89.4±0.4</td>
<td>86.6±2.2</td>
<td>88.2±1.6</td>
<td>88.8±0.3</td>
<td>89.6±0.3</td>
<td>89.0±0.2</td>
<td>92.3±0.3</td>
</tr>
<tr>
<td>3</td>
<td>64.0±5.8</td>
<td>89.0±0.0</td>
<td>90.0±0.2</td>
<td>90.2±0.4</td>
<td>85.7±3.9</td>
<td>88.2±1.4</td>
<td>89.5±0.6</td>
<td>90.3±0.5</td>
<td>89.8±0.3</td>
<td>92.8±0.4</td>
</tr>
<tr>
<td>5</td>
<td>76.8±10.9</td>
<td>89.0±0.0</td>
<td>90.6±0.4</td>
<td>90.9±0.1</td>
<td>88.9±3.1</td>
<td>89.5±2.0</td>
<td>90.6±0.7</td>
<td>91.4±0.7</td>
<td>91.0±0.5</td>
<td>93.3±0.5</td>
</tr>
<tr>
<td>7</td>
<td>80.6±9.1</td>
<td>89.0±0.0</td>
<td>91.0±0.1</td>
<td>91.1±0.0</td>
<td>89.5±2.5</td>
<td>90.2±1.6</td>
<td>90.9±0.1</td>
<td>91.1±0.1</td>
<td>91.2±0.9</td>
<td>93.6±0.5</td>
</tr>
<tr>
<td>10</td>
<td>84.8±6.2</td>
<td>89.0±0.0</td>
<td>91.7±0.1</td>
<td>91.7±0.1</td>
<td>91.3±2.2</td>
<td>91.1±1.5</td>
<td>91.5±0.1</td>
<td>91.8±0.1</td>
<td>92.1±0.9</td>
<td>94.2±0.4</td>
</tr>
</tbody>
</table>

(b) comp vs. sci

<table>
<thead>
<tr>
<th>m</th>
<th>SVM_T</th>
<th>SVM_A</th>
<th>SVM_AT</th>
<th>MKL AT</th>
<th>FR</th>
<th>A-SVM</th>
<th>CD-SVM</th>
<th>KMM</th>
<th>A-MKL</th>
<th>DTMKL_f</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-</td>
<td>70.7±0.0</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>70.2±0.0</td>
<td>-</td>
<td>72.9±0.0</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>51.6±3.7</td>
<td>70.7±0.0</td>
<td>70.8±0.1</td>
<td>71.1±0.1</td>
<td>70.5±1.6</td>
<td>70.3±0.5</td>
<td>69.5±1.0</td>
<td>70.3±0.1</td>
<td>70.3±0.2</td>
<td>73.1±0.1</td>
</tr>
<tr>
<td>3</td>
<td>57.8±8.9</td>
<td>70.7±0.0</td>
<td>72.0±0.7</td>
<td>71.8±0.8</td>
<td>69.6±1.8</td>
<td>70.4±0.4</td>
<td>72.0±0.8</td>
<td>72.0±0.5</td>
<td>72.0±0.7</td>
<td>74.8±0.6</td>
</tr>
<tr>
<td>5</td>
<td>63.8±13.0</td>
<td>70.7±0.0</td>
<td>74.1±3.1</td>
<td>74.1±3.2</td>
<td>71.3±7.7</td>
<td>71.3±2.8</td>
<td>74.1±3.1</td>
<td>74.0±3.0</td>
<td>74.2±3.0</td>
<td><strong>77.0±2.9</strong></td>
</tr>
<tr>
<td>7</td>
<td>73.8±4.3</td>
<td>70.7±0.0</td>
<td>75.6±2.7</td>
<td>75.8±2.7</td>
<td>76.0±4.5</td>
<td>73.4±3.3</td>
<td>75.8±2.7</td>
<td>75.8±2.6</td>
<td>75.7±2.7</td>
<td><strong>78.3±2.7</strong></td>
</tr>
<tr>
<td>10</td>
<td>76.6±3.9</td>
<td>70.7±0.0</td>
<td>78.1±2.7</td>
<td>77.9±2.7</td>
<td>78.4±3.4</td>
<td>74.8±2.4</td>
<td>78.1±2.7</td>
<td>78.1±2.8</td>
<td>78.1±2.7</td>
<td><strong>80.5±2.8</strong></td>
</tr>
</tbody>
</table>

(c) comp vs. talk

<table>
<thead>
<tr>
<th>m</th>
<th>SVM_T</th>
<th>SVM_A</th>
<th>SVM_AT</th>
<th>MKL AT</th>
<th>FR</th>
<th>A-SVM</th>
<th>CD-SVM</th>
<th>KMM</th>
<th>A-MKL</th>
<th>DTMKL_f</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-</td>
<td>92.9±0.0</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>92.2±0.0</td>
<td>-</td>
<td>94.3±0.0</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>56.7±7.1</td>
<td>92.9±0.0</td>
<td>93.1±0.2</td>
<td>93.2±0.3</td>
<td>91.4±3.9</td>
<td>92.3±1.5</td>
<td>93.1±0.3</td>
<td>92.3±0.1</td>
<td>94.3±0.1</td>
<td><strong>94.6±0.2</strong></td>
</tr>
<tr>
<td>3</td>
<td>72.4±8.4</td>
<td>92.9±0.0</td>
<td>93.4±0.4</td>
<td>93.6±0.4</td>
<td>91.7±3.0</td>
<td>93.7±0.6</td>
<td>93.4±0.3</td>
<td>92.5±0.5</td>
<td>94.4±0.3</td>
<td><strong>94.9±0.2</strong></td>
</tr>
<tr>
<td>5</td>
<td>81.9±2.1</td>
<td>92.9±0.0</td>
<td>93.6±0.3</td>
<td>93.7±0.4</td>
<td>93.1±0.6</td>
<td>94.0±0.6</td>
<td>93.7±0.3</td>
<td>92.8±0.5</td>
<td>94.4±0.2</td>
<td><strong>95.0±0.3</strong></td>
</tr>
<tr>
<td>7</td>
<td>83.5±2.0</td>
<td>92.9±0.0</td>
<td>93.7±0.3</td>
<td>93.8±0.3</td>
<td>93.3±1.0</td>
<td>93.7±0.7</td>
<td>93.8±0.4</td>
<td>93.7±0.3</td>
<td>94.5±0.2</td>
<td><strong>95.1±0.3</strong></td>
</tr>
<tr>
<td>10</td>
<td>93.5±2.0</td>
<td>92.9±0.0</td>
<td>94.0±0.4</td>
<td>94.1±0.4</td>
<td>93.6±1.0</td>
<td>94.0±0.4</td>
<td>94.0±0.3</td>
<td>93.9±0.8</td>
<td>94.6±0.4</td>
<td><strong>95.2±0.4</strong></td>
</tr>
</tbody>
</table>
Table 3.5: Means and standard deviations (%) of classification accuracies (ACC) of all the methods with five positive and five negative training samples from the target domain on the email spam data set. Each result in the table is the best among all the results obtained by using different tradeoff parameter $C = 0.1, 0.2, 0.5, 1, 2, 5, 10, 20$ and 50. The results shown in boldface are significantly better than the others, judged by the t-test with a significance level of 0.1.

(a) User1 (source domain) & User2 (target domain)

<table>
<thead>
<tr>
<th>Method</th>
<th>ACC</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>80.2 ± 3.5</td>
</tr>
<tr>
<td>TSVM</td>
<td>96.1 ± 0.0</td>
</tr>
<tr>
<td>A-SVM</td>
<td>96.2 ± 0.1</td>
</tr>
<tr>
<td>AT-MKL</td>
<td>96.2 ± 0.0</td>
</tr>
<tr>
<td>A-ML</td>
<td>96.2 ± 0.2</td>
</tr>
<tr>
<td>A-SVM</td>
<td>96.2 ± 0.1</td>
</tr>
<tr>
<td>CD-SVM</td>
<td>96.2 ± 0.0</td>
</tr>
<tr>
<td>KMM</td>
<td>96.2 ± 0.3</td>
</tr>
<tr>
<td>A-MKL</td>
<td>96.9 ± 0.1</td>
</tr>
<tr>
<td>DTMKL</td>
<td>97.0 ± 0.1</td>
</tr>
</tbody>
</table>

(b) User2 (source domain) & User3 (target domain)

<table>
<thead>
<tr>
<th>Method</th>
<th>ACC</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>82.0 ± 2.6</td>
</tr>
<tr>
<td>TSVM</td>
<td>96.9 ± 0.0</td>
</tr>
<tr>
<td>A-SVM</td>
<td>97.0 ± 0.1</td>
</tr>
<tr>
<td>AT-MKL</td>
<td>97.0 ± 0.1</td>
</tr>
<tr>
<td>A-ML</td>
<td>96.0 ± 1.3</td>
</tr>
<tr>
<td>A-SVM</td>
<td>97.0 ± 0.1</td>
</tr>
<tr>
<td>CD-SVM</td>
<td>97.0 ± 0.1</td>
</tr>
<tr>
<td>KMM</td>
<td>97.3 ± 0.0</td>
</tr>
<tr>
<td>A-MKL</td>
<td>97.7 ± 0.1</td>
</tr>
<tr>
<td>DTMKL</td>
<td>97.7 ± 0.1</td>
</tr>
</tbody>
</table>

(c) User3 (source domain) & User1 (target domain)

<table>
<thead>
<tr>
<th>Method</th>
<th>ACC</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>79.1 ± 1.9</td>
</tr>
<tr>
<td>TSVM</td>
<td>96.1 ± 0.0</td>
</tr>
<tr>
<td>A-SVM</td>
<td>96.1 ± 0.1</td>
</tr>
<tr>
<td>AT-MKL</td>
<td>96.1 ± 0.2</td>
</tr>
<tr>
<td>A-ML</td>
<td>96.2 ± 0.1</td>
</tr>
<tr>
<td>A-SVM</td>
<td>96.2 ± 0.0</td>
</tr>
<tr>
<td>CD-SVM</td>
<td>96.2 ± 0.2</td>
</tr>
<tr>
<td>KMM</td>
<td>96.2 ± 0.3</td>
</tr>
<tr>
<td>A-MKL</td>
<td>96.4 ± 0.1</td>
</tr>
<tr>
<td>DTMKL</td>
<td>96.5 ± 0.2</td>
</tr>
</tbody>
</table>

Table 3.5: Means and standard deviations (SD) of classification accuracies (ACC) of all the methods with five positive and five negative training samples from the target domain on the email spam data set. Each result in the table is the best among all the results obtained by using different tradeoff parameter $C = 0.1, 0.2, 0.5, 1, 2, 5, 10, 20$ and 50. The results shown in boldface are significantly better than the others, judged by the t-test with a significance level of 0.1.
and A-MKL [17] cannot work in this case. Also note that for all the methods, each result in Tables 3.4 and 3.5 is the best among all the results obtained by using different tradeoff parameter $C = 0.1, 0.2, 0.5, 1, 2, 5, 10, 20$ and 50. From Tables 3.4 and 3.5, we have the following observations:

1) On both data sets, MKL_AT is comparable with SVM_AT, which shows that the source domain is relevant to the target domain. The performances of SVM_T and SVM_AT become better on the 20 Newsgroups data set, when the number of labeled positive and negative training samples (i.e., $m$) increases. And SVM_AT outperforms SVM_T and SVM_A on both data sets, which demonstrates that it is beneficial to utilize the data from the source domain to improve the performance in the target domain.

2) Some transfer learning methods (i.e., CD-SVM and KMM) generally achieve similar performances when compared with SVM_AT. The explanation is that the data distributions of two domains are quite related, making it difficult for the existing transfer learning methods to further improve the performances in the target domain. We also observe that A-SVM is worse than SVM_AT in most settings on the two text data sets. It seems that the limited number of labeled training samples from the target domain are not sufficient to facilitate robust adaptation for A-SVM. And it is interesting to observe that FR is generally worse than SVM_AT on the email spam data set in terms of the means of classification accuracies. A possible explanation is that the kernel of FR, which is constructed based on the augmented features, is less effective on this data set. Moreover, in most cases, A-MKL [17] outperforms other methods except DTMKL_f in terms of the means of classification accuracies.

3) Our proposed method DTMKL_f is consistently better than all the other methods in terms of the means of classification accuracies on both data sets, thanks to the explicit modeling of the data distribution mismatch as well as the successful utilization of the unlabeled data and the base classifiers. As shown in Table 3.4, when the number of labeled positive and negative training samples (i.e., $m$) from the target domain increases, DTMKL_f becomes better on the 20 Newsgroups data
set. Moreover, judged by the t-test with a significance level of 0.1, DTMKL$_f$ is significantly better than other methods in all settings.

We also compare our proposed method DTMKL$_f$ with the competitive methods including MKL_AT, A-SVM, CD-SVM and KMM by using different tradeoff parameter $C = 0.1, 0.2, 0.5, 1, 2, 5, 10, 20$ and $50$. The results of all the methods are obtained by using $m$ positive and $m$ negative training samples from the target domain as well as the training data from the source domain, in which we set $m = 5$ and $10$ for the 20 Newsgroups data set in Figure 3.3. From the figure, we observe that when $C$ becomes larger, all the methods tend to have better performances. In addition, our method DTMKL$_f$ consistently outperforms other methods in terms of the means of classification accuracies. Moreover, DTMKL$_f$ is also relatively stable according to the standard deviations of classification accuracies. We have similar observations on this data set when using different $m$ and also on the email spam data set.

Recall that the parameter $\lambda$ in DTMKL$_f$ balances the costs from the labeled and unlabeled samples (see (3.15)). In Figure 3.4, we take the 20 Newsgroups data set as an example to investigate the performance variation of DTMKL$_f$ with respect to the parameter $\lambda$, in which we set $m = 5$ and the tradeoff parameter $C = 2$ and $5$. Note the total number of labeled samples from two domains and the number of unlabeled samples from the target domain are almost the same on the 20 Newsgroups data set. From Figure 3.4, we have the following observations:

1) The performance of DTMKL$_f$ changes with different $\lambda$ in a large range (i.e., $\lambda \in [0.1, 10]$).

2) When $\lambda$ is quite small or quite large (i.e., the cost from labeled data or unlabeled data is more important), the performances of DTMKL$_f$ generally degrade a bit.

3) When we set $\lambda \in [0.5, 1.5]$, DTMKL$_f$ achieves the best results and is not sensitive to the parameter $\lambda$ as well. In this case, both the labeled data and the unlabeled data from the target domain can be effectively utilized to learn a robust classifier.

We have similar observations on this data set when using different $C$ and $m$, and on the email spam data set as well.
Figure 3.3: Performance comparisons of DTMKL_f with other methods in terms of the means and standard deviations of classification accuracies on the 20 Newsgroups data set by using different tradeoff parameter \( C = 0.1, 0.2, 0.5, 1, 2, 5, 10, 20 \) and 50. We set \( m = 5 \) (top) and \( m = 10 \) (bottom).

Figure 3.4: Performance (i.e., the means of classification accuracies) variation of DTMKL_L_f with respect to the balance parameter \( \lambda \in [0, 10] \) on the 20 Newsgroups data set. We set the tradeoff parameter \( C = 2 \) and \( C = 5 \).
3.4.5 Convergence

In Theorem 3.1, we theoretically prove that DTMKL_AT is jointly convex with respect to $d$, $v_m$, $b$ and $\xi_i$. Here we take two concepts “Person” and “Airplane” from the TRECVID data set as examples to experimentally demonstrate the convergence of DTMKL_AT. As shown in Figure 3.5, the objective values of DTMKL_AT converge after less than five iterations. We have similar observations for other concepts as well.

3.5 Summary

In this chapter, we have proposed a unified transfer learning framework Domain Transfer Multiple Kernel Learning (DTMKL) to explore the single source domain and single target domain problem. DTMKL simultaneously learns a kernel function and a target classifier by minimizing the structural risk functional as well as the distribution mismatch between the samples from the source and target domains. By assuming that the kernel function is a linear combination of multiple base kernels, we also develop a unified learning algorithm by using the second order derivatives to accelerate the convergence of the proposed framework. Most importantly, many existing kernel methods including SVM, Support Vector Regression (SVR), Kernel Regularized Least-Squares (KRLS) and so on, can be readily incorporated into the framework of DTMKL to tackle transfer learning problems.

Based on the DTMKL framework, we propose two methods DTMKL_AT and DTMKL_f by using SVM and existing classifiers, respectively. For DTMKL_f, many machine
learning methods (e.g., SVM and SVR) can be used to learn the base classifiers. Specifically, in DTMKL$_f$, we enforce that 1) for the unlabeled target data, the target classifier produces similar decision values with those obtained from the base classifiers; 2) for the labeled target data, the decision values obtained from the target classifier are close to the true labels. Experimental results show that DTMKL$_f$ outperforms existing transfer learning and multiple kernel learning methods on the challenging TRECVID data set for video concept detection as well as on the 20 Newsgroups and email spam data sets for text categorization.

In the experiments, we randomly select a number of unlabeled target samples as the training data for DTMKL$_f$. Considering that it is beneficial to establish the optimal balance between the labeled and unlabeled samples [160], we will investigate how to determine such optimal balance in the future. Moreover, we will also study how to automatically determine the optimal parameters for DTMKL$_{AT}$ and DTMKL$_f$. 
Chapter 4

Adaptive Multiple Kernel Learning

In this chapter, we propose a visual event recognition framework for consumer videos by leveraging a large amount of loosely labeled web videos (e.g., from YouTube). Observing that consumer videos contain large intra-class variations within the same type of events, we first propose a new pyramid matching method called Aligned Space-Time Pyramid Matching (ASTPM) to measure the distances between two video clips. Second, we propose a new transfer learning method called Adaptive Multiple Kernel Learning (A-MKL) in order to 1) fuse the information from multiple pyramid levels and features (i.e., space-time features and static SIFT features) and 2) cope with the considerable variation in feature distributions between videos from two domains (i.e., web video domain and consumer video domain). We test A-MKL on consumer video recognition by using a large number of labeled web videos.

4.1 Introduction

In recent years, digital cameras and mobile phone cameras are becoming popular in our daily life. Consequently, there is an increasingly urgent demand on indexing and retrieving from a large amount of unconstrained consumer videos. In particular, visual event recognition in consumer videos has attracted growing attention. However, this is an extremely challenging computer vision task due to two main issues. First, consumer videos are generally captured by amateurs using hand-held cameras of unstaged events and thus contain considerable camera motion, occlusion, cluttered background and large intra-class variations within the same type of events, making their visual cues highly
variable and thus less discriminant. Second, these users are generally reluctant to annotate many consumer videos, posing a great challenge to the traditional video event recognition techniques that often cannot learn robust classifiers from a limited number of labeled training videos.

While a large number of video event recognition techniques have been proposed (see Section 4.2 for more details), few [161–165] focused on event recognition in the highly unconstrained consumer video domain. Loui et al. [165] developed a consumer video data set which was manually labeled for 25 concepts including activities, occasions, static concepts like scenes and objects, as well as sounds. Based on this data set, Chang et al. [161] developed a multi-modal consumer video classification system by using visual features and audio features. In the web video domain, Liu et al. [164] employed strategies inspired by PageRank to effectively integrate both motion features and static features for action recognition in YouTube videos. In [162], action models were first learned from loosely labeled web images and then used for identifying human actions in YouTube videos. However, the work in [162] cannot distinguish actions like “sitting_down” and “standing_up” because it did not utilize temporal information in its image-based model. Recently, Ikizler-Cinbis and Sclaroff [163] proposed to employ multiple instance learning to integrate multiple features of the people, objects and scenes for action recognition in YouTube videos.

Most event recognition methods [148, 159, 161, 164, 166–168] followed the conventional framework. First, a sufficiently large corpus of training data is collected, in which the concept labels are generally obtained through expensive human annotation. Next, robust classifiers (also called models or concept detectors) are learned from the training data. Finally, the classifiers are used to detect the presence of the concepts in any test data. When sufficient and strong labeled training samples are provided, these event recognition methods have achieved promising results. However, for visual event recognition in consumer videos, it is time-consuming and expensive for users to annotate a large number of consumer videos. It is also well-known that the learned classifiers from a limited number of labeled training samples are usually not robust and do not generalize well.

In this chapter, we propose a new event recognition framework for consumer videos by leveraging a large amount of loosely labeled YouTube videos. Our work is based on
Figure 4.1: Four sample frames from consumer videos and YouTube videos. Our work aims to recognize the events in consumer videos by using a limited number of labeled consumer videos and a large number of YouTube videos. These two events and their examples (i.e., “picnic” and “sports”) illustrate the considerable appearance differences between consumer videos and YouTube videos, which poses great challenges to conventional learning schemes but can be effectively handled by our transfer learning method, called Adaptive Multiple Kernel Learning (A-MKL).

Figure 4.2: The flowchart of the proposed visual event recognition framework. It consists of a pyramid matching method ASTPM that effectively measures the distances between two video clips and a transfer learning method A-MKL that effectively copes with the considerable variation in feature distributions between web videos and consumer videos.
the observation that a large amount of loosely labeled YouTube videos can be readily obtained by using keywords (also called tags) based search. However, the quality of YouTube videos is generally lower than consumer videos because YouTube videos are often down-sampled and heavily compressed by the web server. In addition, YouTube videos may have been selected and edited to attract attention while consumer videos are in their natural captured state. In Figure 4.1, we show four frames from two events (i.e., “picnic” and “sports”) as examples to illustrate the considerable appearance differences between consumer videos and YouTube videos. Clearly, the visual feature distributions of samples from the two domains (i.e., web video domain and consumer video domain) can change considerably in terms of the statistical properties (such as mean, intra-class and inter-class variance).

Our proposed framework is shown in Figure 4.2 and consists of two contributions. First, we extend the recent work on pyramid matching [159, 166, 169–171] and present a new pyramid matching method called Aligned Space-Time Pyramid Matching (ASTPM) to effectively measure the distances between two video clips that may be from different domains. Specifically, we divide each video clip into space-time volumes over multiple levels. We calculate the pair-wise distances between any two volumes and further integrate the information from different volumes with Integer-flow Earth Mover’s Distance (EMD) to explicitly align the volumes. In contrast to the fixed volume-to-volume matching used in [166], the space-time volumes of two videos across different space-time locations may be matched using our ASTPM method, making it better at coping with the large intra-class variations within the same type of events (e.g., moving objects in consumer videos can appear at different space-time locations, and the background within two different videos even captured from the same scene may be shifted due to considerable camera motions).

The second is our main contribution. In order to cope with the considerable variation in feature distributions between videos from the web video domain and consumer video domain, we propose a new transfer learning method, referred to as Adaptive Multiple Kernel Learning (A-MKL). Specifically, we first obtain one pre-learned classifier for each event class at each pyramid level and with each type of local features, in which the existing kernel methods can be readily employed. In this work, we adopt the pre-learned
average classifier by equally fusing a set of SVM classifiers that are pre-learned based on
a combined training set from two domains by using multiple base kernels from different
kernel types and parameters. For each event class, we then learn an adapted classifier
based on multiple base kernels and the pre-learned average classifiers from this event class
or all the event classes by minimizing both the structural risk functional and mismatch
between data distributions of two domains. It is noteworthy that the utilization of
the pre-learned average classifiers from all the event classes in A-MKL is based on the
observation that some events may share common motion patterns. For example, the
videos from some events (such as “birthday”, “picnic” and “wedding”) usually contain a
number of people talking with each other. Therefore, it is beneficial to learn an adapted
classifier for “birthday” by also leveraging the pre-learned classifiers from “picnic” and
“wedding”.

The remainder of this chapter is organized as follows. Section 4.2 provides brief re-
views of event recognition. The proposed Aligned Space-Time Pyramid Matching method
and A-MKL will be introduced in Sections 4.3 and 4.4, respectively. Extensive experimental
results will be presented in Section 4.5, followed by conclusion in Section 4.6.

4.2 Related Work on Event Recognition

Event recognition methods can be roughly categorized into model-based methods and
appearance-based techniques. Model-based approaches relied on various models including
HMM [172], coupled HMM [173], and Dynamic Bayesian Network [174] to model the
temporal evolution. The relationships among different body parts and regions are also
modeled in [172, 173], in which object tracking needs to be conducted at first before
model learning.

Appearance-based approaches employed space-time features extracted from volumet-
ric regions that can be densely sampled or the salient regions with significant local varia-
tions in both spatial and temporal dimensions [167, 168, 175]. In [176], Ke et al. employed
boosting to learn a cascade of filters based on space-time features for efficient visual
event detection. Laptev and Lindeberg [175] extended the ideas of Harris interest point
operators and Dollar et al. [177] employed separable linear filters to detect the salien-
t volumetric regions. Statistical learning methods including Support Vector Machine
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(SVM) [168] and probabilistic Latent Semantic Analysis (pLSA) [167] were then applied to the above space-time features to obtain the final classification. Recently, Kovashka and Grauman [178] proposed a new feature formation technique by exploiting multi-level vocabularies of space-time neighborhoods. Promising results [167, 168, 178–180] have been reported on video data sets under controlled settings, such as Weizman [179] and KTH [168] data sets. Interested readers may refer to [181] for a recent survey.

Recently, researchers proposed new methods to address the more challenging event recognition task on video data sets captured under much less uncontrolled conditions, including movies [148, 166] and broadcast news videos [159]. In [166], Laptev et al. integrated local space-time features (i.e., HoG and HoF), space-time pyramid matching and SVM for action classification in movies. In order to locate the actions from movies, a new discriminative clustering algorithm [182] was developed based on the weakly-labeled training data that can be readily obtained from movie scripts without any cost of manual annotation. Sun et al. [148] employed Multiple Kernel Learning (MKL) to efficiently fuse three types of features including SIFT average descriptor and two trajectory-based features. To recognize events in diverse broadcast news videos, Xu and Chang [159] proposed a multi-level temporal matching algorithm for measuring video similarity.

However, all these methods followed the conventional learning framework by assuming that the training and test samples are from the same domain and distribution. When the total number of labeled training samples is limited, the performances of these methods would suffer. In contrast, the goal of this work is to propose an effective event recognition framework for consumer videos by leveraging a large amount of loosely labeled web videos, where we must deal with the distribution mismatch between videos from two domains (i.e., web video domain and consumer video domain). As a result, our algorithm can learn a robust classifier for event recognition requiring only a small number of labeled consumer videos.

4.3 Aligned Space-Time Pyramid Matching

Recently, pyramid matching algorithms were proposed for different applications, such as object recognition, scene classification, and event recognition in movies and news
videos [159, 166, 169–171]. These methods involved pyramidal binning in different domains (e.g., feature, spatial, or temporal domain), and improved performances were reported by fusing the information from multiple pyramid levels. Spatial pyramid matching [170] and its space-time extension [166] used fixed block-to-block matching and fixed volume-to-volume matching (we refer to them as unaligned space-time matching), respectively. In contrast, our proposed Aligned Space-Time Pyramid Matching (ASTPM) extends the methods of Spatially Aligned Pyramid Matching (SAPM) [171] and Temporally Aligned Pyramid Matching (TAPM) [159] from either spatial domain or temporal domain to joint space-time domain, where the volumes across different space and time locations can be matched.

Similar to [166], we divide each video clip into $8^l$ non-overlapped space-time volumes over multiple levels, $l = 0, \ldots, L - 1$, where the volume size is set as $1/2^l$ of the original video in width, height and temporal dimension. Figure 4.3 illustrates the partition for two videos $V_i$ and $V_j$ at level-1. Following [166], we extract the local space-time (ST) features including Histograms of Oriented Gradient (HoG) and Histograms of Optical Flow (HoF), which are further concatenated together to form lengthy feature vectors. We also sample each video clip to extract image frames and then extract static local SIFT features from them [183].

Our method consists of two matching stages. In the first matching stage, we calculate the pairwise distance $D_{rc}$ between each two space-time volumes $V_i(r)$ and $V_j(c)$, where $r, c = 1, \ldots, R$ with $R$ being the total number of volumes in a video. The space-time features are vector-quantized into visual words and then each space-time volume is represented as a token-frequency feature. As suggested in [166], we use $\chi^2$ distance to measure the distance $D_{rc}$. Note that each space-time volume consists of a set of image blocks. We also extract token-frequency (tf) features from each image block by vector-quantizing the corresponding SIFT features into visual words. And based on the SIFT features, as suggested in [159], the pairwise distance $D_{rc}$ between two volumes $V_i(r)$ and $V_j(c)$ is calculated by using Earth Mover’s Distance (EMD) [184] as follows:

$$D_{rc} = \frac{\sum_{u=1}^{H} \sum_{v=1}^{I} \hat{f}_{uv} d_{uv}}{\sum_{u=1}^{H} \sum_{v=1}^{I} \hat{f}_{uv}},$$
Figure 4.3: Illustration of the proposed Aligned Space-Time Pyramid Matching (ASTPM) method at level-1:
(a) Each video is divided into 8 space-time volumes along the width, height, and temporal dimensions.
(b) The matching results are obtained by using our ASTPM method. Each pair of matched volumes from two videos is highlighted in the same color. For better visualization, please see the colored PDF file.
where $H, I$ are the numbers of image blocks in $V_i(r), V_j(c)$ respectively, $d_{uv}$ is the distance between two image block (Euclidean distance is used in this work), and $\hat{f}_{uv}$ is the optimal flow that can be obtained by solving the linear programming problem as follows:

\[
\hat{f}_{uv} = \arg \min_{f_{uv} \geq 0} \sum_{u=1}^{H} \sum_{v=1}^{I} f_{uv}d_{uv},
\]

s.t. $\sum_{u=1}^{H} \sum_{v=1}^{I} f_{uv} = 1; \sum_{v=1}^{I} f_{uv} \leq \frac{1}{H}, \forall u; \sum_{u=1}^{H} f_{uv} \leq \frac{1}{I}, \forall v$

In the second stage, we further integrate the information from different volumes with Integer-flow EMD to explicitly align the volumes. We try to solve a flow matrix $\hat{F}_{rc}$ containing binary elements that represent unique matches between volumes $V_i(r)$ and $V_j(c)$. As suggested in [159, 171], such binary solution can be conveniently computed by using the standard Simplex method for linear programming. The following Theorem 4.2 is utilized:

**Theorem 4.2 ([185])** The linear programming problem

\[
\hat{F}_{rc} = \arg \min_{F_{rc}} \sum_{r=1}^{R} \sum_{c=1}^{R} F_{rc}D_{rc},
\]

s.t. $\sum_{c=1}^{R} F_{rc} = 1, \forall r; \sum_{r=1}^{R} F_{rc} = 1, \forall c,$

will always have an integer optimum solution when solved with the Simplex method.

Figure 4.3 illustrates the matching results of two videos after using our ASTPM method, indicating the reasonable matching between similar scenes (i.e., the crowds, the playground and the Jumbotron TV screens in the two videos). It is also worth mentioning that our ASTPM method can preserve the space-time proximity relations between volumes from two videos at level-1 when using the ST or SIFT features. Specifically, the ST features (resp., SIFT features) in one volume can only be matched to the ST features (resp., SIFT features) within another volume at level-1 in our ASTPM method rather than arbitrary ST features (resp., SIFT features) within the entire video as in the classical bag-of-words model (e.g., ASTPM at level-0).
Finally, the distance $D_l(V_i, V_j)$ between two video clips $V_i$ and $V_j$ at level-$l$ can be directly calculated by

$$D_l(V_i, V_j) = \frac{\sum_{r=1}^{R} \sum_{c=1}^{R} \hat{F}_{rc} D_{rc}}{\sum_{r=1}^{R} \sum_{c=1}^{R} \hat{F}_{rc}}.$$

In the next section, we will propose a new transfer learning method to fuse the information from multiple pyramid levels and different types of features.

## 4.4 Adaptive Multiple Kernel Learning

Following the prior terminology, we refer to the web video domain as source domain $D_A$ (a.k.a., auxiliary domain) and consumer video domain as target domain $D_T = D_T^l \cup D_T^u$, where $D_T^l$ and $D_T^u$ represent the labeled and unlabeled data in the target domain, respectively. In this work, we denote $I_n$ as the $n \times n$ identity matrix and $0_n, 1_n \in \mathbb{R}^n$ as $n \times 1$ column vectors of all zeros and all ones, respectively. The inequality $a = [a_1, \ldots, a_n]^\prime \geq 0_n$ means that $a_i \geq 0$ for $i = 1, \ldots, n$. Moreover, the element-wise product between vectors $a$ and $b$ is defined as $a \circ b = [a_1 b_1, \ldots, a_n b_n]^\prime$.

### 4.4.1 Brief Review of Related Work

Transfer learning methods have been proposed for many applications [15, 29, 30, 36]. In Chapter 3, we have introduced two pieces of previous work for transfer learning. One is the Maximum Mean Discrepancy [37] (MMD) criterion which measures the mismatch between two data distributions based on the distance between the means of samples respectively from the source domain $D_S$ and the target domain $D_T$ in a RKHS spanned by a kernel function. The MMD criterion is also a key component in our DTMKL framework (see Section 3.2.1 and Section 3.3 for more details). The other one is Adaptive SVM (A-SVM) [30] in which the target classifier $f_T(x)$ is adapted from an existing classifier $f_S(x)$ (referred to as source classifier) trained based on the samples from the source domain. Specifically, the target decision function is defined as follows:

$$f_T(x) = f_S(x) + \Delta f(x),$$

where $\Delta f(x)$ is called as a perturbation function that is learned by using the labeled data from the target domain only (i.e., $D_T^l$). While A-SVM can also employ multiple
source classifiers, these source classifiers are fused with equal weights to obtain \( f^S(x) \) [30]. Moreover, the target classifier \( f^T(x) \) is learned based on only one kernel.

### 4.4.2 Formulation of A-MKL

Motivated by [30, 119], we propose a new transfer learning method to learn a target classifier adapted from a set of pre-learned classifiers as well as a perturbation function that is based on multiple base kernels \( k_m \)'s. The pre-learned classifiers are used as prior for learning a robust adapted target classifier. In A-MKL, the existing machine learning methods (\textit{e.g.}, SVM, FR and so on) using different types of features (\textit{e.g.}, SIFT and ST features) can be readily used to obtain the pre-learned classifiers. In contrast to A-SVM [30] which uses the equal weights to combine the pre-learned source classifiers, we also learn the linear combination coefficients \( \beta_p |_{p=1}^P \) of the pre-learned classifiers \( f_p(x) |_{p=1}^P \) in this work, where \( P \) is the total number of the pre-learned classifiers. In this work, we use the average classifiers from one event class or all the event classes as the pre-learned classifiers (see Sections 4.5.3 and 4.5.6 for more details). We additionally employ multiple predefined base kernels to model the perturbation function in this work, because the utilization of multiple base kernels \( k_m \)'s instead of a single kernel can further enhance the interpretability of the decision function and improve performances [143]. We refer to our transfer learning method based on multiple base kernels as Adaptive Multiple Kernel Learning (A-MKL), because A-MKL can handle the domain transfer from the web video domain to the consumer video domain.

Following the traditional MKL assumption [143] and the DTMKL framework presented in Chapter 3, we assume the kernel function \( k \) is represented as a linear combination of multiple base kernels \( k_m \)'s, namely, \( k = \sum_{m=1}^{M} d_m k_m \), where \( d_m \)'s are the linear combination coefficients, \( d_m \geq 0 \) and \( \sum_{m=1}^{M} d_m = 1 \); each base kernel function \( k_m \) is induced from the nonlinear feature mapping function \( \phi_m(\cdot) \), \textit{i.e.}, \( k_m(x_i, x_j) = \phi_m(x_i)'\phi_m(x_j) \), and \( M \) is the total number of base kernels. Inspired by semiparametric SVM [186], we define the target decision function, which is adapted from multiple pre-learned classifiers, on any sample \( x \) as follows:

\[
\sum_{p=1}^{P} \beta_p f_p(x) + \sum_{m=1}^{M} d_m w_m' \phi_m(x) + b.
\]

\[
\Delta f(x)
\]

\[ (4.2) \]
where $\Delta f(x) = \sum_{m=1}^{M} d_m w_m^T \phi_m(x) + b$ is the perturbation function with $b$ as the bias term. The perturbation function can adjust the adapted target classifier in order to obtain better predictions for data samples. Note that multiple base kernels are employed in $\Delta f(x)$.

Similar to our DTMKL framework in Chapter 3, we employ the MMD criterion to reduce the mismatch between the data distributions of two domains in this work. Let us define the linear combination coefficient vector as $d = [d_1, \ldots, d_M]'$ and the feasible set of $d$ as $M = \{d \in \mathbb{R}^M | 1^T_M d = 1, d \geq 0_M \}$. Based on the traditional MKL assumption [143], similarly as in Section 3.3.3, the MMD criterion (3.2) can be rewritten as:

$$\text{DIST}_k^2(D^A, D^T) = \Omega(d) = h' d,$$

where $h = [\text{tr}(K_1 S), \ldots, \text{tr}(K_M S)]'$, $K_m = [\phi_m(x)^T \phi_m(x)] \in \mathbb{R}^{N \times N}$ is the $m$-th base kernel matrix defined on the samples from both source and target domains. Let us denote the labeled training samples from both the source and target domains (i.e., $D^A \cup D^T_l$) as $(x_i, y_i)_{i=1}^n$, where $n$ is the total number of labeled training samples from the two domains. The optimization problem in A-MKL is then formulated as follows:

$$\min_{d \in M} G(d) = \frac{1}{2} \Omega^2(d) + \theta J(d),$$

where

$$J(d) = \min_{w_m, \beta, b, \xi} \frac{1}{2} \left( \sum_{m=1}^{M} d_m \|w_m\|^2 + \lambda \|\beta\|^2 \right) + C \sum_{i=1}^{n} \xi_i,$$

s.t. $y_i f^T(x_i) \geq 1 - \xi_i, \xi_i \geq 0, i = 1, \ldots, n.$

$\beta = [\beta_1, \ldots, \beta_P]'$ is the vector of $\beta_p$'s and $\lambda, C > 0$ are the tradeoff parameters. Denote $\tilde{w}_m = [w_m', \sqrt{\lambda} \beta']'$ and $\tilde{\phi}_m(x_i) = [\phi_m(x_i)', \frac{1}{\sqrt{\lambda}} f(x_i)']'$, where $f(x_i) = [f_1(x_i), \ldots, f_P(x_i)]'$. The optimization problem in (4.5) can then be rewritten as follows:

$$J(d) = \min_{w_m, b, \xi} \frac{1}{2} \sum_{m=1}^{M} d_m \|\tilde{w}_m\|^2 + C \sum_{i=1}^{n} \xi_i,$$

s.t. $y_i \left( \sum_{m=1}^{M} d_m \tilde{w}_m^T \tilde{\phi}_m(x_i) + b \right) \geq 1 - \xi_i, \xi_i \geq 0, i = 1, \ldots, n.$
Algorithm 2 Adaptive Multiple Kernel Learning

1: **Input:** labeled training samples \((x_i, y_i)\)\(^{1 \leq i \leq n}\), pre-learned classifiers \(f_p(x)|_{p=1}^P\) and pre-defined base kernel functions \(k_m|_{m=1}^M\)
2: **Initialization:** \(t \leftarrow 1\) and \(d_t \leftarrow \frac{1}{M} 1_M\)
3: Solve for the dual variables \(\alpha_t\) in (4.8) by using SVM with the kernel matrix \(\sum_{m=1}^M d_m \tilde{K}_m\).
4: While \(t < T_{\text{max}}\) Do
5: \(q_t \leftarrow \left[ \frac{1}{2}(\alpha_t \circ y)' K_1(\alpha_t \circ y), \ldots, \frac{1}{2}(\alpha_t \circ y)' K_M(\alpha_t \circ y) \right]'\)
6: \(d_t^{\text{new}} \leftarrow \theta (hh' + \epsilon I_M)^{-1} q_t\) and project \(d_t^{\text{new}}\) onto the feasible set \(M\).
7: Update the base kernel combination coefficients \(d_{t+1}\) by using (4.11) with standard line search.
8: Solve for the dual variables \(\alpha_{t+1}\) in (4.8) by using SVM with the kernel matrix \(\sum_{m=1}^M d_m \tilde{K}_m\).
9: If \(|G(d_{t+1}) - G(d_t)| \leq \tau\) then break
10: \(t \leftarrow t + 1\)
11: End While
12: **Output:** \(d_t\) and \(\alpha_t\)

By defining \(\tilde{v}_m = d_m \tilde{\varphi}_m\), we rewrite the optimization problem in (4.6) as a quadratic programming (QP) problem [147]:

\[
J(d) = \min_{v_m, b, \xi} \frac{1}{2} \sum_{m=1}^M \left\| \tilde{v}_m \right\|^2 + C \sum_{i=1}^n \xi_i, \\
\text{s.t.} \quad y_i \left( \sum_{m=1}^M \tilde{v}_m \tilde{\varphi}_m(x_i) + b \right) \geq 1 - \xi_i, \quad \xi_i \geq 0, \quad i = 1, \ldots, n. \tag{4.7}
\]

Note that the optimization problem in (4.7) is in the same form of DTMKL\(_{\text{AT}}\) as proposed in Section 3.3.5. Therefore, according to Theorem 3.1, the objective in (4.4) can reach its global minimum. And the optimization procedure of A-MKL can be analogously derived. Specifically, by introducing the Lagrangian multiplier \(\alpha = [\alpha_1, \ldots, \alpha_n]'\), we solve the dual form of the optimization problem in (4.7) as follows:

\[
J(d) = \max_{\alpha \in A} 1_n' \alpha - \frac{1}{2} (\alpha \circ y)' \left( \sum_{m=1}^M d_m \tilde{K}_m \right) (\alpha \circ y), \tag{4.8}
\]

where \(y = [y_1, \ldots, y_n]'\) is the label vector of the training samples, \(A = \{\alpha \in \mathbb{R}^n| \alpha'y = 0, 0_n \leq \alpha \leq C 1_n\}\) is the feasible set of the dual variable \(\alpha\), \(\tilde{K}_m = [\tilde{\varphi}_m(x_i)' \tilde{\varphi}_m(x_j)] \in \mathbb{R}^{n \times n}\) is defined by the labeled training data from both domains, and \(\tilde{\varphi}_m(x_i)' \tilde{\varphi}_m(x_j) = \frac{1}{2}(\alpha_t \circ y)' K_m(\alpha_t \circ y)\).
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\[ \phi_m(x_i)\phi_m(x_j) + \frac{1}{2} f(x_i)'f(x_j). \]

Recall that \( f(x) \) is a vector of the predictions on \( x \) from the pre-learned classifiers \( f_p \)'s, which resembles the label information of \( x \) and can be used to construct the \textit{idealized} kernel \cite{idealized_kernels}. Thus, the new kernel matrix \( \tilde{K}_m \) can be viewed as the integration of both the visual information (\textit{i.e.}, from \( K_m \)) and the label information, which can lead to larger discriminative power. Surprisingly, the optimization problem in (4.8) is in the same form as the dual form of SVM with the kernel matrix \( \sum_{m=1}^{M} d_m \tilde{K}_m \). Thus, the optimization problem can be solved by existing SVM solvers, such as LIBSVM \cite{LIBSVM}.

### 4.4.3 Learning Algorithm of A-MKL

Similar to DTMKL presented in Chapter 3, we employ the reduced gradient descent procedures (see Algorithm 1 in Section 3.3.4) to iteratively update the linear combination coefficient \( d \) and the dual variable \( \alpha \) in (4.4). We detail such procedures designed for A-MKL as below.

**Updating the dual variable \( \alpha \):** Given the linear combination coefficient \( d \), we solve the optimization problem in (4.8) to obtain the dual variable \( \alpha \) by using LIBSVM \cite{LIBSVM}.

**Updating the linear combination coefficient \( d \):** Suppose the dual variable \( \alpha \) is fixed. With respect to \( d \), the objective function \( G(d) \) in (4.4) becomes:

\[
G(d) = \frac{1}{2} d'hhd + \theta \left( 1_n' \alpha - \frac{1}{2} (\alpha \circ y)' \left( \sum_{m=1}^{M} d_m \tilde{K}_m \right) (\alpha \circ y) \right) = \frac{1}{2} d'hhd - \theta q'd + \text{const},
\]

(4.9)

where \( q = \left[ \frac{1}{2}(\alpha \circ y)'K_1(\alpha \circ y), \ldots, \frac{1}{2}(\alpha \circ y)'K_M(\alpha \circ y) \right]' \) and the last term is a constant term that is irrelevant to \( d \), namely, \( \text{const} = \theta \left( 1_n' \alpha - \frac{1}{2\lambda} \sum_{i,j=1}^{n} \alpha_i \alpha_j y_i y_j f(x_i)'f(x_j) \right) \).

We adopt the second-order gradient method to update linear combination coefficient \( d \) at iteration \( t + 1 \) by:

\[
d_{t+1} = d_t - \eta_t g_t,
\]

(4.10)

where \( \eta_t \) is the learning rate which can be obtained by using standard line search methods \cite{line_search}, \( g_t = (\nabla^2_t G)^{-1} \nabla_t G \) is the updating direction, and \( \nabla_t G = hh'd_t - \theta q \) and \( \nabla^2_t G = hh' \) are the first-order and second-order derivatives of \( G \) in (4.9) with respect
to \( d \) at the \( t \)-th iteration, respectively. Note that \( hh' \) is not full rank, and therefore we replace \( hh' \) by \( hh' + \epsilon I_M \) to avoid numerical instability, where \( \epsilon \) is set as \( 10^{-5} \) in the experiments. Then, the updating function (4.10) can be rewritten as follows:

\[
d_{t+1} = (1 - \eta_t) d_t + \eta_t d^{\text{new}}_t,
\]

(4.11)

where \( d^{\text{new}}_t = \theta(hh' + \epsilon I_M)^{-1} q \). Note that by replacing \( hh' \) with \( hh' + \epsilon I_M \), the solution to \( \nabla_t G = hh'd_t - \theta q = 0_M \) becomes \( d^{\text{new}}_t \). Given \( d_t \in \mathcal{M} \), we project \( d^{\text{new}}_t \) onto the feasible set \( \mathcal{M} \) to ensure \( d_{t+1} \in \mathcal{M} \) as well.

The whole optimization procedure is summarized in Algorithm 2. We terminate the iterative updating procedure, once the objective in (4.4) converges or the number of iterations reaches \( T_{\text{max}} \). We set the tolerance parameter \( \tau = 10^{-5} \) and \( T_{\text{max}} = 15 \) in the experiments.

Note that by setting the derivative of the Lagrangian obtained from (4.6) with respect to \( \tilde{w}_m \) to zero, we obtain \( \tilde{w}_m = \sum_{i=1}^{n} \alpha_i y_i \tilde{\phi}_m(x_i) \). Recall that \( \sqrt{\lambda} \beta \) and \( \frac{1}{\sqrt{\lambda}} f(x_i) \) are the last \( P \) entries of \( \tilde{w}_m \) and \( \tilde{\phi}_m(x_i) \), respectively. Therefore, the linear combination coefficient \( \beta \) of the pre-learned classifiers can be obtained as follows:

\[
\beta = \frac{1}{\lambda} \sum_{i=1}^{n} \alpha_i y_i f(x_i).
\]

(4.12)

With the optimal dual variables \( \alpha \) and linear combination coefficients \( d \), the target decision function (4.2) of our method A-MKL can be rewritten as

\[
f^T(x) = \sum_{i=1}^{n} \alpha_i y_i \left( \sum_{m=1}^{M} d_m K_m(x_i, x) + \frac{1}{\lambda} f(x_i)' f(x) \right) + b.
\]

### 4.4.4 Discussions with Related Work

A-SVM [30] assumes that the target classifier \( f^T(x) \) is adapted from existing source classifiers \( f_p^A(x) \)'s. However, our proposed method A-MKL is different from A-SVM in several aspects as follows:

1) In A-SVM, the source classifiers are learned by using only the training samples from the source domain. In contrast, the pre-learned classifiers used in A-MKL can be learned by using the training samples either from the source domain or from both domains.
2) In A-SVM, the source classifiers are equally fused in the target classifier, i.e.,
\[ f^T(x) = \frac{1}{p} \sum_{p=1}^{P} f^A_p(x) + \Delta f(x) \]. In contrast, A-MKL learns the optimal combination coefficients \( \beta_p \)'s in (4.2).

3) In A-SVM, the perturbation function \( \Delta f(x) \) is based on one single kernel, i.e.,
\[ \Delta f(x) = w'\phi(x) + b \]. However, in A-MKL, the perturbation function \( \Delta f(x) = \sum_{m=1}^{M} d_m w'_m \phi_m(x) + b \) in (4.2) is based on multiple kernels, and the optimal kernel combination is automatically determined during the learning process.

4) A-SVM cannot utilize the unlabeled data in the target domain. In contrast, the valuable unlabeled data in the target domain are used in the MMD criterion of A-MKL for measuring the distribution mismatch between two domains.

Moreover, our work differs from Multi-Adaptive SVM (MA-SVM) [119] which is the subsequent extension of A-SVM [30]. MA-SVM improves A-SVM from pre-defining the combination coefficients of the source classifiers to automatically learning them. However, the same as A-SVM, MA-SVM uses only one kernel in the perturbation function. In contrast, our proposed method A-MKL employ MKL by using multiple base kernels.

Our work is also different from the prior work of DTSVM [36]\(^1\), where the target decision function \( f^T(x) = \sum_{m=1}^{M} d_m w'_m \phi_m(x) + b \) is only based on multiple base kernels. In contrast, in A-MKL, we use a set of pre-learned classifiers \( f_p(x) \)'s as the parametric functions, and model the perturbation function \( \Delta f(x) \) based on multiple base kernels in order to better fit the target decision function. To fuse multiple pre-learned classifiers, we also learn the optimal linear combination coefficients \( \beta_p \)'s. As shown in the experiments, our A-MKL is more robust in real applications by utilizing optimally combined classifiers as the prior.

MKL methods [143, 147] utilize the training data and the test data drawn from the same domain. When they come from different distributions, MKL methods may fail to learn the optimal kernel. This would degrade the classification performance in the target domain. On the contrary, A-MKL can better make use of the data from two domains to improve the classification performance.

\(^1\)Note that DTSVM is exactly the transfer learning method DTMKL\textsubscript{AT} as introduced in Chapter 3. In the remainder of this chapter, we will continue using the old name DTSVM unless specifically mentioned.
4.5 Experiments

In this section, we first evaluate the effectiveness of the proposed Aligned Space-Time Pyramid Matching method. We then compare our proposed method Adaptive Multiple Kernel Learning (A-MKL) with the baseline SVM, and three existing transfer learning algorithms: Feature Replication (FR) [29], Adaptive SVM (A-SVM) [30], Multi-Adaptive SVM (MA-SVM) [119] and Domain Transfer SVM (DTSVM) [36], as well as a Multiple Kernel Learning (MKL) method discussed in [36]. We also analyze the learned combination coefficients $\beta_p$’s of the pre-learned classifiers, illustrate the convergence of the learning algorithm of A-MKL and investigate the performance variations of A-MKL using different proportions of labeled consumer videos. Moreover, we show that A-MKL using the pre-learned classifiers from all event classes is better than A-MKL using the pre-learned classifiers from one event class.

For all methods, we train one-versus-all classifiers with a fixed tradeoff parameter $C = 1$. For performance evaluation, we use the same non-interpolated Average Precision (AP) as in [159, 166] which corresponds to the multi-point average precision value of a precision-recall curve and incorporates the effect of recall. Mean Average Precision (MAP) is the mean of APs over all the event classes.

4.5.1 Data Set Description and Features

In our data set, part of the consumer videos are derived (under a usage agreement) from the Kodak Consumer Video Benchmark Data Set [165], which was collected by Kodak from about 100 real users over the period of one year. There are 1358 consumer video clips in the Kodak data set. A second part of the Kodak data set contains web videos from YouTube collected using keywords based search. After removing TV commercial videos and low-quality videos, there are 1873 YouTube video clips in total. An ontology of 25 semantic concepts were defined and keyframe based annotation was performed by the students at Columbia University to assign binary labels (presence or absence) for each visual concept for both sets of videos (see [165] for more details).

In this work, six events “birthday”, “picnic”, “parade”, “show”, “sports” and “wedding” are chosen for experiments. We additionally collected new consumer video clips
Table 4.1: Numbers of videos for six events in our data set.

<table>
<thead>
<tr>
<th>Event</th>
<th>birthday</th>
<th>parade</th>
<th>picnic</th>
<th>show</th>
<th>sports</th>
<th>wedding</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consumer videos</td>
<td>16</td>
<td>14</td>
<td>6</td>
<td>57</td>
<td>75</td>
<td>27</td>
<td>195</td>
</tr>
<tr>
<td>Web videos</td>
<td>151</td>
<td>119</td>
<td>85</td>
<td>200</td>
<td>260</td>
<td>91</td>
<td>906</td>
</tr>
</tbody>
</table>

from real users on our own. Similarly to [165], we also downloaded new YouTube videos from the website. Moreover, we also annotate the consumer videos to determine whether a specific event occurred by asking an annotator, who is not involved in the algorithmic design, to watch each video clip rather than just look at the key frames as done in [165]. For video clips in the Kodak consumer data set [165], only the video clips receiving positive labels in their keyframe based annotation are re-examined. We do not additionally annotate the YouTube videos collected by ourselves and Kodak because in a real scenario we can only obtain loosely labeled YouTube videos and cannot use any further manual annotation. It should be clear that our consumer video set comes from two sources – the Kodak consumer video data set and our additional collection of personal videos, and our web video set is a combined set of YouTube videos as well. We confirm that the quality of YouTube videos is much lower than that of consumer videos directly collected from real users. Therefore, our data set is quite challenging for transfer learning algorithms.

The detailed information on our data set is presented in Table 5.2. Note that our data set is a single-label data set, i.e., each video belongs to only one event.

In real-world applications, the labeled samples in the target domain (i.e., consumer video domain) are usually much fewer than those in the source domain (i.e., web video domain). In this work, all 906 loosely labeled YouTube videos are used as the training data in the source domain. We randomly sample three consumer videos from each event (18 videos in total) as the labeled training videos in the target domain, and the remaining videos in the target domain are used as the test data. We sample the labeled target training videos for five times and report the means and standard deviations of MAPs or per-event APs for each method.

For all the videos in the data sets, we extract two types of features. The first one is the local space-time (ST) feature [166], in which 72-dimensional Histograms of Oriented

---

2 The annotator felt that at least 20% of YouTube videos are incorrectly labeled after checking the video clips.
Table 4.2: Means and standard deviations (%) of MAPs over six events at different levels using SVM with the default kernel parameter for SIFT features.

<table>
<thead>
<tr>
<th>Level</th>
<th>Gaussian</th>
<th>Laplacian</th>
<th>ISD</th>
<th>ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level-0</td>
<td>41.4 ± 3.7</td>
<td>44.2 ± 3.8</td>
<td>45.0 ± 3.5</td>
<td>46.2 ± 4.0</td>
</tr>
<tr>
<td>Level-1 (Unaligned)</td>
<td>43.0 ± 2.7</td>
<td>47.7 ± 1.7</td>
<td>49.0 ± 1.6</td>
<td>48.2 ± 1.5</td>
</tr>
<tr>
<td>Level-1 (Aligned)</td>
<td>50.4 ± 3.7</td>
<td>53.8 ± 1.8</td>
<td>52.9 ± 3.6</td>
<td>51.0 ± 2.5</td>
</tr>
</tbody>
</table>

Gradient (HoG) and 90-dimensional Histograms of Optical Flow (HoF) are extracted by using the online tool\(^3\). After that, they are concatenated together to form a 162-dimensional feature vector. We also sample each video clip at a rate of 2 frames per second to extract image frames from each video clip (we have 65 frames per video on average). For each frame, we extract 128-dimensional SIFT features from salient regions, which are detected by Difference-of-Gaussian (DoG) interest point detector [183]. On the average, we have 13847 ST features and 41441 SIFT features per video. Then, we build visual vocabularies by using k-means to group the ST features and SIFT features into 1000 and 2500 clusters, respectively.

4.5.2 Aligned Space-Time Pyramid Matching vs. Unaligned Space-Time Pyramid Matching

We compare our proposed Aligned Space-Time Pyramid Matching method discussed in Section 4.3 with the fixed volume-to-volume matching method (referred to as unaligned space-time pyramid matching) used in [166]. In [166], the space-time volumes of one video clip are matched with the volumes of the other video at the same spatial and temporal locations at each level. In other words, the second matching stage based on Integer-flow EMD is not applied and the distance between two video clips is equal to the sum of diagonal elements of the distance matrix, \( \sum_{r=1}^{R} D_{rr} \). For computational efficiency, we set the total number of levels \( L = 2 \) in this work. Therefore, we have two types of partitions, in which one video clip is divided into \( 1 \times 1 \times 1 \) and \( 2 \times 2 \times 2 \) space-time volumes, respectively.

We use the baseline SVM classifier based on the combined training data set from two domains (i.e., consumer video domain and web video domain). We test the performances

\(^3\)http://www.irisa.fr/vista/Equipe/People/Laptev/download.html
Table 4.3: Means and standard deviations (%) of MAPs over six events at different levels using SVM with the default kernel parameter for ST features.

<table>
<thead>
<tr>
<th>Level</th>
<th>Gaussian</th>
<th>Laplacian</th>
<th>ISD</th>
<th>ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level-0</td>
<td>22.2 ± 1.8</td>
<td>36.1 ± 0.8</td>
<td>22.0 ± 3.8</td>
<td>35.6 ± 0.7</td>
</tr>
<tr>
<td>Level-1 (Unaligned)</td>
<td>20.1 ± 1.0</td>
<td>33.9 ± 0.6</td>
<td>21.8 ± 0.7</td>
<td>33.4 ± 0.7</td>
</tr>
<tr>
<td>Level-1 (Aligned)</td>
<td>20.6 ± 0.7</td>
<td>35.8 ± 1.7</td>
<td>22.3 ± 1.1</td>
<td>35.9 ± 1.8</td>
</tr>
</tbody>
</table>

with four types of kernels: Gaussian kernel \( i.e., K(i, j) = \exp (-\gamma D^2(V_i, V_j)) \), Laplacian kernel \( i.e., K(i, j) = \exp (-\sqrt{\gamma} D(V_i, V_j)) \), inverse square distance (ISD) kernel \( i.e., K(i, j) = \frac{1}{\gamma D^2(V_i, V_j) + 1} \) and inverse distance (ID) kernel \( i.e., K(i, j) = \frac{1}{\sqrt{\gamma D^2(V_i, V_j) + 1}} \), where \( D(V_i, V_j) \) represents the distance between video \( V_i \) and \( V_j \), and \( \gamma \) is the kernel parameter. We use the default kernel parameter \( \gamma = \gamma_0 = \frac{1}{A} \), where \( A \) is the mean value of the square distances between all training samples as suggested in [166].

Tables 4.2 and 4.3 show the MAPs of the baseline SVM over six events for SIFT and ST features at different levels according to different types of kernels with the default kernel parameter. Based on the means of MAPs, we have the following three observations:

1) In all cases, the results at level-1 using aligned matching are better than those at level-0 based on SIFT features, which demonstrates the effectiveness of space-time partition and it is also consistent with the findings for prior pyramid matching methods [159, 166, 170, 171].

2) At level-1, our proposed Aligned Space-Time Pyramid Matching method outperforms the unaligned space-time pyramid matching method used in [166], thanks to the additional alignment of space-time volumes.

3) The results from space-time features are not as good as those from static SIFT features. As also reported in [188], a possible explanation is that the extracted ST features may fall on cluttered backgrounds because the consumer videos are generally captured by amateurs with hand-held cameras.

4.5.3 Performance Comparisons of Transfer Learning Methods

We compare our method A-MKL with other methods including the baseline SVM, FR, A-SVM, MKL and DTSVM. For the baseline SVM, we report the results of SVM_AT
and SVM\textsubscript{\text{T}}, in which the labeled training samples are from two domains (\textit{i.e.,} the source domain and the target domain) and only from the target domain, respectively. Specifically, The aforementioned four types of kernels (\textit{i.e.,} Gaussian kernel, Laplacian kernel, ISD kernel and ID kernel) are adopted. In this experiment, we test A-MKL by using a set of kernel parameters, \textit{i.e.,} \( \gamma \in \mathcal{L} = \{-3, -2, \ldots, 1\} \). Note that the total number of base kernels is \( 16|\mathcal{L}| \) from two pyramid levels and two types of local features, four types of kernels and \( |\mathcal{L}| \) kernel parameters, where \( |\mathcal{L}| \) is the cardinality of \( \mathcal{L} \).

All methods are compared in three cases: (a) classifiers learned based on SIFT features; (b) classifiers learned based on ST features; and (c) classifiers learned based on both SIFT and ST features. We detail the experimental settings for all the methods as follows:

- For SVM\textsubscript{\text{AT}} and FR (\textit{resp.} SVM\textsubscript{\text{T}}), we train \( 4|\mathcal{L}| \) independent classifiers with the corresponding \( 4|\mathcal{L}| \) base kernels for each pyramid level and each type of local features using the training samples from two domains (\textit{resp.,} the training samples from target domain). And we further fuse the \( 4|\mathcal{L}| \) independent classifiers with equal weights to obtain the average classifier \( f_{1}^{\text{SIFT}} \) or \( f_{1}^{\text{ST}} \), where \( l = 0 \) and 1. For SVM\textsubscript{T}, SVM\textsubscript{\text{AT}} and FR, the final classifier is obtained by fusing average classifiers with equal weights (\textit{e.g.,} \( \frac{1}{2} (f_{0}^{\text{SIFT}} + f_{1}^{\text{SIFT}}) \) for case (a), \( \frac{1}{2} (f_{0}^{\text{ST}} + f_{1}^{\text{ST}}) \) for case (b) and \( \frac{1}{4} (f_{0}^{\text{SIFT}} + f_{1}^{\text{SIFT}} + f_{0}^{\text{ST}} + f_{1}^{\text{ST}}) \) for case (c)).

- For A-SVM, we learn \( 4|\mathcal{L}| \) independent source classifiers for each pyramid level and each type of local features using the training data from the source domain and the corresponding \( 4|\mathcal{L}| \) base kernels, and then we independently learn four adapted target classifies from two pyramid levels and two types of features by using the labeled training data from the target domain based on the Gaussian kernel with the default kernel parameter [30]. Similar to SVM\textsubscript{T}, SVM\textsubscript{\text{AT}} and FR, the final A-SVM classifier is obtained by fusing two (\textit{resp.,} four) adapted target classifiers for cases (a) and (b) (\textit{resp.,} case (c)).

- For MA-SVM, all \( 16|\mathcal{L}| \) independent source classifiers are learned as the same as for A-SVM. For each pyramid level and each type of local features, we obtain one average source classifier from \( 4|\mathcal{L}| \) source classifiers. Similar to A-SVM, we
independently learn four adapted target classifiers from two pyramid levels and two types of features by using four average source classifiers as well as the labeled training data from the target domain based on the Gaussian kernel with the default kernel parameter. After that, the final MA-SVM classifier is obtained by fusing two (resp., four) adapted target classifiers for cases (a) and (b) (resp., case (c)).

- For MKL and DTSVM, we simultaneously learn the linear combination coefficients of \(8|\mathcal{L}|\) base kernels (for cases (a) or (b)) or \(16|\mathcal{L}|\) base kernels (for case (c)) by using the combined training samples from both domains.

- For our method A-MKL, we make use of pre-learned classifiers as well as multiple base kernels (see (4.2) in Section 4.4.2). In the experiment, we consider each average classifier as one pre-learned classifier and learn the target decision function of A-MKL based on two average classifiers \(f_{l|1;l=0}^{SIFT}\) or \(f_{l|1;l=0}^{ST}\) for cases (a) or (b) (resp., all the four average classifiers for case (c)) as well as \(8|\mathcal{L}|\) base kernels based on SIFT or ST features for cases (a) or (b) (resp., 16\(|\mathcal{L}|\) base kernels based on both types of features for case (c)). For A-MKL, we empirically fix \(\theta = 10^{-5}\) and set \(\lambda = 20\) for all three cases.

Considering that DTSVM and A-MKL can take advantage of both labeled and unlabeled data by using the MMD criterion to measure the mismatch in data distributions between two domains, we use semi-supervised setting in this work. More specifically, all the samples (including test samples) from the target domain and source domain are used to calculate \(h\) in (4.3). Note that all test samples are used as unlabeled data during the learning process.

Table 4.4 report the means and standard deviations of MAPs over all six events in three cases for all methods. From Tables 4.4, we have the following observations based on the means of MAPs:

1) The best result of SVM\_T is worse than that of SVM\_AT, which demonstrates that the learned SVM classifiers based on a limited number of training samples from the target domain are not robust. We also observe that SVM\_T is always better than SVM\_AT for cases (b) and (c). A possible explanation is that the ST feature is not
Table 4.4: Means and standard deviations (%) of MAPs over six events for all methods in three cases.

<table>
<thead>
<tr>
<th></th>
<th>SVM_T</th>
<th>SVM_AT</th>
<th>FR</th>
<th>A-SVM</th>
<th>MA-SVM</th>
<th>MKL</th>
<th>DTSVM</th>
<th>A-MKL</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAP-(a)</td>
<td>42.32 ± 5.50</td>
<td>53.93 ± 5.58</td>
<td>49.98 ± 5.63</td>
<td>38.42 ± 7.93</td>
<td>45.28 ± 7.25</td>
<td>47.19 ± 2.59</td>
<td>52.36 ± 1.88</td>
<td>57.14 ± 2.34</td>
</tr>
<tr>
<td>MAP-(b)</td>
<td>32.56 ± 2.08</td>
<td>24.73 ± 2.22</td>
<td>28.44 ± 2.61</td>
<td>24.95 ± 1.25</td>
<td>30.22 ± 1.97</td>
<td>35.34 ± 1.55</td>
<td>31.07 ± 2.60</td>
<td>37.24 ± 1.58</td>
</tr>
<tr>
<td>MAP-(c)</td>
<td>42.00 ± 4.94</td>
<td>36.23 ± 3.37</td>
<td>44.11 ± 3.57</td>
<td>32.40 ± 4.99</td>
<td>43.03 ± 5.18</td>
<td>46.92 ± 2.53</td>
<td>53.78 ± 2.99</td>
<td>58.20 ± 1.87</td>
</tr>
</tbody>
</table>

Figure 4.4: Means and standard deviations of per-event APs of six events for all methods.
robust enough so that the samples from the source and target domains distribute sparsely in the ST feature space. Therefore, it is more likely that the data from the source domain may degrade the event recognition performances in the target domain for cases (b) and (c).

2) In this application, A-SVM achieves the worst results in terms of the mean of MAPs, possibly because the limited number (e.g., three samples per event) of labeled training samples from the target domain are not sufficient for A-SVM to robustly learn an adapted target classifier which is based on only one kernel. MA-SVM performs better than A-SVM, because of the automatic learning of the combination coefficients for the source average classifiers. However, the best result of MA-SVM in different settings is worse than those of SVM AT, MKL and FR, which again shows that it is not sufficient to learn a robust target classifier by only using a limited number of labeled training samples from the target domain.

3) DTSVM is generally better than MKL in terms of the mean of MAPs. This is consistent with [36].

4) For all methods, the MAPs based on SIFT features are better that those based on ST features. In practice, the simple ensemble method, SVM AT, achieves good performances when only using the SIFT features in case (a). It indicates that SIFT features are more effective for event recognition in consumer videos. However, the MAPs of SVM AT, FR and A-SVM in case (c) are much worse compared with case (a). It suggests that the simple late fusion methods using equal weights are not robust for integrating strong features and weak features. In contrast, for DTSVM and our method A-MKL, the results in case (c) are improved by learning optimal linear combination coefficients to effectively fuse two types of features.

5) For each of three cases, our proposed method A-MKL achieves the best performance by effectively fusing four average classifiers (from two pyramid levels and two types of local features) and multiple base kernels as well as reducing the mismatch in the data distributions between two domains. We also believe the utilization of multiple base kernels and pre-learned average classifiers can also well cope with
Figure 4.5: Illustration of the combination coefficients $\beta_p$’s of the pre-learned classifiers for all events.

YouTube videos with noisy labels. In Table 4.4, compared with the best means of MAPs of SVM,T (42.32%), SVM_AT (53.93%), FR (49.98%), A-SVM (38.42%), MKL (47.19%) and DTSVM (53.78%), the relative improvements of our best result (58.20%) are 37.52%, 7.92%, 16.54%, 51.48%, 23.33% and 8.22%, respectively.

In Figure 4.4, we plot the means and standard deviations of per-event APs of all methods. Our method achieves the best performances in 3 out of 6 events in case (c) and some concepts enjoy large performance gains according to the means of per-event APs, e.g., the AP of “parade” significantly increases from 65.96% (DTSVM) to 75.21% (A-MKL).

4.5.4 Analysis on the Combination Coefficients of the Pre-learned Classifiers

Recall that we learn the linear combination coefficients $\beta_p$’s of the pre-learned classifiers $f_p$’s in A-MKL. And the absolute value of each $\beta_p$ reflects the importance of the corresponding pre-learned classifier. Specifically, the larger $\beta_p$ is, the more $f_p$ contributes in the target decision function. For better representation, let us denote the corresponding average classifiers $f_0^{SIFT}$, $f_1^{SIFT}$, $f_0^{ST}$ and $f_1^{ST}$ as $f_1$, $f_2$, $f_3$ and $f_4$, respectively.

\footnote{Note that $\beta$ can be computed by using (4.12) after solving the optimization problem in A-MKL.}
4.5.5 Convergence of A-MKL Learning Algorithm

Recall that we iteratively update the dual variable $\alpha$ and the linear combination coefficient $d$ in A-MKL (see Section 4.4.3). We take one round of training/test data split as
Table 4.5: Means and standard deviations (%) of MAPs of A-MKL (referred to as A-MKL
4) using the pre-learned average classifiers from the same event class and A-MKL
(referred to as A-MKL
24) using the pre-learned average classifiers from all six event
classes. Different sets of kernel parameters (i.e., \( \mathcal{H} \)) are employed to obtain the pre-
learned average classifiers.

<table>
<thead>
<tr>
<th>( \mathcal{H} = {-3, -2, \ldots, 1} )</th>
<th>( \mathcal{H} = {-4, -3, \ldots, 1} )</th>
<th>( \mathcal{H} = {-5, -4, \ldots, 1} )</th>
<th>( \mathcal{H} = {-6, -5, \ldots, 1} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>A-MKL.4</td>
<td>58.20 ± 1.87</td>
<td>58.33 ± 2.33</td>
<td>58.56 ± 2.53</td>
</tr>
<tr>
<td>A-MKL.24</td>
<td>58.74 ± 3.30</td>
<td>59.04 ± 3.53</td>
<td>59.25 ± 3.73</td>
</tr>
</tbody>
</table>

an example to discuss the convergence of the iterative algorithm of A-MKL, in which we
also set \( \mathcal{L} \) as \( \{-3, -2, \ldots, 1\} \), and we use both types of features. In Figure 4.6, we plot
the change of the objective value of A-MKL with respect to the number of iterations.
We observe that A-MKL converges after about eight iterations for all events. We have
similar observations for other rounds of experiments.

### 4.5.6 Utilization of Additional Pre-learned Classifiers from Other Event Classes

In the previous experiments, for a specific event class, we only utilize the pre-learned
classifiers (i.e., average classifiers \( f_l^{SIFT}|_{l=0} \) and \( f_l^{ST}|_{l=0} \)) from this event class. As a gen-
eral learning scheme, A-MKL can readily incorporate additional pre-learned classifiers.
In our event recognition application, we observe that some events may share common
motion patterns. For example, the videos from some events (like “birthday”, “picnic”
and “wedding”) usually contain a number of people talking with each other. Thus, it is
beneficial to learn an adapted classifier for “birthday” by leveraging the pre-learned clas-
sifiers from “picnic” and “wedding”. Based on this observation, for each event, we make
use of the pre-learned classifiers from all event classes for the learning of the adapted clas-
sifier in A-MKL. Therefore, the total number of the pre-learned classifiers is 24 for each
event when using both types of features. For better representation, we refer to A-MKL
with four pre-learned average classifiers discussed in Sections 4.5.3, 4.5.4 and 4.5.5 (resp.,

In Sections 4.5.3, 4.5.4 and 4.5.5, the same kernel parameter set (i.e., \( \mathcal{L} = \{-3, -2, \ldots, 1\} \))
is used for the base kernels and also employed to obtain the pre-learned average classi-
sifiers in A-MKL. In this experiment, we also use the same set of kernel parameters (i.e.,
\( \mathcal{L} = \{-3, -2, \ldots, 1\} \) for the base kernels but we additionally vary the set of kernel parameters (denoted as \( \mathcal{H} \) for better representation) to obtain the pre-learned average classifiers for A-MKL\(_4\) and A-MKL\(_{24}\). Specifically, for each pyramid level and each type of features, we learn \( 4|\mathcal{H}| \) independent SVM classifiers from the parameter set \( \mathcal{H} \) and four types of kernels (i.e., Gaussian kernel, Laplacian kernel, ISD kernel and ID kernel) by using the training samples from both the source and target domains, which are further averaged to obtain one pre-learned classifier (i.e., \( f_{SIFT}^{1} \) or \( f_{ST}^{1} \)).

In Table 4.5, we compare the results of A-MKL\(_4\) and A-MKL\(_{24}\) when using 1) \( \mathcal{H} = \{-3, -2, \ldots, 1\}; 2) \mathcal{H} = \{-4, -3, \ldots, 1\}; 3) \mathcal{H} = \{-5, -4, \ldots, 1\} \) and 4) \( \mathcal{H} = \{-6, -5, \ldots, 1\} \). From Table 4.5, We observe that while the performances of A-MKL\(_4\) and A-MKL\(_{24}\) change when using different \( \mathcal{H} \), A-MKL\(_{24}\) is consistently better than A-MKL\(_4\) in terms of the mean of MAPs. It clearly demonstrates that A-MKL can learn a more robust target classifier by effectively leveraging the pre-learned average classifiers from all the event classes. The performance of A-MKL\(_{24}\) is the best, when setting \( \mathcal{H} = \{-6, -5, \ldots, 1\} \). Compared with the other methods such as SVM\(_T\), SVM\(_AT\), FR, A-SVM, MKL and DTSVM in terms of the mean of per-event APs for case (c), A-MKL\(_{24}\) achieves the best performances in 4 out of 6 events. The relative improvements of the best mean of MAPs from A-MKL\(_{24}\) (59.28%) over those from SVM\(_AT\) (53.93%) and DTSVM (53.78%) in Table 4.4 are 9.92% and 10.23%, respectively.
4.5.7 Performance Variations of A-MKL using Different Proportions of Labeled Consumer Videos

We also investigate the performance variations of A-MKL when using different proportions of labeled training samples from the target domain. Specifically, we randomly choose a proportion \(i.e., r\) of positive samples from the target domain for each event class. All the randomly chosen samples are considered as the labeled training data from the target domain, while the remainder of samples in the target domain are used as the test data. Again, we sample the labeled target training videos for five times and report the means and standard deviations of MAPs. Considering that the users are reluctant to annotate a large number of consumer videos, we set \(r\) as 5\%, 10\%, 20\% and 30\%. By using both the SIFT and ST features \(i.e., case (c)\), we compare our methods A-MKL\(_4\) and A-MKL\(_{24}\) with the baseline method SVM\(_T\) and the existing transfer learning method DTSVM that achieves the second best results in case (c) (see Tables 4.4). For DTSVM, A-MKL\(_4\) and A-MKL\(_{24}\), we use the same setting as in Section 4.5.6 by setting the kernel parameter set \(\mathcal{L}\) for the base kernels as \(\{-3, -2, \ldots, 1\}\). For A-MKL\(_{24}\), we additionally set the kernel parameter set \(\mathcal{H}\) for the pre-learned average classifiers as \(\{-6, -5, \ldots, 1\}\), with which A-MKL\(_{24}\) achieves the best result (see Table 4.5).

From Figure 4.7, we have the following observations based on the mean of MAPs. First, the results of all methods generally increase, when using more labeled training samples from the target domain. Second, the transfer learning methods DTSVM, A-MKL\(_4\) and A-MKL\(_{24}\) consistently outperform the baseline method SVM\(_T\). Third, our methods A-MKL\(_4\) and A-MKL\(_{24}\) consistently perform better than DTSVM, which shows the effectiveness of the utilization of pre-learned average classifiers. Finally, A-MKL\(_{24}\) is consistently better than A-MKL\(_4\), which demonstrates that the information from other event classes is helpful for improving the event recognition performance for individual classes.

4.5.8 Running Time and Memory Usage

Finally, we report the running time and memory usage of our proposed framework. All the experiments are conducted on a server machine with Intel Xeon 3.33GHz CPUs and 32GB RAM by using a single thread. The main costs in running time and memory
usage are from feature extraction and our proposed ASTPM method. Specifically, on the average it takes about 63.3 seconds (resp., 246.5 seconds) to extract the SIFT features (resp., ST features) from a one-minute-long video. For each video, its SIFT features (resp., ST features) occupy 41.7 megabytes (resp., 17.9 megabytes) on the average. In this work, each type of features are vector-quantized into visual words by using $k$-means. Considering the quantization process for the SIFT and ST features from training videos can be conducted in an offline manner and the quantization process for the SIFT and ST features from a test video is very fast, we do not count the running time of this process. For our ASTPM using the SIFT and ST features, it respectively takes about 20.9 milliseconds and 0.1 milliseconds (resp., 1213.6 milliseconds and 0.4 milliseconds) to calculate the distance between a pair of videos at level-0 (resp., level-1) on the average.

For each event class, on the average it takes about 68.4 seconds to learn one A-MKL classifier, which includes 7.1 seconds for obtaining the pre-learned average classifiers. The average prediction time for each test video is only about 11 milliseconds. To accelerate our framework for a median to large scale video event recognition task, we can extract the SIFT and ST features by using multiple threads in a parallel fashion and employ the fast EMD algorithm [189] in ASTPM.

### 4.6 Summary

In this chapter, we propose a new event recognition framework for consumer videos by leveraging a large amount of loosely labeled YouTube videos. Specifically, we propose a new pyramid matching method called Aligned Space-Time Pyramid Matching (ASTPM) and a novel transfer learning method, referred to as Adaptive Multiple Kernel Learning (A-MKL), to better fuse the information from multiple pyramid levels and different types of local features and to cope with the mismatch between the feature distributions of consumer videos and web videos. Experiments clearly demonstrate the effectiveness of our framework. To the best of our knowledge, our work is the first to perform event recognition in consumer videos by incorporating cost-effective transfer learning.

To put it in a larger perspective, our work falls into the recent research trend of “Internet Vision”, where the massive web data including images and videos together
with rich and valuable contextual information (e.g., tags, categories and captions) are employed for various computer vision and computer graphics applications such as image annotation [52, 190], image retrieval [15], scene completion [191], and so on. By treating the “web data as the king”, these methods [190, 191] have achieved promising results by adopting the simplistic learning methods such as the $k$NN classifier. In this work, we have demonstrated that it is beneficial to learn from web data by developing more advanced machine learning methods (specifically, the transfer learning method A-MKL in this work) to further improve the classification performances. A possible future research direction is to develop effective methods to select more useful videos from a large number of low-quality YouTube videos to construct the source domain.

While transfer learning has been studied for years in other fields (e.g., natural language processing [23, 29]), it is still an emerging research topic in computer vision [16]. In some vision applications, there is an existing domain (i.e., source domain) with a large number of labeled data but we want to recognize the images or videos in another domain of interest (i.e., target domain) with very few labeled samples. Besides the adaptation between the web domain and consumer domain studied in this work and [15], other examples that vision researchers are recently working on include the adaptation of cross-category knowledge to a new category domain [77], the knowledge transfer by mining semantic relatedness [114], and the adaption between two domains with different feature representations [16, 39]. In the future, we will extend our A-MKL for these interesting vision applications.
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Domain Adaptation Machine

In this chapter, we look into the transfer learning problem where there exist multiple source domains. We propose a novel domain-dependent regularization framework, referred to as Domain Adaptation Machine (DAM), for the multiple source domain adaptation problem. In this framework, first obtain a set of pre-learned base classifiers which can be trained by existing machine learning methods such as support vector machine (SVM). With the base classifiers, we then propose a new domain-dependent regularizer based on smoothness assumption, which enforces that the target classifier shares similar decision values with the relevant base classifiers on the unlabeled samples from the target domain. Based on our framework, we develop two new domain adaptation methods referred to as FastDAM and UniverDAM, respectively. We evaluate our proposed methods FastDAM and UniverDAM on two multiple source domain adaptation related applications.

5.1 Introduction

It is well known that the collection of labeled samples is expensive and time-consuming. However, the classifiers learned with a small number of labeled training data are not robust and therefore cannot generalize well. To this end, many domain adaptation methods were recently proposed [23, 29, 30, 33, 54] to learn robust classifiers with only a few or even no labeled samples from the target domain by leveraging a large amount of labeled training data from other domains (referred to as auxiliary/source domains). These methods have demonstrated that the labeled samples collected from other domains are
also useful for classifying the samples from the target domain in many real applications, such as sentiment classification, text categorization, WiFi localization and video concept detection.

Supervised domain adaptation methods [23, 29, 30] have been proposed by utilizing all labeled training instances from the source and target domains. However, numerous unlabeled samples in the target domain are not exploited in the above transfer learning methods [29, 30, 33]. As shown in [7, 13, 36, 54, 142, 192, 193], such unlabeled samples can also be employed to improve the generalization performance. When there are only a few or even no labeled samples available in the target domain, the classifiers can be trained with the samples from the source domains. In such an extreme case, several domain adaptation methods [44, 47, 194, 195] were proposed to cope with the inconsistency of data distribution (such as covariate shift [44] or sampling selection bias [47]). These methods re-weighted the training samples from the source domain by leveraging the unlabeled data from the target domain such that the statistics of samples from both domains are matched.

Recently, several domain adaptation methods [54, 98] were proposed to learn robust classifiers with the diverse training data from multiple source domains. Luo et al. [98] proposed to maximize the consensus of predictions from multiple sources. However, some source domains may not be useful for knowledge adaptation. The brute-force transfer of knowledge without domain selection may degrade the classification performance in the target domain [31], which is a well-known open problem termed as negative transfer [196]. Moreover, Some researchers also theoretically studied the domain adaptation problem [63, 64, 66–69] where there exist multiple source domains.

In this chapter, we focus on the setting with multiple source domains, which is referred to as **multiple source domain adaptation**. We propose a new domain adaptation framework called Domain Adaptation Machine (DAM) to learn a robust decision function (referred to as **target classifier**) for label prediction of samples in the target domain by leveraging a set of pre-learned classifiers (referred to as **base classifiers**). In our framework, any classifier such as the standard SVM classifier learned with the labeled samples from the source domains or the FR classifier [29] learned with the labeled samples from the source domains and the target domain can be readily used as the base classifier.
Motivated from Manifold Regularization (MR) [192] and the graph based Multi-Task Learning (MTL) [197-199], with the base classifiers we propose a new domain-dependent regularizer based on smooth assumption, which enforces that the learned target classifier should have similar decision values on the unlabeled samples of the target domain with the pre-learned base classifiers from relevant source domains. This newly proposed regularizer can be readily introduced to many kernel methods such as SVM, SVR, least-squares SVM (LS-SVM) and so on, and extend these algorithms to the corresponding domain adaptation methods. To the best of knowledge, the smoothness assumption encoded in the domain-dependent regularizer is the first to be introduced into domain adaptation.

Under this framework, we develop two new methods referred to as FastDAM and UniverDAM. Motivated from Manifold In FastDAM, we incorporate the proposed domain-dependent regularizer into LS-SVM. We also employ a sparsity regularizer based on the $\epsilon$-insensitive loss to enforce the sparsity of the target classifier with the support vectors only from the target domain such that the label prediction on any test instance is very fast in FastDAM. The recent work [200, 201] indicated that the samples which do not belong to the positive class and the negative class can be used as an additional data collection called Universum [26] to improve the generalization ability of SVM for the binary classification task (see Appendix A.4 for a introduction of Universum). However, how to choose/construct Universum is problem-dependent. For example, Weston et al. [201] experimentally demonstrated that one can make use of symbols (e.g., uppercase and lowercase letters) as Universum for digit classification. Note that while the samples from the source domains are with different data distributions of those from the target domain, it is reasonable to assume that the distributions of the samples from the source domain and the target domain should overlap to some extent. We therefore use the samples from the source domains as Universum for domain adaptation to further enhance the generalization ability of the target classifier. Specially, we introduce our newly proposed regularizer based on smoothness assumption and another regularizer suggested in [200, 201] which is related to the decision values of the pre-learned base classifiers on the samples from the source domains into LS-SVM for UniverDAM.
We evaluate our two DAM-based methods in two multiple domain adaptation related applications: video concept detection and document retrieval. In the video concept detection task, the experimental results on the large TRECVID 2005 data set demonstrate that our proposed FastDAM significantly outperforms other domain adaptation methods. Moreover, with the utilization of the sparsity regularizer, the prediction of FastDAM is much faster than other domain adaptation methods, making it suitable for the large scale video concept detection task. In the document retrieval task, we compare our two methods with other baseline methods on the 20 Newsgroups and the email spam data sets. The comprehensive experiments on the two data sets also demonstrate the effectiveness of FastDAM and UniverDAM. UniverDAM achieves the best document retrieval performances on both data sets because of the successful utilization of Universum (i.e., the samples from multiple source domains).

A preliminary version of this work appeared in [54] which focused on the FastDAM algorithm using source classifiers (i.e., SVMs learned with the labeled samples from source domains) as the base classifiers. In this chapter, we additionally propose a new method called UniverDAM and discuss the connection between FastDAM and UniverDAM. We also present more details about the non-sparse solution of FastDAM in order to better motivate the utilization of the sparse regularizer based on the \( \epsilon \)-insensitive loss. Moreover, we further employ the FR classifiers [29], which are learned with the labeled samples from the source domains and the target domain, as the base classifiers in our DAM framework and report more experimental results using two new data sets (i.e., 20 Newsgroups and email spam) for document retrieval.

The rest of this chapter is organized as follows. We briefly review the related work in Section 5.2. We then introduce our proposed framework DAM and two methods FastDAM and UniverDAM in Section 5.3. The connections between the proposed two methods and the related works are discussed in Section 5.4. The experimental results are reported in Section 5.5. Finally, we conclude this chapter in Section 5.6.

## 5.2 Brief Review of Related Work

Let us represent the labeled and unlabeled samples from the target domain as \( D_T^T = (x_i^T, y_i^T)_{i=1}^{n_l} \) and \( D_u^T = x_i^{n_l+n_u+1} \), respectively, where \( y_i^T \) is the label of \( x_i^T \). We also define
\( \mathcal{D}_s = (x_s^i, y_s^i)_{i=1}^{n_s} \) as the data set from the \( s \)-th source domain, where \( s = 1, \ldots, P \) and \( P \) is the total number of source domains. Moreover, we denote the data set from the target domain as \( \mathcal{D}_T^T = \mathcal{D}_T^T \cup \mathcal{D}_u^T \) with the size \( n_T = n_l + n_u \). In the sequel, the transpose of vector/matrix is denoted by the superscript \( ' \). Let us also define \( \mathbf{I}_n \) as the \( n \times n \) identity matrix and \( \mathbf{0}_n, \mathbf{1}_n \in \mathbb{R}^n \) as the column vectors of all zeros and all ones, respectively. The inequality \( \mathbf{u} = [u_1, \ldots, u_n]' \geq \mathbf{v} = [v_1, \ldots, v_n]' \) means that \( u_i \geq v_i \) for \( i = 1, \ldots, n \). And \( \text{diag}(\mathbf{u}') \) represents a diagonal matrix with \( u_i \) as its \( i \)-th diagonal entry.

### 5.2.1 Multiple Domain Transfer via Existing Classifiers

Yang et al. [30] proposed adaptive support vector machine (A-SVM), in which a new SVM classifier \( f_T(x) \) is adapted from the existing source classifiers \( f_s(x) \)'s trained with the samples from the auxiliary sources. Specifically, the new decision function is formulated as:

\[
 f_T(x) = \sum_{s=1}^{P} \gamma_s f_s(x) + \Delta f(x),
\]

(5.1)

where the perturbation function \( \Delta f(x) \) is learned by using the labeled data \( \mathcal{D}_T^T \) from the target domain, and \( \gamma_s \in [0, 1] \) is the weight of each source classifier \( f_s \) and \( \sum_{s=1}^{P} \gamma_s = 1 \). Usually in domain adaptation problems, there are only a limited number of labeled training samples from the target domain. Therefore, the adaptation process of A-SVM (i.e., learning of the target decision function) can be very fast. In [30], the equal weights are used for all source classifiers in the experiments. As shown in [30], the perturbation function can be formulated by \( \Delta f(x) = \sum_{i=1}^{n_l} \alpha_i^T y_i^l k(\mathbf{x}_T^i, \mathbf{x}) \), where \( \alpha_i^T \) is the coefficient of the \( i \)-th labeled instance in the target domain, and \( k(\cdot, \cdot) \) is a kernel function induced from the nonlinear feature mapping \( \phi(\cdot) \). In addition, the authors assumed that the source classifiers are also learned with the same kernel function, namely \( f_s(x) = \sum_{i=1}^{n_s} \alpha_i^s y_i^s k(x_s^i, x) \), where \( \alpha_i^s \) is the learned coefficient of the \( i \)-th instance from the \( s \)-th source domain. Then the decision function (5.1) becomes:

\[
 f_T(x) = \sum_{s=1}^{P} \gamma_s \sum_{i=1}^{n_s} \alpha_i^s y_i^s k(x_s^i, x) + \sum_{i=1}^{n_l} \alpha_i^T y_i^l k(\mathbf{x}_T^i, \mathbf{x}),
\]

(5.2)

which is the sum of a set of weighted kernel evaluations between the test instance \( x \) and all labeled samples \( x_T^i \) and \( x_s^i \) respectively from the target domain and all the source
domains. Thus, the prediction using (5.2) is inefficient in the large-scale applications with a large amount of test samples. In addition, it is unclear how to use the valuable unlabeled data $D_u^T$ in the target domain in A-SVM.

Schweikert et al. [31] also made use of the pre-learned classifiers for domain adaptation. They formally presented a so-called multiple convex combination method to linearly combine source classifiers together with the target classifier. Similar to A-SVM, each source classifier $f^s$ is learned by using SVM with the labeled training data from one source domain. And the target classifier $f^T$ is also obtained by simply learning a SVM classifier using the labeled training samples only from the target domain. Then the final classifier $f(x)$ is formulated as follows:

$$f(x) = \gamma f^T(x) + \frac{1 - \gamma}{P} \sum_{s=1}^{P} f^s(x), \tag{5.3}$$

where $\gamma$ is the weight to balance the two terms.

### 5.2.2 Regularizations

Belkin et al. [192] extended Regularized Least Squares (RLS) and SVM to Laplacian Regularized Least Squares (LapRLS) and Laplacian SVM (LapSVM) for semi-supervised learning by adding a geometrically based regularizer, which enforces nearby points in a high-density region to have similar decision values (i.e., the so-called manifold smoothness assumption in semi-supervised learning). Let us denote $G$ as an undirected weighted graph with a vertex set and a similarity matrix $W \in \mathbb{R}^{n \times n}$, in which $n$ is the total number of labeled and unlabeled training samples and each element $w_{ij}$ of the real symmetric matrix $W$ represents the similarity of a pair of vertices. The proposed regularizer in [192] is as follows:

$$\Omega_{\text{manifold}}(f) = \sum_{i,j=1}^{n} w_{ij} (f(x_i) - f(x_j))^2, \tag{5.4}$$

where $f(x)$ is the decision function. The above regularizer can be rewritten as $f'Lf$, where $f = [f(x_1), \ldots, f(x_n)]'$, $L = D - W$ is the graph Laplacian matrix and $D$ is a diagonal matrix with the $i$-th diagonal elements as $\sum_{j=1}^{n} w_{ij}$. 
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A graph based regularizer is also proposed in [197–199] for Multi-Task Learning (MTL). It is based on two MTL functions $f^i$ and $f^j$ of the $i$-th task and the $j$-th task in the Reproducing Kernel Hilbert Space (RKHS) $\mathcal{H}$:

$$\Omega_G(f^1, f^2, \ldots, f^K) = \sum_{i,j: (f^i, f^j) \in G} \gamma_{ij} \|f^i - f^j\|_H^2,$$

where $K$ is the total number of tasks and $\gamma_{ij}$ defines the relevance between the $i$-th task and the $j$-th task of a graph $G$ and the graph $G$ represents the weighted connectivity of tasks.

Weston et al. [201] proposed a new data-dependent regularizer in combination with SVM for binary-class problems, in which an additional data set is employed in the learning process to improve the generalization ability of the learned classifier. This additional data set which does not belong to the positive class and the negative class is called as Universum as suggested by Vapnik in [26]. In [201], Weston et al. minimized the classification error, as well as minimized a data-dependent regularizer based on the Universum which is equivalent to maximizing the number of contradictions on the Universum\(^1\). The Universum regularizer is formulated as follows:

$$\Omega_u(f) = \sum_{i=1}^{n} |f(x_i)|^2,$$

where $f(x)$ is the decision function and $n$ is the size of the Universum.

### 5.3 Domain Adaptation Machine Framework

In this section, we introduce our proposed framework referred to as Domain Adaptation Machine (DAM) as well as two methods FastDAM and UniverDAM, for multiple source domain adaptation.

#### 5.3.1 Smoothness Assumption for Domain Adaptation

In manifold regularization [192], the decision function in (5.4) is enforced to be smooth on the data manifold, namely, the two nearby samples in a high-density region should

\(^1\)see Appendix A.4 for an introduction of Universum.
share similar decision values. For domain adaptation, we similarly assume that the
target classifier \( f^T(x) \) should have similar decision values on the unlabeled samples in
the target domain with the pre-computed base classifiers. For the \( i \)-th instance \( x_i \) in the
target domain, we denote \( f^T_i = f^T(x_i) \) and \( f^*_i = f^s(x_i) \), where \( f^s \) represents the \( s \)-th
base classifier. In our DAM framework, any classifier can be readily used as the base
classifier. In our experiments, we test our framework with two types of classifiers for \( f^s \):
1) the standard SVM classifier learned by using the labeled samples from the \( s \)-th source
domain; and 2) the feature replication (FR) classifier trained with the labeled samples
from the \( s \)-th source domain and the target domain. For the unlabeled target samples
\( D^T_u \) in the target domain, let us define the decision values from the target classifier and
the \( s \)-th base classifier as \( f^T_u = [f^T_{n+1}, \ldots, f^T_{n_T}]' \) and \( f^s_u = [f^s_{n+1}, \ldots, f^s_{n_T}]' \) respectively.

Let us also define \( \gamma_s \) as the weight for measuring the distribution relevance between
the \( s \)-th source domain and the target domain (see Section 5.5.2 for more discussions on
\( \gamma_s \)). If the \( s \)-th source domain and the target domain are relevant (i.e., \( \gamma_s \) is large), we
enforce \( f^*_i \) should be close to \( f^T_i \) on the unlabeled samples in the target domain. Note
that the source domains are assumed to be independent from each other in this work.

Motivated by manifold regularization [192] and graph based multi-task learning [197–
199] (see the corresponding regularizers in Section 5.2.2), we propose the following
domain-dependent regularizer for the target classifier \( f^T \) in Definition 5.7.

**Definition 5.7 Domain-Dependent Regularizer for Domain Adaptation:**

\[
\Omega_A(f^T) = \sum_{s=1}^{P} \gamma_s \sum_{i=n_T+1}^{n_T} (f^T_i - f^*_i)^2 = \sum_{s=1}^{P} \gamma_s \|f^T_u - f^s_u\|^2.
\]

It is worth mentioning the difference between the regularizers defined in our DAM
and MTL in the following two aspects:

1) MTL simultaneously learns all task functions \( f^1, \ldots, f^K \) (see (5.5)) and each two
of the task functions are compared in the same RKHS \( \mathcal{H} \). In contrast, the base
classifiers \( f^s \)'s in (5.7) are assumed to be pre-computed, and DAM focuses on the
learning of the target classifier only; Moreover, different kernels (or RKHS) or even
different learning methods can be employed to train the base classifiers and the
target classifier in DAM.
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Figure 5.1: Base classifiers learned by using the labeled training samples from the source domains (and the target domain as well). For each unlabeled instance $x$ in $D^T$, we define its virtual label $\tilde{y} = \sum_{s=1}^{P} \tilde{\gamma}_s f_s(x)$ as a weighted summation of the decision values $f_s(x)$’s from the base classifiers $f_s$’s on $x$, where $\tilde{\gamma}_s = \frac{\gamma_s}{\sum_{s=1}^{P} \gamma_s}$.

2) It is still unclear how to exploit the unlabeled samples through the regularizer (5.5) in MTL. In contrast, the unlabeled samples $D^T_u$ from the target domain are used in DAM (see Figure 5.1 and (5.7)).

As shown in our experiments in Section 5.5, the proposed domain-dependent regularizer generally works well in some real-world data sets like the TRECVID, 20 Newsgroups and email spam data sets.

5.3.2 Proposed Framework

We propose to simultaneously minimize the loss of the labeled training data from the target domain as well as different regularizers defined on the unlabeled data, such as the newly proposed domain-dependent regularizer $\Omega_A(f^T)$ in (5.7) and the data-dependent regularizer $\Omega_D(f^T)$ in (5.6) for the Universum. The proposed framework, Domain Adaptation Machine (DAM), is then formulated as follows:

$$\min_{f^T} \Omega(f^T) + \lambda_L \Omega_L(f^T) + \lambda_D \Omega_D(f^T),$$

(5.8)
where $\lambda_L, \lambda_D > 0$ are tradeoff parameters, $\Omega(f^T)$ is a regularizer to control the complexity of the target classifier $f^T$, $\Omega_L(f^T)$ is a loss function of the target classifier $f^T$ on the labeled samples of the target domain and the last term $\Omega_D(f^T)$ represents different regularizers such as $\Omega_A(f^T)$ and $\Omega_U(f^T)$. Note that different types of loss functions can be readily used as $\Omega_L(f^T)$ in our DAM framework for domain adaptation (e.g., the hinge loss in SVM).

In this work, we model $\Omega_L(f^T)$ in (5.8) as the square error of the target classifier $f^T$ on the labeled samples $D^T_l$ in the target domain, which is analogous to the least-squares SVM (LS-SVM) [202]. Note that the experimental results in [202] show that LS-SVM is comparable with SVM using the hinge loss. We consider two regularizers to define $\Omega_D(f^T)$. In FastDAM, we use the regularizer $\Omega_A(f^T)$ in (5.7) to model $\Omega_D(f^T)$. In UniverDAM, we additionally incorporate the regularizer $\Omega_U(f^T)$ in (5.6) by treating the samples from the source domains as Universum.

### 5.3.3 Domain Adaptation Machine with Fast Prediction

With the domain-dependent regularizer $\Omega_A(f^T)$ in (5.7), we rewrite (5.8) as follows:

$$\min_{f^T} \Omega(f^T) + \frac{\lambda_D}{2} P \sum_{s=1}^{P} \gamma_s \sum_{i=n_l+1}^{n_T} (f_i^T - f_s^T)^2 + \frac{\lambda_L}{2} n_l \sum_{i=1}^{n_l} (f_i^T - y_i^T)^2. \tag{5.9}$$

#### 5.3.3.1 Non-sparse Solution

**Theorem 5.3** Assume that the target decision function is in the form of $f^T(x) = w'\phi(x)$ and the regularizer $\Omega(f^T) = \frac{1}{2}\|w\|^2$. Then, the solution $f^T$ of the optimization problem (5.9) is

$$f^T(x) = \lambda_D \sum_{s=1}^{P} \gamma_s \sum_{i=n_l+1}^{n_T} f^*(x_i^T) \hat{k}(x_i^T, x) + \sum_{i=1}^{n_l} \alpha_i^T \hat{k}(x_i^T, x), \tag{5.10}$$

where

$$\hat{k}(x_i, x_j) = k(x_i, x_j) - k'_x (I_{nu} + MK_u)^{-1} Mk_x x_j \tag{5.11}$$

is the kernel function for domain adaptation, $k(x_i, x_j) = \phi(x_i)'\phi(x_j)$ is the inner product between $\phi(x_i)$ and $\phi(x_j)$, $k_x = [k(x_{n_l+1}^T, x), \ldots, k(x_{n_T}^T, x)]'$, $K_u = [k(x_i^T, x_j^T)] \in \mathbb{R}^{n_l \times n_T}$.
\( \mathbb{R}^{n_u \times n_u} \) is the kernel matrix defined on the unlabeled data from the target domain, \( M = \lambda_D \sum_{s=1}^{P} \gamma_s I_{n_u} \), and \( \alpha^T_i \) is the coefficient for the \( i \)-th labeled samples in the target domain.

**Proof:** The proof is given in Appendix A.2.

Note that similar to [197, 199], the solution of the target decision function \( f^T \) is non-sparse. All the base classifiers \( f^s \)'s need to be used for predicting the labels of the target samples, making it inefficient for large-scale applications (e.g., video concept detection). Moreover, similar to the manifold kernel defined in [203], the kernel for domain adaptation (5.11) involves the matrix inversion of a matrix \( I_{n_u} + MK_u \), which is computationally infeasible when \( n_u \) is large.

### 5.3.3.2 Sparse Solution

As shown in [204, 205], the use of the \( \epsilon \)-insensitive loss function in Support Vector Regression (SVR) can usually lead to a sparse representation of the decision function\(^2\). To obtain the sparse solution, we therefore introduce an additional term in (5.9), which regulates the approximation quality and the sparsity of the decision function. Moreover, we also assume that the regularizer \( \Omega(f^T) = \frac{1}{2} \| w \|^2 \) for the penalty of function complexity of \( f^T \). The optimization problem (5.9) is then rewritten as:

\[
\min_{f^T, w, b} \quad \frac{1}{2} \| w \|^2 + C \sum_{i=1}^{n_T} \ell_\epsilon (w' \phi(x_i) + b - f^T_i) + \frac{\lambda_L}{2} \| f^T - y^T \|^2 \\
+ \frac{\lambda_D}{2} \sum_{s=1}^{P} \gamma_s \| f^T_u - f^s_u \|^2,
\]

(5.12)

where \( C \) is another tradeoff parameter, \( f^T = [f^T_1, \ldots, f^T_{n_T}]' \) is the vector of the target decision function on the labeled samples \( D^T_l \) from the target domain, \( y^T = [y^T_1, \ldots, y^T_{n_T}]' \) is the label vector of the labeled training samples in the target domain, and \( \ell_\epsilon(t) \) is the \( \epsilon \)-insensitive loss: \( \ell_\epsilon(z) = \begin{cases} |z| - \epsilon, & \text{if } |z| > \epsilon; \\ 0, & \text{otherwise}. \end{cases} \)

Since \( \epsilon \)-insensitive loss is non-smooth, for the samples that fall within the \( \epsilon \)-tube of the \( \epsilon \)-insensitive loss, the corresponding dual variables \( \alpha_i \)'s will be zeros, which makes the solution sparse. For more details, please refer to [204].

\(^2\)For the samples that fall within the \( \epsilon \)-tube of the \( \epsilon \)-insensitive loss, the corresponding dual variables \( \alpha_i \)'s will be zeros, which makes the solution sparse. For more details, please refer to [204].
(5.12) is usually transformed as a constrained optimization problem, that is:

\[
\min_{f_i^T, \mathbf{w}, b, \xi, \xi^*} \quad \frac{1}{2} \| \mathbf{w} \|^2 + C \sum_{i=1}^{n_T} (\xi_i + \xi_i^*) + \frac{\lambda_L}{2} \| f_i^T - y_i^T \|^2 \\
+ \frac{\lambda_D}{2} \sum_{i=1}^{P} \gamma_i \| f_u^T - f_u^* \|^2; \\
\text{s.t.} \quad \mathbf{w}^T \phi(\mathbf{x}_i^T) + b - f_i^T \leq \epsilon + \xi_i, \quad \xi_i \geq 0,
\]

\[
f_i^T - \mathbf{w}^T \phi(\mathbf{x}_i^T) - b \leq \epsilon + \xi_i^*, \quad \xi_i^* \geq 0,
\]

\[
i = 1, \ldots, n_T,
\]

where \(\xi_i\)'s and \(\xi_i^*\)'s are slack variables for the \(\epsilon\)-insensitive loss. In the experiment, we fix \(\epsilon = 0.1\) which is also the default value in LIBSVM [153].

**Detailed Derivation:** By introducing the Lagrange multipliers \(\alpha_i\)'s and \(\eta_i\)'s (resp., \(\alpha_i^*\)'s and \(\eta_i^*\)'s) for the constraints in (5.14) (resp., (5.15)), we obtain the following Lagrangian:

\[
L = \frac{1}{2} \| \mathbf{w} \|^2 + C \sum_{i=1}^{n_T} (\xi_i + \xi_i^*) + \frac{\lambda_L}{2} \| f_i^T - y_i^T \|^2 + \frac{\lambda_D}{2} \sum_{i=1}^{P} \gamma_i \| f_u^T - f_u^* \|^2
\]

\[
- \sum_{i=1}^{n_T} \alpha_i (\epsilon + \xi_i + f_i^T - \mathbf{w}^T \phi(\mathbf{x}_i^T) - b) - \sum_{i=1}^{n_T} \eta_i \xi_i
\]

\[
- \sum_{i=1}^{n_T} \alpha_i^* (\epsilon + \xi_i^* - f_i^T + \mathbf{w}^T \phi(\mathbf{x}_i^T) + b) - \sum_{i=1}^{n_T} \eta_i^* \xi_i^*.
\]

Let us represent \(f^T = [f_1^T, f_u^T]'\). Setting the derivatives of (5.16) w.r.t. the primal variables \((f^T, \mathbf{w}, b, \xi, \xi^*)\) to zeros, respectively, we have:

\[
f^T = \tilde{y} + \text{diag}\left(\left[\frac{1}{\lambda_L} \mathbf{1}_{n_T}^T, \frac{1}{p \lambda_D} \mathbf{1}_{n_u}^T\right]\right) (\alpha - \alpha^*),
\]

and \(\mathbf{w} = \Phi(\alpha^* - \alpha), \quad \mathbf{1}_{n_T}^T \alpha = \mathbf{1}_{n_T}^T \alpha^*; \quad 0_{n_T} \leq \alpha, \alpha^* \leq C \mathbf{1}_{n_T}\), where \(\tilde{y} = \left[\sum_{i=1}^{P} \tilde{\gamma}_i f_u^T\right]\), \(\tilde{\gamma}_i = \frac{\gamma_i}{\sum_{i=1}^{P} \tilde{\gamma}_i}\) is the normalized weight for the \(s\)-th base classifier, \(\alpha = [\alpha_1, \ldots, \alpha_{n_T}]'\) and \(\alpha^* = [\alpha_1^*, \ldots, \alpha_{n_T}^*]'\) are the vectors of the dual variables, and \(\Phi = [\phi(\mathbf{x}_1), \ldots, \phi(\mathbf{x}_{n_T})]\).

Substituting them back into (5.16), we arrive at the following dual formulation:

\[
\min_{\alpha, \alpha^*} \quad \frac{1}{2} (\alpha - \alpha^*)' \tilde{\mathbf{K}} (\alpha - \alpha^*) + \tilde{y}' (\alpha - \alpha^*) + \epsilon \mathbf{1}_{n_T}' (\alpha + \alpha^*),
\]

\[
s.t. \quad \mathbf{1}_{n_T}^T \alpha = \mathbf{1}_{n_T}^T \alpha^*, \quad 0_{n_T} \leq \alpha, \alpha^* \leq C \mathbf{1}_{n_T},
\]

\[
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\]
where $\tilde{K} = K + \text{diag}\left(\left[\frac{1}{\lambda L}1_{n_L}, \frac{1}{p\lambda D}1_{n_u}\right]\right)$ is a transformed kernel matrix, $K = \Phi'\Phi$ and $p = \sum_{s=1}^{P} \gamma_s$.

**Parametric Prediction:** From the Karush-Kuhn-Tucker (KKT) condition in (5.17), we can obtain the vector of the target decision values $f^T$. Moreover, the decision value of any unlabeled data $D^T_u$ in the target domain is given as: $f^T(x_i) = \sum_{s=1}^{P} \tilde{\gamma}_s f^s(x_i) + \frac{\alpha_i - \alpha^*_i}{p\lambda D}$, $\forall i = n_l + 1, \ldots, n_T$, which is similar to that of A-SVM when we set the perturbation function $\Delta f$ in A-SVM for the unlabeled instance $x_i$ as $\Delta f(x_i) = \frac{\alpha_i - \alpha^*_i}{p\lambda D}$. However, $f^T(x_i)$ also involves the ensemble outputs from the base classifiers. Alternatively, we use the parametric form of the target decision function for label prediction on any test instance $x$ by

$$f(x) = w'\phi(x) + b = \sum_{i: \alpha_i - \alpha^*_i \neq 0} (\alpha_i - \alpha^*_i)k(x_i, x) + b,$$

which is a linear combination of $k(x_i, x)$'s only without involving any base classifiers. Here, $x_i$ is the support vector from the samples in the target domain with nonzero coefficient $\alpha^*_i - \alpha_i$, and the bias $b$ can be obtained from the KKT conditions. According to the KKT conditions, if the samples have the value $|w'\phi(x_i) + b - f^T_i|$ less than $\epsilon$, then their corresponding coefficient in (5.19) becomes zero. Therefore, with the use of the $\epsilon$-insensitive loss, the computation for the prediction using the sparse representation in (5.19) can be greatly reduced when compared with that of A-SVM. We therefore refer to this sparse-solution version of DAM as FastDAM.

### 5.3.4 Domain Adaptation Machine with Universum

Since the classification hyperplane learned with only a limited number of the labeled training samples in the target domain may overfit the training data, the generalization ability of the learned FastDAM classifier may be degraded. As shown in the traditional transductive and semi-supervised learning methods [7, 193, 203, 206], unlabeled data can be employed to improve the classification performance. However, these algorithms require that the unlabeled data come from the same distribution of the labeled training data. Recently, Vapnik [26, 207] proposed to use an additional unlabeled data set called * Universum * to enhance the generalization ability of the learned classifier for the binary classification tasks (see Appendix A.4 for a introduction of Universum). In contrast to
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the traditional transductive and semi-supervised learning methods, it does not assume
that the unlabeled data \((i.e., \text{Universum})\) should come from the same distribution of the
training data. Weston et al. [201] introduced a new regularizer into the SVM framework
based on the Universum. The proposed method, referred to as \(\Omega\)-SVM, not only max-
imizes the margin between two classes, but also maximizes the number of contradictions
on the Universum. Sinz et al. [200] discovered the connection between the Universum
related algorithm in [201] and other algorithms including SVM in a projected subspace,
Fisher discriminant analysis and oriented PCA.

Recall that the learned classifier by using the labeled samples from the source and
target domains may not perform well because of the distribution mismatch [12, 17, 30,
36, 54]. As mentioned in [26, 201], Universum can be drawn from a distribution that is
different from yet close to that of the labeled training samples. In this work, we use the
samples in the source domains as the Universum because of the following two aspects:

1) the distributions of the samples from the source domain and the target domain are
different but overlap to some extent.

2) The Universum regularizer \(\Omega_u(f^T)\) in (5.6) is a data-dependent regularizer and it
can be used to control the complexity of the learned classifier.

To this end, we model \(\Omega_D(f^T)\) using two regularizers \(\Omega_A(f^T)\) and \(\Omega_u(f^T)\), namely:

\[
\Omega_D(f^T) = \frac{1}{2} \sum_{s=1}^{P} \sum_{i=n_t+1}^{n_T} \left( f^T(x_i^s) - f^*(x_i^s) \right)^2 + \frac{\theta}{2} \sum_{s=1}^{P} \sum_{i=1}^{n_s} \left( f^T(x_i^s) \right)^2 .
\] (5.20)

where \(\theta > 0\) is a tradeoff parameter.

Denote \(\lambda_{D_1} = \lambda_D\) and \(\lambda_{D_2} = \theta \lambda_D\). Substituting (5.20) back into the DAM framework
(5.8), we arrive at the following optimization problem:

\[
\min_{f^T} \quad \Omega(f^T) + \frac{\lambda_L}{2} \sum_{i=1}^{n_t} \left( f^T(x_i^T) - y_i^T \right)^2 + \frac{\lambda_{D_1}}{2} \sum_{s=1}^{P} \gamma_s \sum_{i=n_t+1}^{n_T} \left( f^T(x_i^s) - f^*(x_i^s) \right)^2 \\
+ \frac{\lambda_{D_2}}{2} \sum_{s=1}^{P} \sum_{i=1}^{n_s} \left( f^T(x_i^s) \right)^2 .
\] (5.21)
5.3.4.1 Detailed Solution

Note that the optimization problem (5.21) can be solved through the least-squares method. However, it is computationally infeasible as stated in Section 5.3.3.1. Again, we employ the \( \epsilon \)-insensitive loss to regulate the approximation quality and the sparsity of the target decision function. Let \( f^T = [f^T(x_1^T), \ldots, f(x_{n_T}^T)]' \) and \( \xi_T = [\xi_{T,1}, \ldots, \xi_{T,n_T}]' \) for the target domain; \( f_s^T = [f^T(x_1^s), \ldots, f^T(x_{n_s}^s)]' \), \( \xi_s = [\xi_{s,1}, \ldots, \xi_{s,n_s}]' \) and \( \xi_s^* = [\xi_{s,1}^*, \ldots, \xi_{s,n_s}^*]' \) for the \( s \)-th source domain. With the \( \epsilon \)-insensitive loss, we can rewrite (5.21) as a constrained optimization problem which is referred to as UniverDAM:

\[
\begin{align*}
\min_{f^T, w, h, \xi_{T,i}, \xi_{T,i}^*, \xi_{s,i}, \xi_{s,i}^*} \quad & \frac{1}{2} \| w \|^2 + C \left( \sum_{s=1}^{P} \xi_{s,i}^* (\xi_{s,i} + \xi_{s,i}^*) + \sum_{s=1}^{P} \xi_{s,i} (\xi_{s,i} + \xi_{s,i}^*) \right) + \frac{\lambda_L}{2} \| f_i^T - y_i^T \|^2 \\
+ & \frac{\lambda_D_1}{2} \sum_{s=1}^{P} \gamma_s \| f_u^T - f_u^* \|^2 + \frac{\lambda_D_2}{2} \sum_{s=1}^{P} \| f_s^T \|^2,
\end{align*}
\]

s.t.

For the target domain:

\[
\begin{align*}
& w' \phi(x_i^T) + b - f^T(x_i^T) \leq \epsilon_T + \xi_{T,i}, \quad \xi_{T,i} \geq 0, \quad i = 1, \ldots, n_T, \quad (5.23) \\
& f^T(x_i^T) - w' \phi(x_i^T) - b \leq \epsilon_T + \xi_{T,i}^*, \quad \xi_{T,i}^* \geq 0, \quad i = 1, \ldots, n_T; \quad (5.24)
\end{align*}
\]

For the \( s \)-th source domain, \( s = 1, \ldots, P \):

\[
\begin{align*}
& w' \phi(x_i^s) + b - f^T(x_i^s) \leq \epsilon_s + \xi_{s,i}, \quad \xi_{s,i} \geq 0, \quad i = 1, \ldots, n_s, \quad (5.25) \\
& f^T(x_i^s) - w' \phi(x_i^s) - b \leq \epsilon_s + \xi_{s,i}^*, \quad \xi_{s,i}^* \geq 0, \quad i = 1, \ldots, n_s. \quad (5.26)
\end{align*}
\]

We introduce the Lagrangian multipliers \( \alpha_T = [\alpha_{T,1}, \ldots, \alpha_{T,n_T}]' \) and \( \eta_T = [\eta_{T,1}, \ldots, \eta_{T,n_T}]' \) (resp., \( \alpha_T^* = [\alpha_{T,1}^*, \ldots, \alpha_{T,n_T}^*]' \) and \( \eta_T^* = [\eta_{T,1}^*, \ldots, \eta_{T,n_T}^*]' \)) for the constraints of the target domain in (5.23) (resp., (5.24)); as well as the Lagrangian multipliers \( \alpha_s = [\alpha_{s,1}, \ldots, \alpha_{s,n_s}]' \) and \( \eta_s = [\eta_{s,1}, \ldots, \eta_{s,n_s}]' \) (resp., \( \alpha_s^* = [\alpha_{s,1}^*, \ldots, \alpha_{s,n_s}^*]' \) and \( \eta_s^* = [\eta_{s,1}^*, \ldots, \eta_{s,n_s}^*]' \)) for the constraints of the \( s \)-th source domain in (5.25) (resp., (5.26)). We then derive the
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Lagrange of (5.22) as follows:

\[
L = \frac{1}{2} \|w\|^2 + C \left( 1_{n_T}(\xi_T + \xi_T^*) + \sum_{s=1}^{P} 1_{n_s}(\xi_s + \xi_s^*) \right)
+ \frac{\lambda_L}{2} \left\| f^T - y_T \right\|^2 + \frac{\lambda_D}{2} \sum_{s=1}^{P} \gamma_s \left\| f_u^T - f_u^s \right\|^2 + \frac{\lambda_P}{2} \sum_{s=1}^{P} \left\| f_s^T \right\|^2
- \alpha_T^* (\epsilon_T 1_{n_T} + \xi_T + f_T^T - \Phi_T w - b 1_{n_T}) - \eta_T^* \xi_T
- \alpha_T^* (\epsilon_T 1_{n_T} + \xi_T^* - f_T^T + \Phi_T^* w + b 1_{n_T}) - \eta_T^* \xi_T^*
- \sum_{s=1}^{P} \left( \alpha_s^* (\epsilon_s 1_{n_s} + \xi_s + f_s^T - \Phi_s w - b 1_{n_s}) + \eta_s^* \xi_s \right)
+ \alpha_s^* (\epsilon_s 1_{n_s} + \xi_s^* - f_s^T + \Phi_s w + b 1_{n_s}) + \eta_s^* \xi_s^*),
\]

(5.27)

where \( \Phi_T = [\phi(x_T^1), \ldots, \phi(x_T^{n_T})] \) and \( \Phi_s = [\phi(x_s^1), \ldots, \phi(x_s^{n_s})] \).

We further denote \( f^T = [f_1^T, f_2^T, \ldots, f_P^T], \xi = [\xi_1^T, \xi_2^T, \ldots, \xi_P^T], \xi^* = [\xi_1^T, \xi_2^T, \ldots, \xi_P^T]^T, \alpha = [\alpha_1^T, \alpha_1^T, \ldots, \alpha_P^T]^T, \alpha^* = [\alpha_1^T, \alpha_1^T, \ldots, \alpha_P^T]^T \) and \( \Phi = [\Phi_T, \Phi_1, \ldots, \Phi_P] \). By setting the derivatives of the Lagrangian (5.27) w.r.t. the primal variables \( f^T, w, b, \xi \) and \( \xi^* \) to zero, we can derive the following solutions:

\[
f^T = \hat{y} + \text{diag} \left( \left[ \frac{1}{\lambda_L} 1_{n_T}, \frac{1}{p \lambda_D} 1_{n_s}, \frac{1}{\lambda_D} 1_{\sum_{s=1}^{P} n_s} \right] \right) \left( \alpha - \alpha^* \right),
\]

(5.28)

\( w = \Phi(\alpha^* - \alpha), 1_N^T \alpha = 1_N^T \alpha^* \) and \( 0_N \leq \alpha, \alpha^* \leq C 1_N \), where \( \hat{y} = \left[ y_1^T, \sum_{s=1}^{P} \gamma_s f_u^s, 0_{\sum_{s=1}^{P} n_s} \right]^T \), \( N = n_T + \sum_{s=1}^{P} n_s \) is the total number of training samples and \( \hat{\gamma} = \frac{\gamma_s}{\sum_{s=1}^{P} \gamma_s} \) is the normalized weight for the \( s \)-th base classifier. Similarly to the derivation of FastDAM as in Section 5.3.3.2, we arrive at the final dual formulation of UniverDAM as follows:

\[
\min_{\alpha, \alpha^*} \frac{1}{2} (\alpha - \alpha^*) \hat{K}(\alpha - \alpha^*) + \hat{y}'(\alpha - \alpha^*) + \epsilon'(\alpha + \alpha^*),
\]

(5.29)

s.t. \( 1_N^T \alpha = 1_N^T \alpha^*, 0_N \leq \alpha, \alpha^* \leq C 1_N \),

where \( \hat{K} = K + \text{diag} \left( \left[ \frac{1}{\lambda_L} 1_{n_T}, \frac{1}{p \lambda_D} 1_{n_s}, \frac{1}{\lambda_D} 1_{\sum_{s=1}^{P} n_s} \right] \right) \) is a transformed kernel matrix, \( K = \Phi \Phi^T, p = \sum_{s=1}^{P} \gamma_s \) and \( \epsilon = [\epsilon_T 1_{n_T}, \epsilon_1 1_{n_1}, \ldots, \epsilon_P 1_{n_p}]' \). In the experiments, we fix all \( \epsilon_s \) and \( \epsilon_T \) as 0.1.
5.3.4.2 Parametric Prediction

The solution (5.28) to the target decision function $f^T$ is transductive. Namely, it is restricted to the training data only and it cannot be used for the prediction of newly coming test samples. To this end, similarly as in Section 5.3.3.2, we introduce a parametric form of the target decision function $f^T$ for label prediction. With the dual variables $\alpha$ and $\alpha^*$ obtained from (5.29), the target decision function $f^T$ on any test instance is formulated as follows:

$$f^T(x) = w'\phi(x) + b = \sum_{i: \alpha_i - \alpha^*_i \neq 0} (\alpha_i - \alpha^*_i)k(x_i, x) + b.$$

5.4 Discussions

We first discuss the connections between our proposed methods FastDAM and UniverDAM, and we also introduce a theorem on the degradation of UniverDAM into FastDAM. Moreover, we show the connection between our two methods and support vector regression. Finally, we discuss the differences between our DAM framework and other related work.

5.4.1 Connection between FastDAM and UniverDAM

One would observe that when $\alpha_{s,i} = \alpha^*_{s,i} = 0$, the dual optimization problem (5.29) of UniverDAM reduces to the dual optimization problem (5.18) of FastDAM. The following theorem shows that UniverDAM can be reduced to FastDAM under some conditions.

**Theorem 5.4** The optimization problem (5.22) of UniverDAM will be reduced to the optimization problem (5.13) of FastDAM, if each $\epsilon_s$ ($s = 1, \ldots, P$) satisfies the following condition:

$$\epsilon_s > \max_{i = 1, \ldots, n} |w'\phi(x_s^i) + b - f^T(x_s^i)|. \quad (5.30)$$

**Proof:** The proof is given in Appendix A.3.

Recall that Universum is initially proposed for the binary-class problem [26, 200, 201], which means that the positive samples are from one class and the negative samples are
from another class. The Universum is an additional data collection belonging to neither of the two classes, which is used as prior knowledge to help find the optimal margin and enhance the generalization ability of the learned classifier. However, it is not clear how to make use of the Universum in the multi-class setting in which the training data are from multiple classes.

5.4.2 Connection to Support Vector Regression

Under the framework of DAM, we have introduced two methods FastDAM and UniverDAM. Surprisingly, for both FastDAM and UniverDAM, the dual forms of (5.18) and (5.29) do not involve any expensive matrix operation as in [197–199] and can be reduced to a form which is quite close to the dual of \( \epsilon \)-SVR:

\[
\min_{\alpha, \alpha^*} \frac{1}{2} (\alpha - \alpha^*)' K (\alpha - \alpha^*) + y' (\alpha - \alpha^*) + \epsilon 1' (\alpha + \alpha^*),
\]

(5.31)

s.t. \( \alpha' 1 = \alpha'^* 1, \ 0 \leq \alpha, \alpha^* \leq C 1, \)

except for the kernel matrix \( K \), the regression label vector \( y \) and the parameter vector \( \epsilon 1 \).

For the ease of presentation, we take the dual (5.18) of FastDAM as an example, and note that the dual (5.29) of UniverDAM can be similarly analyzed. To transform \( \epsilon \)-SVR into FastDAM, the kernel matrix \( K \) and the regression label vector \( y \) in (5.31) are replaced by the transformed kernel matrix \( \tilde{K} \) and \( \tilde{y} \) in (5.18), respectively. In experiments, we normalize the sum of \( \gamma_s \) to 1 (i.e., \( p = 1 \)). So the transformed kernel matrix is \( K + \text{diag} \left( \left[ \frac{1}{\lambda_L^2} 1'_{n_l}, \frac{1}{\lambda_D^2} 1'_{n_u} \right] \right) \), which is similar to Automatic Relevance Determination (ARD) kernel used in Gaussian Process, where \( \lambda_L \) and \( \lambda_D \) are the parameters to control the noise of output. Moreover, the \( i \)-th item of the last \( n_u \) entries of \( \tilde{y} \) is \( \tilde{y}_i = \sum_{s=1}^{P} \tilde{\gamma}_s f^s(x_i) \), which can be explained as the virtual label generated by a weighted summation of the decision values \( f^s(x_i) \)'s from the base classifiers \( f^s \)'s on the unlabeled instance \( x_i \) in \( D^T_u \) (also see Figure 5.1). Moreover, the objective function of FastDAM in (5.12) can be solved efficiently by using state-of-the-art SVM solvers such as LIBSVM [153]. When compared with the original formulation in (5.9), the calculation of the matrix inversion in (5.11) is avoided.
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5.4.3 Discussions with Related Work

Our proposed DAM framework is different from MTL. DAM focuses on learning the target decision classifier only by leveraging the existing base classifiers, and the computational cost in learning stage is reduced, especially for FastDAM. In addition, according to the definition of our domain-dependent regularizer in (5.7), the base classifiers can be trained with different kernels and even different learning methods.

The most related work to DAM is A-SVM [30], in which the new SVM classifier is adapted from the existing source classifiers. However, DAM is different from A-SVM in the following two aspects:

1) A-SVM did not exploit the unlabeled data \( \mathcal{D}_u^T \) in the target domain. In contrast, the unlabeled samples \( \mathcal{D}_u^T \) in the target domain are employed in DAM (see the domain-dependent regularizer defined in (5.7)).

2) A-SVM employed source classifiers for the label prediction of the samples in the target domain. In contrast, the target classifier learned in DAM (see (5.19)) is in a sparse representation of the target samples only.

In Table 5.1, we summarize the comparisons between our two methods (i.e., FastDAM and UniverDAM) and other domain adaptation methods (i.e., feature replication (FR) [29], adaptive SVM (A-SVM) [30], multiple convex combination of SVM (MCC-SVM) [31] and multiple KMM (Multi-KMM) [31]) which will be evaluated in the experiments.

Finally, DAM also differs from other SSL methods. SSL methods generally assumed that the labeled and unlabeled samples come from the same domain. In contrast, DAM does not enforce such assumption.

5.5 Experiments

In the experiments, we evaluate our two methods FastDAM and UniverDAM for two multiple domain adaptation related applications: 1) video concept detection and 2) document retrieval.
Table 5.1: Summary of the comparisons between our two methods (i.e., FastDAM and UniverDAM) and other domain adaptation methods.

<table>
<thead>
<tr>
<th>Smoothness</th>
<th>Pre-learned classifiers</th>
<th>Source data</th>
<th>Target data</th>
<th>Labeled target data</th>
<th>Unlabeled target data</th>
<th>Fast adaptation</th>
<th>Fast prediction</th>
</tr>
</thead>
<tbody>
<tr>
<td>FR [29]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MCC-SVM [31]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A-SVM [30]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multi-KNN [31]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A-SVM [30]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FastDAM</td>
<td>Optional</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UniverDAM</td>
<td>Optional</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
5.5.1 Descriptions of Data Sets

We conduct experiments on three data sets which are suitable for the multiple source domain adaptation applications. We use the challenging TRECVID 2005 data set for the video concept detection task and employ two text data sets (i.e., 20 newsgroups and email spam) for document retrieval.

5.5.1.1 TRECVID 2005 Data Set

The TRECVID\(^3\) video corpus is one of the largest annotated video benchmark data sets for research purposes. The TRECVID 2005 data set contains 61,901 keyframes extracted from 108 hours of video programmes from six different broadcast channels, including three English channels (CNN, MSNBC and NBC), two Chinese channels (CCTV and NTDTV) and one Arabic channel (LBC). The total number of key-frames in each channel is listed in Table 5.2. 36 semantic concepts are chosen from the LSCOM-lite lexicon \([156]\), which cover the dominant visual concepts present in broadcast news videos including objects, locations, people, events and programs. And these concepts have been manually annotated to describe the visual content of the keyframes in TRECVID 2005 data set.

As shown in \([30]\), the data distributions of six channels are quite different, making it suitable for evaluating domain adaptation methods. In this work, three English channels and two Chinese channels are used as the source domains, and the Arabic channel is used as the target domain \(\mathcal{D}_T\). The training data set comprises of all the labeled samples from the source domains as well as the labeled samples (i.e., \(\mathcal{D}_T^l\)) from the target domain, in which 10 samples per concept are randomly chosen. The remaining samples in the target domain are used as the test data set. Moreover, from the test data set we randomly select 4,000 samples as the unlabeled training data. We only sample the samples from the target domain once due to the very high computational cost in the large TRECVID 2005 data set.

Three low-level global features Grid Color Moment (225 dim.), Gabor Texture (48 dim.) and Edge Direction Histogram (73 dim.) are used to represent the diverse content of keyframes, because of their consistent and good performance reported in

\(^3\)http://www-nlpir.nist.gov/projects/trecvid
Table 5.2: Description of the TRECVID 2005 data set.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Source domains</th>
<th>Target domain</th>
<th>#frames</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN</td>
<td>ENG</td>
<td>ENG</td>
<td>11,025</td>
</tr>
<tr>
<td>MSNBC</td>
<td>ENG</td>
<td>ENG</td>
<td>8,905</td>
</tr>
<tr>
<td>NBC</td>
<td>ENG</td>
<td>ENG</td>
<td>9,322</td>
</tr>
<tr>
<td>CCTV4</td>
<td>CHN</td>
<td>CHN</td>
<td>10,896</td>
</tr>
<tr>
<td>NTDTV</td>
<td>CHN</td>
<td>CHN</td>
<td>6,481</td>
</tr>
<tr>
<td>LBC</td>
<td>ARB</td>
<td>ARB</td>
<td>15,272</td>
</tr>
</tbody>
</table>

Table 5.3: Description of the 20 Newsgroups data set.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Source domains</th>
<th>Target domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>rec vs. sci</td>
<td>rec.autos &amp; sci.crypt</td>
<td>rec.sport.hockey &amp; sci.space</td>
</tr>
<tr>
<td>rec.motorcycles &amp; sci.electronics</td>
<td>rec.sport.baseball &amp; sci.med</td>
<td></td>
</tr>
<tr>
<td>comp vs. rec</td>
<td>comp.graphics &amp; rec.autos</td>
<td>comp.sys.ibm.pc.hardware &amp; rec.sport.hockey</td>
</tr>
<tr>
<td>comp.os.ms-windows.misc &amp; rec.medical</td>
<td>comp.sys.mac.hardware &amp; rec.sport.hockey</td>
<td></td>
</tr>
<tr>
<td>comp.sys.ibm.pc.hardware &amp; rec.medical</td>
<td>comp.sys.mac.hardware &amp; rec.sport.hockey</td>
<td></td>
</tr>
<tr>
<td>sci vs. comp</td>
<td>sci.crypt &amp; comp.graphics</td>
<td>sci.space &amp; comp.sys.mac.hardware</td>
</tr>
<tr>
<td>sci.electronics &amp; comp.os.ms-windows.misc</td>
<td>sci.med &amp; comp.sys.ibm.pc.hardware</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.4: Description of the email spam data set.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Source domains</th>
<th>Target domain</th>
<th>#emails</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emails</td>
<td>User1 (U00)</td>
<td>User2 (U01)</td>
<td>2,500</td>
</tr>
<tr>
<td>Email sets</td>
<td>User3 (U02)</td>
<td>Public set</td>
<td>4,000</td>
</tr>
</tbody>
</table>

Table 5.5: Description of the TRECVID 2005 data set.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Source domains</th>
<th>Target domain</th>
<th>#frames</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.905</td>
<td>9.322</td>
<td>11.025</td>
<td>11.025</td>
</tr>
</tbody>
</table>

Table 5.6: Description of the TRECVID 2005 data set.
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TRECVID [14,30]. Yanagawa et al. [157] have made the three types of features extracted from the TRECVID 2005 data set publicly available. The three types of features are then put together to form a 346-dimensional feature to represent each keyframe.

5.5.1.2 20 Newsgroups Data Set

The 20 Newsgroups data set\(^4\) contains 18,774 documents, which has a hierarchical structure with six main categories and 20 subcategories. We choose the samples from three main categories with at least four subcategories and generate three settings for evaluating multiple source domain adaptation algorithms. For each setting, we consider one main category as the positive class and use another one as the negative class, and employ all the labeled samples from two subcategories (i.e., one is from the positive class and the other one is from the negative class) to construct one domain. In the experiments, we have three source domains and one target domain (see Table 5.3 for the detailed settings). The training data set comprises of all the labeled samples from the source domains as well as the labeled samples from the target domain, in which \(m\) positive and \(m\) negative samples are randomly chosen. The remaining samples in the target domain are used as the unlabeled training data and the test data. In the experiments, we set \(m\) as 0, 2, 4, 6, 10, 15 and 20. We repeat the experiments for ten times with different randomly sampled samples from the target domain and report the means and the standard deviations. The word-frequency feature is used to represent each document.

5.5.1.3 Email Spam Data Set

Email spam data set\(^5\) contains a set of 4,000 publicly available labeled emails as well as three email sets (each has 2,500 emails) annotated by three different users. Therefore, the data distributions of the three user-annotated email sets and the publicly available email set differ from each other. For each of the four data sets, one half of the emails are non-spam (labeled as 1) and the other half of them are spam (labeled as -1). In our experiments, we consider the three user-annotated sets as three source domains, and employ the publicly available email set as the target domain (see Table 5.4 for more

\(^{4}\)http://people.csail.mit.edu/jrennie/20Newsgroups
\(^{5}\)http://www.ecmlpkdd2006.org/challenge.html
details). The training data set comprises of all the labeled samples from the source domains as well as the labeled samples from the target domain, in which 10 positive and 10 negative samples are randomly chosen. The remaining samples in the target domain are used as the unlabeled training data and the test data. We repeat the experiments ten times with different randomly sampled samples from the target domain and report the means and the standard deviations. Again, we use the word-frequency feature to represent each document.

5.5.2 Experimental Setup

For performance evaluation, we use non-interpolated Average Precision (AP) [158], which has been used as the official performance metric in TRECVID since 2001. It corresponds to the multi-point average precision value of a precision-recall curve, and incorporates the effect of recall when AP is computed over the entire classification results.

Any base classifiers can be readily used in our DAM framework. In the experiments, we test our methods using two types of base classifiers because of their general good performances (see Tables 5.5, 5.6 and 5.7): 1) the standard SVM classifier learned by using the labeled samples from one source domain, which is the same as the source classifier in A-SVM [30]; 2) the feature replication (FR) classifier trained with the labeled samples from one source domain and the target domain. On the TRECVID 2005 and email spam data sets, we use FR classifiers as base classifiers in FastDAM and UniverDAM. And on the 20 Newsgroups data set, we use SVM classifiers learned from source domains as base classifiers.

Recall that FastDAM and UniverDAM both make use of the virtual labels $\tilde{y}$ (i.e., the weighted decision values from the base classifiers) of the unlabeled samples from the target domain (see Section 5.4.2 for more details). However, the unlabeled samples from the target domain may bring ambiguity in the learning of the target classifier if their virtual labels are close to zeros. To alleviate such side effect of the ambiguity as well as accelerate the learning process, we discard the unlabeled samples from the target domain with the virtual labels ranging from $-0.3$ to 0.3 and only employ the remaining unlabeled samples. In the experiment, we empirically fix the thresholds as $-0.3$ and 0.3. We will investigate how to automatically determine the threshold in the future.
5.5.2.1 Detailed Setup for Video Concept Detection

We compare our method FastDAM with the baseline SVM and other four domain adaptation methods: multiple convex combination of SVM (MCC-SVM) [31], feature replication (FR) [29], adaptive SVM (A-SVM) [30] and multiple KMM (Multi-KMM) [31]. We do not test UniverDAM for the video concept detection task because the samples from each source domain come from multiple classes which violates the basic assumption on Universum stated in Section 5.4.1. It is also worth mentioning that UniverDAM can achieve comparable results to those of FastDAM, because FastDAM is a special case of UniverDAM (see Section 5.4.1 for the details about the connection between FastDAM and UniverDAM).

In this work, we focus on the multiple source domain setting. For the baseline SVM algorithm, we report the results for two cases: 1) in SVM\(_T\), we only use the training samples from the target domain (i.e., \(D^T_l\)) for SVM learning; 2) in SVM\(_S\), we equally fuse\(^6\) the decision values of five base classifiers independently trained with the labeled samples from five source domains. MCC-SVM, FR, A-SVM and Multi-KMM can cope with the training samples from multiple source domains. For MCC-SVM, similarly as in [31], we equally fuse the decision values of six SVM classifiers independently trained with the labeled samples from the target domain and five source domains. And similarly for FR, we also equally fuse the decision values of five base classifiers with each classifier learned using the labeled samples from one source domain and the target domain.

Considering we only have a limited number of labeled training samples from the target domain (i.e., 10 per class) for Multi-KMM [31], we shift the samples from each source domain towards the mean of the target samples without considering the class label information. We also empirically set the parameter \(\alpha\) in Multi-KMM as 1. The Multi-KMM classifier is finally learned by using the shifted samples from the source domains and the labeled data from the target domain. Considering that Multi-KMM and FastDAM can take advantage of both labeled and unlabeled data, we use semi-supervised setting in this work. In practice, 4,000 test samples from the target domain are randomly sampled as

\(^6\)For each of the \(P\) source domains, we train one SVM by using the corresponding labeled samples in the source domain. Then, for each test instance \(x\), the decision values from the \(P\) SVM classifiers are converted into the probability values by using the sigmoid function (i.e., \(g(t) = \frac{1}{1+\exp(-t)}\)) as suggested in [208]. Finally, we average the \(P\) probability values as the final prediction of the test instance \(x\).
\( \mathcal{D}^T_u \) for Multi-KMM and FastDAM, which are used as unlabeled data during the learning process.

For all methods, we train one-versus-others SVM classifiers with the fixed tradeoff parameter \( C = 1 \). For FastDAM, we fix the tradeoff parameters \( \lambda_L = \lambda_D = 100 \). Gaussian kernel \( (i.e., k(x_i, x_j) = \exp(-\gamma \|x_i - x_j\|^2)) \) is used as the default kernel in SVM_T, SVM_S, MCC-SVM, FR, Multi-KMM and FastDAM, where \( \gamma \) is set to \( \frac{1}{d} = 0.0029 \) (\( d = 346 \) is the feature dimension). For A-SVM, we train 50 source classifiers by independently using five sources and ten kernel parameters for Gaussian kernel, which are set as \( 1.2^\delta \gamma \), where \( \delta \in \{-0.5, 0, 0.5, \ldots, 4\} \). We also report two results for FastDAM: 1) in FastDAM_50, we exploit 50 base classifiers independently learned by using the labeled training data from each source domain and the target domain with the Gaussian kernel and the same ten kernel parameters; 2) in FastDAM_200, we additionally employ another three types of kernels: Laplacian kernel \( (i.e., k(x_i, x_j) = \exp(-\sqrt{\gamma} \|x_i - x_j\|)) \), inverse square distance kernel \( (i.e., k(x_i, x_j) = \frac{1}{\gamma \|x_i - x_j\|^2 + 1}) \) and inverse distance kernel \( (i.e., k(x_i, x_j) = \frac{1}{\sqrt{\gamma} \|x_i - x_j\| + 1}) \). Then, for FastDAM, there are in total 200 base classifiers from five sources, four types of kernels and ten kernel parameters.

In A-SVM and FastDAM, we also need to determine the weight \( \gamma_s \) for the \( s \)-th base classifier. For fair comparison, we set

\[
\gamma_s = e^{-\beta \text{DIST}_k^2(D^s, D^T)},
\]

where \( \beta \geq 0 \) is the bandwidth parameter to control the spread of \( \text{DIST}_k(D^s, D^T) \) and \( \text{DIST}_k(D^s, D^T) \) is the Maximum Mean Discrepancy (MMD) [37] for measuring the data distributions between the \( s \)-th the source domain and the target domain. MMD is a nonparametric distance metric for comparing data distributions in the RKHS, namely, \( \text{DIST}_k(D^s, D^T) = \left\| \frac{1}{n_s} \sum_{i=1}^{n_s} \phi(x_i^s) - \frac{1}{n_T} \sum_{i=1}^{n_T} \phi(x_i^T) \right\|^2_{\mathcal{H}} \). MMD is an effective nonparametric criterion to compare two data distributions based on the distance between the means of the samples from two domains in the Reproducing Kernel Hilbert Space (RKHS). It also captures the higher order statistics of the data (e.g., the higher order moments of probability distribution) by transforming the samples into a higher dimensional or even infinite dimensional space. As shown in [37], the data distributions of the two domains become matched, if MMD is close to zero. In this work, we adopt MMD owning to its effectiveness and simplicity [17, 36, 37]. In the experiment, we further normalize the sum of the weights \( \gamma_s \)'s as 1 and empirically set \( \beta = 100 \).
5.5.2.2 Detailed Setup for Document Retrieval

The 20 Newsgroups data set and the email spam data set are used for document retrieval. For this application, we compare our two methods FastDAM and UniverDAM with the baseline SVMs (i.e., SVM$_T$, SVM$_S$), FR, MCC-SVM and Multi-KMM. And the settings for these methods are the same as in 5.5.2.1.

In our methods, linear kernel (i.e., $k(x_i, x_j) = x'_i x'_j$) and polynomial kernel (i.e., $k(x_i, x_j) = (x'_i x'_j + 1)^a$) are considered as the base kernels to train the base classifiers, where $a = 1.1, 1.2, \ldots, 1.5$ for both data sets. And the linear kernel is used as the default kernel because of its good performance on text data sets. Therefore, we have in total 18 base classifiers from 3 sources and 6 base kernels. In the default setting, the tradeoff parameter $C$ is set as 1 for all methods, and we set $\lambda_L = \lambda_D = 1$ for FastDAM and $\lambda_L = \lambda_{D1} = \lambda_{D2} = 1$ for UniverDAM on both data sets. As the same as in the video concept detection task, we use (5.32) to determine the weight $\gamma_s$ for the $s$-th base classifier, and we further normalize the sum of the weights $\gamma_s$’s as 1. We empirically set $\beta$ as 10000 for the three settings of the 20 Newsgroups data set and $\beta$ as 100 for the email spam data set. In Section 5.5.4, we take the 20 Newsgroups data set as an example to analyze the performance variations of different methods with respect to all these parameters $C, \lambda_L, \lambda_D, \lambda_{D1}, \lambda_{D2}$ and $\beta$.

5.5.3 Performance Comparisons

We compare our proposed methods with other baseline methods on the TRECVID 2005, 20 Newsgroups and email spam data sets. We also analyze the parameters used in different methods by using the 20 Newsgroups data set.

5.5.3.1 Results of Video Concept Detection

For each concept in the TRECVID 2005 data set, we count the frequency (referred to as positive frequency) of positive samples in the target domain (i.e., LBC_ARB). According to the positive frequency, we partition all the 36 concepts into three groups (i.e., Group.High, Group.Med and Group.Low), with 12 concepts for each group in Figure 5.2.

The concepts in Group.High, Group.Med and Group.Low are with high, moderate and low positive frequencies, respectively. The Mean Average Precisions (MAPs) over all
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Figure 5.2: Per-concept APs of all the 36 concepts using different methods. The concepts are divided into three groups according to the positive frequency.
Table 5.5: MAPs (%) of all the methods over 36 concepts on the TRECVID 2005 data set.

<table>
<thead>
<tr>
<th></th>
<th>SVM_T</th>
<th>SVM_S</th>
<th>MCC-SVM</th>
<th>FR</th>
<th>Multi-KMM</th>
<th>A-SVM</th>
<th>FastDAM_50</th>
<th>FastDAM_200</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAP</td>
<td>25.5</td>
<td>26.4</td>
<td>30.4</td>
<td>26.7</td>
<td>28.1</td>
<td>32.2</td>
<td>32.6</td>
<td></td>
</tr>
</tbody>
</table>

36 concepts on the TRECVID 2005 data set is given in Table 5.5. From Table 5.5, we observe that the domain adaptation methods MCC-SVM, FR, Multi-KMM and A-SVM outperform SVM_T and SVM_S, which demonstrates that the samples from source domains and target domain can be used to improve generalization performance in the target domain. MCC-SVM and A-SVM achieve similar performance in terms of MAP over 36 concepts. Multi-KMM is worse than MCC-SVM, FR and A-SVM, possibly because it is difficult to estimate the means to be shifted with many source domains.

In our initial conference version of this work [54], we have shown that our FastDAM_50 and FastDAM_200 using the source classifiers (i.e., the SVM_S classifiers) can respectively improve the performance from 26.4% (SVM_S) to 29.8% and 30.9% and the prediction of FastDAM is also much faster than other domain adaptation methods because of the sparse solution. In Table 5.5, we report the results of FastDAM using the FR classifiers as the base classifiers. The MAPs of FastDAM_50 and FastDAM_200 using the better base classifiers are further improved to 32.2% and 32.6%, which are better than SVM_T, SVM_S and other domain adaptation methods. When compared with FR (resp. A-SVM), the relative MAP improvements of FastDAM_50 and FastDAM_200 are 5.9% and 7.2% (resp., 14.6% and 16.0%), respectively. These results clearly demonstrate that FastDAM can learn a robust target classifier for domain adaptation by leveraging a set of pre-learned base classifiers.

We additionally report the results of SVM_S, MCC-SVM and FR in the single-source domain setting in which all the samples from five source domains are considered as one source domain. The MAPs of SVM_S, MCC-SVM and FR in the single source domain setting are 23.4%, 28.4% and 28.7%, respectively, and they are worse than the results from the multiple source domain setting reported in Table 5.5.

5.5.3.2 Results of Document Retrieval

Table 5.6 shows the means and standard deviations of APs of all the methods on the 20 Newsgroups data set. When the number of positive and negative training samples
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#### Table 5.6: Means and Standard Deviations (%) of APs of all the methods with

<table>
<thead>
<tr>
<th>Method</th>
<th>Mean (%)</th>
<th>SD (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>UniverDAM</td>
<td>98.95 ± 0.4</td>
<td>9.35 ± 0.3</td>
</tr>
<tr>
<td>MCC-SVM</td>
<td>97.59 ± 0.1</td>
<td>9.43 ± 0.4</td>
</tr>
<tr>
<td>FastDAM</td>
<td>96.83 ± 0.2</td>
<td>9.57 ± 0.3</td>
</tr>
<tr>
<td>N-GC-SVM</td>
<td>95.26 ± 0.3</td>
<td>9.68 ± 0.4</td>
</tr>
<tr>
<td>SVM</td>
<td>92.76 ± 0.3</td>
<td>9.72 ± 0.4</td>
</tr>
<tr>
<td>SVAT</td>
<td>91.99 ± 0.3</td>
<td>9.86 ± 0.4</td>
</tr>
<tr>
<td>SVM+</td>
<td>91.23 ± 0.3</td>
<td>9.91 ± 0.4</td>
</tr>
<tr>
<td>SVM-</td>
<td>89.45 ± 0.1</td>
<td>9.95 ± 0.4</td>
</tr>
<tr>
<td>SVM±</td>
<td>87.66 ± 0.1</td>
<td>9.99 ± 0.4</td>
</tr>
<tr>
<td>SVM++</td>
<td>85.87 ± 0.1</td>
<td>9.99 ± 0.5</td>
</tr>
</tbody>
</table>

than the others, judged by the t-test with a significance level at 0.01.

---
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from the target domain increases, the performances of most methods improve in terms of the means of APs. We observe that SVM_S achieves good results by only using the labeled samples from the source domains, possibly because some source domains are highly relevant to the target domain. This conjecture is also supported by measuring the distances between the source domains and the target domain with the MMD criterion. We therefore use the SVM_S classifiers as the base classifiers in our FastDAM and UniverDAM. Multi-KMM is generally better than SVM_S, MCC_SVM and FR, which demonstrates that Multi-KMM can successfully shift the means of source domains towards the target domain on this data set. Our method FastDAM outperforms other algorithms in most cases except that it performs slightly worse than Multi-KMM in three cases when setting \( m = 10, 15 \) and 20 (see setting (a) in Table 5.6) and in some cases FastDAM only performs slightly better than Multi-KMM and FR when setting \( m = 10, 15 \) and 20 (see settings (b) and (c) in Table 5.6). The explanation is that the existing domain adaptation algorithms like Multi-KMM and FR can achieve good performances when there are a sufficient number of labeled target samples. UniverDAM achieves the best results in all the cases in terms of the means of APs, which demonstrates the effectiveness of our DAM framework. Moreover, UniverDAM is also significantly better than other methods judged by the t-test with a significance level at 0.01. It demonstrates that the data-dependent regularizer for the Universum suggested in [200, 201] is suitable for this binary-class document retrieval problem in which the samples from the source domains can be effectively used as the Universum for domain adaptation. Since the SVM_S classifiers are used as the base classifiers in FastDAM and UniverDAM, our methods can successfully handle the extreme case that there are no labeled samples in the target domain. In such an extreme case, we do not consider the loss of the labeled training data from the target domain in our DAM framework. However, other cross domain learning methods like MCC-SVM and FR cannot cope with such an extreme case.

Table 5.7 lists the results of all the methods on the email spam data set. Since the performance of FR is much better than that of SVM_S, we use the FR classifiers as the base classifiers in FastDAM and UniverDAM on this data set. In terms of the means of APs, our two methods outperforms the other methods and UniverDAM achieves the best result, which demonstrate the effectiveness of our methods again. Moreover, UniverDAM
Table 5.7: Means and Standard Deviations (%) of APs of all the methods with 10 positive and 10 negative training samples from the target domain on the email spam data set. The results shown in boldface are significantly better than the others, judged by the t-test with a significance level at 0.01.

<table>
<thead>
<tr>
<th>Method</th>
<th>Training</th>
<th>Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>14.8 ± 2.14</td>
<td>73.96 ± 1.99</td>
</tr>
<tr>
<td>SVM T</td>
<td>13.3 ± 1.87</td>
<td>72.89 ± 2.75</td>
</tr>
<tr>
<td>SVM S</td>
<td>12.6 ± 1.90</td>
<td>69.13 ± 3.68</td>
</tr>
<tr>
<td>MCC-SVM</td>
<td>12.6 ± 1.90</td>
<td>69.13 ± 3.68</td>
</tr>
<tr>
<td>FR</td>
<td>12.6 ± 1.90</td>
<td>69.13 ± 3.68</td>
</tr>
<tr>
<td>Multi-KNN</td>
<td>12.6 ± 1.90</td>
<td>69.13 ± 3.68</td>
</tr>
<tr>
<td>FastDAM</td>
<td>12.6 ± 1.90</td>
<td>69.13 ± 3.68</td>
</tr>
<tr>
<td>UniverDAM</td>
<td>12.6 ± 1.90</td>
<td>69.13 ± 3.68</td>
</tr>
</tbody>
</table>

Table 5.8: Average training and testing time (second) over ten rounds of experiments for all methods on the first setting (i.e., rec vs. sci) of the 20 Newsgroups data set. Note that the training time of both FastDAM and UniverDAM consists of two parts (i.e., the calculation of the virtual labels and the training of the classifier).

<table>
<thead>
<tr>
<th>Method</th>
<th>Training</th>
<th>Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>0.04 ± 0.04</td>
<td>1.10 ± 0.04</td>
</tr>
<tr>
<td>SVM T</td>
<td>0.56 ± 0.56</td>
<td>1.25 ± 0.25</td>
</tr>
<tr>
<td>SVM S</td>
<td>0.56 ± 0.56</td>
<td>1.25 ± 0.25</td>
</tr>
<tr>
<td>MCC-SVM</td>
<td>0.56 ± 0.56</td>
<td>1.25 ± 0.25</td>
</tr>
<tr>
<td>FR</td>
<td>0.56 ± 0.56</td>
<td>1.25 ± 0.25</td>
</tr>
<tr>
<td>Multi-KNN</td>
<td>0.56 ± 0.56</td>
<td>1.25 ± 0.25</td>
</tr>
<tr>
<td>FastDAM</td>
<td>133.41 ± 8.87</td>
<td>284.26 ± 2.25</td>
</tr>
<tr>
<td>UniverDAM</td>
<td>133.41 ± 8.87</td>
<td>284.26 ± 2.25</td>
</tr>
<tr>
<td>SVM S+KNN</td>
<td>133.41 ± 8.87</td>
<td>284.26 ± 2.25</td>
</tr>
<tr>
<td>MCC-SVM+KNN</td>
<td>133.41 ± 8.87</td>
<td>284.26 ± 2.25</td>
</tr>
<tr>
<td>FR+KNN</td>
<td>133.41 ± 8.87</td>
<td>284.26 ± 2.25</td>
</tr>
<tr>
<td>Multi-KNN+KNN</td>
<td>133.41 ± 8.87</td>
<td>284.26 ± 2.25</td>
</tr>
<tr>
<td>FastDAM+KNN</td>
<td>133.41 ± 8.87</td>
<td>284.26 ± 2.25</td>
</tr>
<tr>
<td>UniverDAM+KNN</td>
<td>133.41 ± 8.87</td>
<td>284.26 ± 2.25</td>
</tr>
<tr>
<td>SVM S+KNN+KNN</td>
<td>133.41 ± 8.87</td>
<td>284.26 ± 2.25</td>
</tr>
<tr>
<td>MCC-SVM+KNN+KNN</td>
<td>133.41 ± 8.87</td>
<td>284.26 ± 2.25</td>
</tr>
<tr>
<td>FR+KNN+KNN</td>
<td>133.41 ± 8.87</td>
<td>284.26 ± 2.25</td>
</tr>
<tr>
<td>Multi-KNN+KNN</td>
<td>133.41 ± 8.87</td>
<td>284.26 ± 2.25</td>
</tr>
<tr>
<td>FastDAM+KNN+KNN</td>
<td>133.41 ± 8.87</td>
<td>284.26 ± 2.25</td>
</tr>
<tr>
<td>UniverDAM+KNN</td>
<td>133.41 ± 8.87</td>
<td>284.26 ± 2.25</td>
</tr>
<tr>
<td>SVM S+KNN+KNN</td>
<td>133.41 ± 8.87</td>
<td>284.26 ± 2.25</td>
</tr>
<tr>
<td>MCC-SVM+KNN+KNN</td>
<td>133.41 ± 8.87</td>
<td>284.26 ± 2.25</td>
</tr>
<tr>
<td>FR+KNN+KNN</td>
<td>133.41 ± 8.87</td>
<td>284.26 ± 2.25</td>
</tr>
<tr>
<td>Multi-KNN+KNN</td>
<td>133.41 ± 8.87</td>
<td>284.26 ± 2.25</td>
</tr>
<tr>
<td>FastDAM+KNN+KNN</td>
<td>133.41 ± 8.87</td>
<td>284.26 ± 2.25</td>
</tr>
<tr>
<td>UniverDAM+KNN</td>
<td>133.41 ± 8.87</td>
<td>284.26 ± 2.25</td>
</tr>
</tbody>
</table>
is also significantly better than other methods judged by the t-test with a significance level at 0.01.

Moreover, we take the first setting (i.e., rec vs. sci) of the 20 Newsgroups data set as an example to compare the average training and test time of all the methods. All methods are performed on an IBM workstation (2.13GHz CPU with 16Gbyte RAM), and we set $m = 20$ for all methods. The performances of all the methods are shown in Table 5.8. Note that for our methods FastDAM and UniverDAM, we need to obtain the virtual labels of the unlabeled training samples in advance. We assume that the base classifiers (i.e., SVM_S) can be learned in an offline fashion. The calculation of the virtual labels takes 133.41 seconds on average. Because of the sparse solution, the prediction of FastDAM is much faster than the other methods except SVM_T which only uses 20 positive and 20 negative training samples. While a large number of unlabeled training data from the source domain are used as Universum, the testing time of UniverDAM is comparable with other methods (i.e., SVM_S, MCC-SVM, FR and Multi-KMM).

5.5.4 Parameter Analysis for Different Methods

In this subsection, we evaluate the performance variations with respect to the tradeoff parameter $C$ used in all methods, the parameters $\lambda_L, \lambda_D$, and $\beta$ used in FastDAM and the parameters $\lambda_L, \lambda_{D1}, \lambda_{D2}$, and $\beta$ used in UniverDAM by using the 20 Newsgroups data set in which 20 positive and 20 negative labeled samples from the target domain are used for training. In the default setting, we set the tradeoff parameter $C = 1$ for all methods,
Figure 5.4: Means and Standard Deviations (%) of APs of FastDAM and UniverDAM on the 20 Newsgroups data set with different tradeoff parameters $\lambda_D = \lambda_{D_1} = \lambda_{D_2} = 0.01, 0.1, 1, 10, 100$ and 1000.

$\lambda_L = \lambda_D = \lambda_{D_1} = \lambda_{D_2} = 1$ and $\beta = 10000$ for both FastDAM and UniverDAM. When evaluating the performance variations with respect to one parameter, we fix the other parameters as their default values.

5.5.4.1 Performance Variations w.r.t. the Regularization Parameter $C$

We compare all methods on the three settings of the 20 Newsgroups data set by using different $C$ in Figure 5.3, where $C$ is set as 0.01, 0.1, 1, 10 and 100. We observe that the performances of most methods tend to saturate when $C$ becomes large. Our method FastDAM is generally better than other methods, and UniverDAM consistently achieves the best performances by using different $C$. Moreover, the large improvement of UniverDAM over the other methods clearly demonstrates the successful utilization of the source domain data as the Universum. We have similar observations when using different numbers of training samples from the target domain.

5.5.4.2 Performance Variations w.r.t. the Tradeoff Parameters $\lambda_L, \lambda_D, \lambda_{D_1}$ and $\lambda_{D_2}$

We conduct two sets of experiments to study the tradeoff parameters $\lambda_L, \lambda_D, \lambda_{D_1}$ and $\lambda_{D_2}$. First, we evaluate the effectiveness of transferring source information. Specifically, we set $\lambda_D = \lambda_{D_1} = \lambda_{D_2}$ for our methods FastDAM and UniverDAM as 0.1, 1, 10, 100 and 1000. Other parameters are set as default values. The performance variations with respect to different $\lambda_D$ are shown in Figure 5.4. When setting $\lambda_D \leq 1$, it can be observed
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Figure 5.5: Means and Standard Deviations (%) of APs of FastDAM and UniverDAM on the 20 Newsgroups data set with different tradeoff parameter $\lambda = 0.1, 1, 10, 100$ and $1000$.

from Figure 5.4 that the performances of both FastDAM and UniverDAM increase when $\lambda_D$ increases, which demonstrates that it is beneficial to utilize the unlabeled data for domain adaptation. We also observe that their performances become stable when setting $\lambda_D \geq 10$.

Second, we evaluate the performance variations with respect to all the tradeoff parameters. To avoid too many combinations of the parameters and make our discussion clearer, we fix $\lambda_L = \lambda_D = \lambda_{D_1} = \lambda_{D_2} = \lambda$. We report the results of FastDAM and UniverDAM by using different tradeoff parameter $\lambda$ in Figure 5.5, where $\lambda$ is set as $0.1, 1, 10, 100$ and $1000$. From Figure 5.5, we observe that the performances of both FastDAM and UniverDAM do not change much when $\lambda \geq 1$, and UniverDAM achieves the best performance when setting $\lambda = 1$.

5.5.4.3 Performance Variations w.r.t. the Bandwidth Parameter $\beta$

Recall that $\beta$ is the bandwidth parameter for defining $\gamma_s$ (see 5.32), and we normalize the sum of $\gamma_s$'s to 1. In Figure 5.6 we show the performances of FastDAM and UniverDAM by using different $\beta$, where $\beta$ is set as $0, 0.01, 1, 100$ and $10000$. When setting $\beta = 0$, we have equal weights for all source domains (i.e., $\gamma_s = \frac{1}{P}$, $\forall s = 1, \ldots, P$). From Figure 5.6, we observe that both FastDAM and UniverDAM using $\beta = 10000$ achieve better performances when compared with $\beta = 0$, which demonstrates it is beneficial to adopt the MMD criterion to measure the distribution mismatch between each source domain and the target domain. We also observe that UniverDAM achieves much better performances.
Figure 5.6: Means and Standard Deviations (%) of APs of FastDAM and UniverDAM on the 20 Newsgroups data set with different bandwidth parameter $\beta = 0, 0.01, 1, 100$ and 10000 in (5.32).

than FastDAM, which again demonstrates the effectiveness of the Universum constructed by using the source domain data for document retrieval.

### 5.6 Summary

We have proposed a new framework, referred to as Domain Adaptation Machine (DAM), for multiple source domain adaptation. It learns a robust target classifier for predicting labels of the test samples from the target domain by leveraging a set of pre-learned base classifiers. Any classifier such as the standard SVM classifier learned with the labeled samples from the source domains or the FR classifier [29] learned with the labeled samples from the source domains and the target domain can be readily used as the base classifier in our framework. With the base classifiers, we introduce a new domain-dependent regularizer based on smoothness assumption, which enforces that the target classifier shares similar decision values with the relevant base classifiers on the unlabeled samples from the target domain. This newly proposed regularizer can be readily combined with many kernel methods such as SVM, SVR, least-squares SVM, and so on for domain adaptation. Under this framework, we also developed two methods, referred to as FastDAM and UniverDAM. In FastDAM, we incorporate the proposed domain-dependent regularizer into least-squares SVM (LS-SVM) as well as employ a sparsity regularizer based on the $\epsilon$-insensitive loss to enforce the sparsity on the target classifier. In FastDAM, the label prediction of test samples is very fast, making it suitable for large scale applications.
(e.g., video concept detection) with a large amount of test samples. In order to further enhance the generalization ability of the target classifier, in UniverDAM we additionally introduce another regularizer suggested in [200, 201] into the objective function of FastDAM by treating the samples from the source domains as the Universum. We also show that the final formulations of FastDAM and UniverDAM share a similar form to that of $\epsilon$-SVR, which can be readily solved by using the state-of-the-art solvers such as LIB-SVM [153]. Comprehensive experiments on the video concept detection and document retrieval tasks clearly demonstrate the effectiveness of our two methods.

In the experiments, we adopt the simple but effective nonparametric criterion Maximum Mean Discrepancy (MMD) [37] to define the weight $\gamma_s$ in (5.32) which measures the distribution relevance between the $s$-th source domain and the target domain. In the future, we will investigate other criteria in order to better measure the distribution mismatch between the source and target domains.
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Conclusion and Future Work

Our work is based on the common assumption in transfer learning that there are a limited or even no labeled training samples in the target domain while one can access to data from a single or multiple outer sources whose data distributions are different from that of the target domain. The goal of our work is to learn robust classifiers for the prediction of newly coming samples in the target domain. In this thesis, we propose two frameworks and one method to handle transfer learning problems existing in real-world applications which are related to visual recognition and text categorization. In this chapter, we conclude the contributions of our proposed frameworks and methods and discuss future research topics of transfer learning.

6.1 Conclusion

We conclude this thesis by summarizing the contributions of our proposed frameworks and methods as follows:

- We propose a new cross-domain kernel learning framework, referred to as Domain Transfer Multiple Kernel Learning (DTMKL), to cope with the considerable change between feature distributions of different domains. Many existing kernel methods including Support Vector Machine (SVM), Support Vector Regression (SVR), Kernel Regularized Least-Squares (KRLS) and so on, can be readily incorporated into this framework to tackle transfer learning problems. The DTMKL framework simultaneously learns a kernel function and a robust classifier by minimizing both
the structural risk functional and the distribution mismatch between the labeled and unlabeled samples from the source and target domains. Based on Multiple Kernel Learning (MKL), we assume that the kernel function is a linear combination of a set of base kernel functions in DTMKL. Moreover, we develop a reduced gradient descent procedure to efficiently and effectively learn the linear combination coefficients of multiple base kernels as well as the target classifier. Under the DTMKL framework, we also develop two novel methods:

- By using the labeled training samples from both the source domain and the target domain, we propose DTMKL\_AT by employing the structural risk functional of Support Vector Machine (SVM) together with the hinge loss function in DTMKL.

- Motivated by the utilization of pre-learned classifiers in A-SVM [30], we propose another method called DTMKL\_f in which a new regularizer is developed to enforce that the decision values from the target classifier and the pre-learned classifiers are similar on the unlabeled target samples.

Comprehensive experiments on three transfer learning data sets (i.e., TRECVID, 20 Newsgroups and email spam data sets) demonstrate that DTMKL based methods outperform existing transfer learning and multiple kernel learning methods. We also experimentally analyze the regularization parameters and the performance variations by using different number of labeled target samples for different transfer learning methods, as well as show the convergence of the objective values of DTMKL\_AT.

- We propose a visual event recognition framework for consumer videos by leveraging a large amount of loosely labeled web videos (e.g., from YouTube). Observing that consumer videos contain large intra-class variations within the same type of events, we first propose a new aligned space-time pyramid matching method called Aligned Space-Time Pyramid Matching (ASTPM) to measure the distances between two video clips. In contrast to the fixed volume-to-volume matching in [166], the space-time volumes of two videos across different space-time locations may be
matched by using our proposed ASTPM method, making it better at coping with
the large intra-class variations within the same type of events. Second, we propose
a new transfer learning method, referred to as Adaptive Multiple Kernel Learning
(A-MKL), in order to 1) fuse the information from multiple pyramid levels and
features (i.e., space-time features and static SIFT features) and 2) cope with the
considerable variation in feature distributions between videos from two domains
(i.e., web video domain and consumer video domain). For each pyramid level and
each type of local features, we first train a set of SVM classifiers based on the
combined training set from two domains by using multiple base kernels from dif-
ferent kernel types and parameters, which are fused with equal weights to obtain
a pre-learned average classifier. In A-MKL, we learn an adapted target classifier
for each event class based on multiple base kernels and the pre-learned average
classifiers from this event class or all the event classes by minimizing both the
structural risk functional and mismatch between data distributions of two domain-
s. Similar to DTMKL, we employ a reduced gradient descent procedure to solve
the optimization problem in A-MKL. Extensive experiments demonstrate the ef-
ectiveness of our proposed framework that requires only a small number of labeled
consumer videos by leveraging web data. We also conduct in-depth investigation
on various aspects of the proposed A-MKL such as the analysis on the combination
coefficients on the pre-learned classifiers, the convergence of the learning algorithm,
and the performance variation by using different proportions of labeled consumer
videos. Moreover, we show that A-MKL using the pre-learned classifiers from all
the event classes leads to better performance when compared with A-MKL using
the pre-learned classifiers only from each individual event class.

- We propose a new framework called Domain Adaptation Machine (DAM) for the
multiple source domain adaption problem. Under this framework, we learn a robust
target classifier for label prediction of samples from the target domain by leveraging
a set of base classifiers which are pre-learned classifiers using the labeled samples
either from the source domains or from the source domains and the target domain.
Any classifiers such as the standard SVM classifier can be readily used as the base
classifiers in our framework. Motivated by manifold regularization [192] and the
graph based multi-task learning [197–199], with the base classifiers we propose a new domain-dependent regularizer based on smoothness assumption, which enforces that the target classifier shares similar decision values with the base classifiers on the unlabeled samples from the target domain. This newly proposed regularizer can be readily incorporated into many kernel methods (e.g., SVM, SVR, least-squares SVM and so on), and consequently extend these algorithms to the corresponding domain adaptation methods. To the best of our knowledge, the smoothness assumption encoded in the domain-dependent regularizer is the first to be introduced into domain adaptation. We also develop two new domain adaptation methods referred to as FastDAM and UniverDAM:

- In FastDAM, we introduce our proposed domain-dependent regularizer into least-squares SVM. We also employ a sparsity regularizer based on the $\epsilon$-insensitive loss to enforce the sparsity of the target classifier with the support vectors only from the target domain such that the label prediction on any test sample is very fast in FastDAM.

- UniverDAM is motivated by the recent work [200, 201] which indicated the samples belonging to neither the positive class nor the negative class can be used as an additional data collection called Universum [26] to improve the generalization ability of SVM for the binary classification task. We additionally make use of the samples from the source domains as Universum to further enhance the generalization ability of the target classifier. Specifically, we introduce our newly proposed data-dependent regularizer and the Universum regularizer into least-squares SVM for UniverDAM.

We evaluate our two DAM-based methods on the challenging TRECVID 2005 data set for the large-scale video concept detection task as well as on the 20 Newsgroups and email spam data sets for document retrieval. For video concept detection, the experimental results demonstrate that our proposed FastDAM significantly outperforms other domain adaptation methods. Moreover, with the utilization of the sparsity regularizer, the prediction of FastDAM is much faster than other domain adaptation methods, making it suitable for the large scale video concept
detection task. For document retrieval, the comprehensive experiments on the two data sets also demonstrate the effectiveness of FastDAM and UniverDAM. UniverDAM achieves the best document retrieval performances on both data sets because of the successful utilization of Universum (i.e., the samples from multiple source domains). We also analyze in depth the parameters for different methods by showing the performance variations on the 20 Newsgroups data set.

### 6.2 Future Work

In this section, we discuss the following research topics of transfer learning which deserve future attempts.

#### 6.2.1 Avoiding Negative Transfer

In transfer learning, it is commonly assumed that there are only limited or even no labeled training samples in the target domain. And one can make use of the data from outer source(s) to help learning in the target domain. If the relationship between the source and target domains is strong (e.g., the data distributions of the source and target domains overlap with each other to some extent), the performance in the target domain can be significantly improved through such positive transfer. Otherwise, the performance may decrease, where negative transfer occurs [196]. To avoid such negative transfer, one has to investigate how to select part of all the source data which can strongly relate to the samples in the target domain and thus produce more positive transfer. For this sake, either choosing source samples or choosing entire single source(s) can be considered in future investigation. In other words, we have to recognize and reject harmful source samples which may result in negative transfer for the target domain. By measuring the relatedness between the source and target domains, Rosenstein et al. [196] designed a hierarchical naive Bayes method to avoid negative transfer. Such relationship has also been analyzed in some Multi-Task Learning (MTL) methods [209–211], which also provides us guidance of rejecting irrelevant source tasks for the avoidance of negative transfer. More recently, Xiang et al. [212] proposed to embed all classes into a latent Euclidean space using a graph representation for transfer learning such that one no longer
needs to select task-specific source data. Inspired by Transductive SVM (T-SVM) [193], Bruzzone and Marconcini [13] proposed Domain Adaptation Support Vector Machine (DASVM) by learning the target classifier step by step. At each step, DASVM labels the unlabeled training samples from the target domain and simultaneously removes some source labeled samples that are unlikely to help learn a target classifier. One may also learn an importance weight for each source sample by employing techniques from sample selection bias [46–48] or covariate shift [43, 45]. Then we are able to select source samples by setting an acceptable threshold of the importance.

During these two decades, how to avoid negative transfer is still an open issue and also one of the fundamental questions in transfer learning, which deserves our efforts and will definitely attract more and more attention in the future.

6.2.2 Speed-Up in the Large-Scale Setting

In today’s heavily networked world, thousands of millions of data in various formats (e.g., texts, images, videos, etc.) are available on the Internet. When people are dealing with the task at hand, a natural and effective way is to ask for the help from the Internet data. It is very likely that the data people have are different from the data from the Internet in terms of the feature distribution of data. In the computer vision community, several methods have been proposed to learn robust target classifiers by leveraging the web data from online sources (e.g., Amazon, Flickr, photoSIG, YouTube, image/video search engines powered by Google, Microsoft and Yahoo!, and so on) [15–17, 22, 39, 213]. However, the number of the source samples used in most of these methods is in a relatively small scale (i.e., less than ten thousand source samples) except for the work [15] in which more than one million web images downloaded from photoSIG are used to help learn a robust classifier to index and retrieval the consumer photos. Specifically, Liu et al. first employed the efficient decision stumps [214] to obtain a source classifier trained by using the web images. And then a transfer learning algorithm, which can be considered as a regularized-regression version of FastDAM [54] by using a linear kernel, is further proposed to achieve the real-time retrieval performance. Our proposed method FastDAM in Chapter 5 also enjoys fast prediction. Moreover, non-linear kernels, which are known to be usually more effective than a linear kernel for computer vision tasks, can be readily
employed in FastDAM. In addition, FastDAM can benefit from the knowledge transferred from multiple source domains, which is intuitively more effective than those transfer learning methods [15–17, 22, 39, 213] that can only handle a single source domain case. We will seek for more efficient learning algorithms (such as decision stumps [214]) and incorporate them in our proposed FastDAM method to further speed up both the training and testing phrases. More than that, we will also investigate the feasibility of introducing modern Hashing techniques (such as Locality Sensitive Hashing (LSH) [215] and Spectral Hashing [216]) into transfer learning when dealing with a very large number of data.

### 6.2.3 Transfer Learning in Computer Vision Applications

Although transfer learning has been studied for years in some fields (such as natural language processing [18, 23, 29, 86], sentiment classification [19], document classification [20, 21] and WiFi localization [24, 217]), it is still at a very early stage in the computer vision community. Vision researchers are now working on a couple of transfer learning problems such as the reduction of the distribution mismatch between data distributions of two domains [17, 36], the adaptation of cross-category knowledge to a new category domain [77], the attribute-based knowledge transfer by mining semantic relatedness [111, 114, 218], and the adaption between two domains with totally different feature spaces [16, 39].

For knowledge sharing\footnote{In the knowledge sharing setting, it is assumed that training data are available for all classes. Knowledge can be shared among all classes, and thus it is expected to achieve better classification performance than the one-vs-all setting (i.e., one classifier is learned based on the positive and negative training samples only from this class).} based on attributes, Rohrbach et al. [218] revealed that the current attribute-based methods [111, 114] do not outperform the simple one-vs-all SVM classifier in a large-scale setting, which is against the original expectation that the knowledge shared among different classes may benefit classification. One possible reason is that the graphical models proposed in [111, 114] do not possess the discriminative power as much as a standard SVM does. Therefore, to improve the classification performance, we need to focus more on discriminative models and also find ways to incorporate the shared knowledge into them.
Another interesting direction related to computer vision applications using web data is introduced in [39], in which the feature representation of the source data (i.e., web images) is entirely different from that of the target data (i.e., consumer images). Kulis et al. [39] proposed to explore the relationship between the two entire different feature spaces by learning a distance metric. However, the question why to represent consumer images by using SIFT features [183] and web images by using SURF features [219] has not been answered by the authors in [39]. Moreover, the method proposed in [39] only focuses on the learning of the common space shared by the two types of features. In such a case, we argue that the domain-specific knowledge, on the contrary to the common knowledge shared by two domains, should also be of equal importance. Therefore, finding a meaningful application using web data (i.e., the reason for using a specific type of features to represent data from one domain makes sense) and utilizing the domain-specific knowledge are possible ways to continue this research direction.

\footnote{In the literature, this type of transfer learning problems is called Translated Learning, firstly addressed by Dai et al. [38]. In [38], the user preferences are translated between the text and image domains for image classification.}
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Appendix A

Appendix

A.1 Derivation of the dual problem of $J(d)$ in DTMKL-$f$ in (3.15)

The primal form of DTMKL-$f$ in (3.15) can be written as:

$$\min_{d \in D} \frac{1}{2} d'pp'd + \theta J(d),$$

where

$$J(d) = \min_{\xi_i, f_{l,m}^T, f_{u,m}^T} \frac{1}{2} \sum_{m=1}^{M} d_m \|w_m\|^2 + C \sum_{i=1}^{n+n_u} (\xi_i + \xi_i^*)$$

$$+ \frac{\lambda}{2} \left( \sum_{m=1}^{M} \|f_{l,m}^T - y\|^2 + \lambda \sum_{m=1}^{M} \|f_{u,m}^T - f_{u,m}^B\|^2 \right),$$

s.t.

$$\sum_{m=1}^{M} d_m w_m^T \phi_m(x_i) + b - \sum_{m=1}^{M} d_m f_{l,m}^T \leq \epsilon + \xi_i, \xi_i \geq 0,$$

$$\sum_{m=1}^{M} d_m f_{l,m}^T - \sum_{m=1}^{M} d_m w_m^T \phi_m(x_i) - b \leq \epsilon + \xi_i^*, \xi_i^* \geq 0. \quad (A.1)$$

The Lagrangian of (A.1) can be obtained by introducing the Lagrangian multipliers $\alpha_i$, $\beta_i$, $\alpha_i^*$, and $\beta_i^*$ for each constraint in (A.1). Denote $f_{l,m}^T = [f_{l,m}^T, f_{u,m}^T]^T$, $\alpha = [\alpha_1, \ldots, \alpha_{n+n_u}]$, $\beta = [\beta_1, \ldots, \beta_{n+n_u}]$, $\alpha^* = [\alpha_1^*, \ldots, \alpha_{n+n_u}^*]$ and $\beta^* = [\beta_1^*, \ldots, \beta_{n+n_u}^*]$. Setting the derivatives of the Lagrangian with respect to the primal variables $(w_m, b, f_{l,m}^T, \xi_i)$
and \( \xi_i^* \) to zeros, we have
\[
\begin{align*}
\mathbf{w}_m &= -\Phi_m(\alpha - \alpha^*), \\
\mathbf{f}_{T,m} &= \left[ \mathbf{I}_n \frac{1}{\lambda} \mathbf{1}_{n_u} \right] d_m(\alpha - \alpha^*) + \left[ \mathbf{y} \mathbf{f}_{u,m} \right],
\end{align*}
\]
and \( \tilde{\alpha}' \mathbf{1}_{n+n_u} = \alpha^* \mathbf{1}_{n+n_u} \), \( \alpha_i + \beta_i = C \) and \( \alpha^*_i + \beta^*_i = C \), where \( \Phi_m = [\phi_m(x_1), \ldots, \phi_m(x_{n+n_u})] \).

Substituting the above back into the Lagrangian, we can arrive at the dual of (A.1) as follows:
\[
J(d) = \max_{(\alpha, \alpha^*) \in A} -\frac{1}{2} (\alpha - \alpha^*)' \tilde{K} (\alpha - \alpha^*) - \tilde{y}' (\alpha - \alpha^*) - \epsilon_{n+n_u} (\alpha + \alpha^*),
\]
where \( A = \{ (\alpha, \alpha^*) | \alpha' \mathbf{1}_{n+n_u} = \alpha^* \mathbf{1}_{n+n_u}, 0_{n+n_u} \leq \alpha, \alpha^* \leq C \mathbf{1}_{n+n_u} \} \) is the feasible set of the dual variables \( \alpha \) and \( \alpha^* \), \( \tilde{K} = \sum_{m=1}^{M} d_m \tilde{K}_m = \sum_{m=1}^{M} d_m \mathbf{K}_m + \frac{1}{\lambda} \sum_{m=1}^{M} d_m^2 \left[ \mathbf{I}_n \frac{1}{\lambda} \mathbf{1}_{n_u} \right] \)
and \( \tilde{y} = \sum_{m=1}^{M} d_m \tilde{y}_m = \left[ \sum_{m=1}^{M} d_m \mathbf{f}_{B,m} \right] \).

### A.2 Proof of Theorem 5.3

**Proof:** Analogous to LS-SVM [202], let us define \( \xi_i = f_i^T - y_i^T \). Assuming \( \Omega(f^T) = \frac{1}{2} \| \mathbf{w} \|^2, f^T(x) = \mathbf{w}' \phi(x) \), we can rewrite (5.9) as follows:
\[
\begin{align*}
\min_{\mathbf{w}, \xi} & \quad \frac{1}{2} \| \mathbf{w} \|^2 + \frac{\lambda_D}{2} \sum_{s=1}^{P} \gamma_s \| \Phi_u \mathbf{w} - \mathbf{f}_u^s \|^2 + \frac{\lambda_L}{2} \sum_{i=1}^{n_i} \xi_i^2, \\
\text{s.t.} & \quad \xi_i = \mathbf{w}' \phi(x_i) - y_i^T, \quad i = 1, \ldots, n_i,
\end{align*}
\]
where \( \Phi_u = [\phi(x_{m+1}^T), \ldots, \phi(x_{n+T}^T)] \).

The Lagrangian of (A.2) can be obtained as follows by introducing the dual variable \( \alpha_i \) for each constraint in (A.3):
\[
L = \frac{1}{2} \| \mathbf{w} \|^2 + \frac{\lambda_D}{2} \sum_{s=1}^{P} \gamma_s \| \Phi_u \mathbf{w} - \mathbf{f}_u^s \|^2 + \frac{\lambda_L}{2} \sum_{i=1}^{n_i} \xi_i^2 + \sum_{i=1}^{n_i} \alpha_i (\xi_i - \mathbf{w}' \phi(x_i) + y_i^T).
\]

By taking derivatives of the Lagrangian (A.4) with respect to \( \mathbf{w}, \xi_i \) and setting them zero, respectively, we have:
\[
\begin{align*}
\xi_i &= -\frac{\alpha_i}{\lambda_L} \quad \text{and} \quad \mathbf{w} = \left( \mathbf{I}_F + \frac{\lambda_D}{2} \sum_{s=1}^{P} \gamma_s \Phi_u \Phi_u' \right)^{-1} \left( \lambda_D \Phi_u \sum_{s=1}^{P} \gamma_s f_u^s + \Phi_i \alpha_i \right),
\end{align*}
\]
where $\Phi_l = [\phi(x^T_1), \ldots, \phi(x^T_n)]$, $\alpha_l = [\alpha_1, \ldots, \alpha_n]'$ and $F$ is the dimension of $\phi(x)$ in the nonlinear feature space. With the Woodbury identity \[220\]: \[(A-B)^{-1} = A^{-1} - A^{-1}B(I + CA^{-1}B)^{-1}CA^{-1},\] (A.5) can be rewritten as:

$$w = (I_F - \Phi_u(I_{n_u} + MK_u)^{-1}M\Phi_u')\left(\lambda_D\Phi_u\sum_{s=1}^{P}\gamma_pf^s_u + \Phi_l\alpha_l\right), \quad (A.6)$$

where $M = \lambda_D\sum_{s=1}^{P}\gamma_sI_{n_u}$ and $K_u = \Phi_u'\Phi_u = [k(x^T_i, x^T_j)]_{n_u \times n_u}$.

Similarly as in \[202\], the dual variable $\alpha_l$ can be obtained by solving the dual of (A.2). With the dual variable $\alpha_l$ and $w$ in (A.6), we finally arrive at the target decision function $f^T$ as follows:

$$f^T(x) = w'\phi(x) = \lambda_D\sum_{s=1}^{P}\gamma_s\sum_{i=n_t+1}^{n_u}f^s(x^T_i)\tilde{k}(x^T_i, x) + \sum_{i=1}^{n_t}\alpha^T_i\tilde{k}(x^T_i, x),$$

where $\tilde{k}(x_i, x_j) = k(x_i, x_j) - k'_{x_i}(I_{n_u} + MK_u)^{-1}Mk_{x_j}$ and $k_{x} = [k(x^T_{n_t+1}, x), \ldots, k(x^T_{n_s}, x)]'$.

### A.3 Proof of Theorem 5.4

**Proof:** The KKT conditions of the proposed formulation of UniverDAM for the $s$-th source domain are stated as follows:

$$\xi_{s,i}, \xi^*_{s,i} \geq 0 \quad (A.7)$$

$$\alpha_{s,i} (\epsilon_s + \xi_{s,i} - w'\phi(x^*_s) - b + f^T(x^*_s)) = 0 \quad (A.8)$$

$$\alpha^*_{s,i} (\epsilon_s + \xi^*_{s,i} + w'\phi(x^*_s) + b - f^T(x^*_s)) = 0 \quad (A.9)$$

Assuming $\epsilon_s > \max_{i=1,\ldots, n_s} |w'\phi(x^*_i) + b - f^T(x^*_i)|$, we have $\epsilon_s > w'\phi(x^*_s) + b - f^T(x^*_s)$ and $\epsilon_s > -w'\phi(x^*_s) + b + f^T(x^*_s)$. With the KKT conditions in (A.7), (A.8) and (A.9), it is easy to verify $\alpha_{s,i}, \alpha^*_{s,i} = 0$ for every training instance from the source domains.

Therefore, if the inequality $\epsilon_s > \max_{i=1,\ldots, n_s} |w'\phi(x^*_i) + b - f^T(x^*_i)|$ holds for each source domain, the optimization problem (5.22) (resp. the dual form (5.29)) of UniverDAM can be degraded into the optimization problem (5.13) (resp. the dual form (5.18)), namely, UniverDAM reduces to FastDAM.
A.4 Transductive Inference with the Universum

The general setting of transductive inference is as follows: Given a set of \( l \) training data \( \{(x_i, y_i)|_{i=1}^l\} \), where \( y_i \in \{-1, 1\} \) is the label of \( x_i \), and a set of \( u \) test data \( x_{i+l}^{|l+u|} \), the goal is to find the classification of the test data, which classifies the test data with the smallest errors.

As suggested in [26, 207], one can find such a classification for the test data based on the Structural Risk Minimization (SRM) principle. Specifically, prior to the given working set (i.e., the training set \( \{(x_i, y_i)|_{i=1}^l\} \) and the test set \( \{x_{i+l}|_{i=l+1}^{|l+u|}\} \)), one can construct the structure on the finite number of equivalence classes\(^1\) \( F_1, \ldots, F_N \) that are the result of factorization of the given set of functions over the given \( l + u \) data vectors. Such a structure is defined as follows:

\[
S_1^* \subset \cdots \subset S_K^* \subset S^* = \{F_1, \ldots, F_N\},
\]

where \( S_k^* \) contains \( N_k \) equivalence classes of functions from \( f(x, \alpha), \alpha \in \Lambda \). One then chooses the appropriate \( S_k^* \) by minimizing the upper bound on the test error of a classification model. As shown in [26], finding such a subset \( S_k^* \) is equivalent to maximizing the number of contradictions on a new collection of unlabeled data \( \{x_{i}^{|u|}_{i=1}\} \) that belong to neither of the two classes or even come from a different data distribution. This additional data collection is called as Universum. Universum is considered as prior knowledge to about a relationship between the working set and a set of possible problems, and it thus help find the optimal margin and enhance the generalization ability of the learned classifier. Taking digit classification for example, the strokes of different hand-written digits can help for classifying a certain digit of interest.

The number of contradictions on the Universum is defined as the number of the Universum data points \( x_i^* \) each of which contradicts the equivalence class \( F_r \) if in \( F_r \) there are functions that classify this vector as belonging to the first category as well as functions that classify \( x_i^* \) as belonging to the second category (i.e., there exist two functions \( f(x_i^*, \alpha_1) \) and \( f(x_i^*, \alpha_2) \) in \( F_r \) such that \( f(x_i^*, \alpha_1) < 0 \) and \( f(x_i^*, \alpha_2) > 0 \)) [26, 166].

---

\(^1\)A subset of functions that classify data vectors in the same way (e.g., for binary classification, the classification results of data vectors are all 1 or -1, obtained by using the functions from the same equivalent class) belong to the same equivalence class.
Based on this definition, one wishes to penalize the output of the Universum data as close to zero as possible, as it has a higher chance for the Universum data to contradict equivalence classes. Therefore, the Universum regularizer \( \Omega_U(f) = \sum_{i=1}^{n} |f(x_i^*)|^2 \) was introduced for this purpose, and it has been successfully incorporated in the structural risk functional of SVM [26,201,207].

In Chapter 5, we adopt the Universum regularizer for multiple source domain adaptation (see Chapter 5). Specifically, in our proposed method UniverDAM (see Section 5.3.4), we treat the available source data as the Universum in order to further enhance the generalization ability of the target classifier.
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