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Abstract

Chemometric modeling for multivariate calibration of spectroscopy is a crucial technique to ensure product quality and process performance at low cost in many industries. This technique provides fast, noninvasive and nondestructive analysis of sample/process by predicting analyte properties from measured spectra. Traditional multivariate calibration methods, such as principal component regression (PCR) and partial least squares (PLS), are only reliable when the relationship between analyte properties and spectra is linear. In practice, external disturbances, such as light scattering and baseline noise, will introduce non-linearity into spectral data, deteriorating the prediction accuracy of PCR and PLS. In this thesis, several chemometric strategies will be investigated to address this challenge, including pre-processing and non-linear calibration techniques. Pre-processing methods of the first (D1) and second derivatives (D2), standard normal variate (SNV), extended multiplicative signal correction (EMSC), and extended inverted signal correction (EISC), are proposed to remove the impact of disturbances first, so that the linear calibration method of PCR or PLS can be applied. In addition, a unique linear calibration strategy of optical path length estimation and correction (OPLEC), which involving the building of two linear calibration models, is also investigated. Non-linear calibration techniques aim to model the non-linearity directly, including the methods of artificial neural network (ANN), least squares support vector machine
Through comparison of different linear and non-linear calibration techniques, it is found non-linear calibration techniques give more accurate prediction performance than linear methods in most cases. However, non-linear calibration models are not robust enough and small changes in training data or model parameters may result in significant changes in prediction. Therefore, the strategies of bagging/subagging are investigated to improve the prediction robustness of non-linear calibration models.

Furthermore, when using spectroscopic data to predict the analyte property, not all of the variables have contribution to the calibration model. Therefore, selecting the useful variables is effective to improve the prediction performance of calibration models. Two penalized regression algorithms with variable selection using LASSO (least absolute shrinkage and selection operator), penalized linear regression (PLR) and penalized Gaussian process regression (PGPR), are investigated to solve the variable selection problem. Finally, chemometric calibration techniques are applied for solving practical problems which involve predicting the length distribution of single walled carbon nanotubes (SWCNTs) through ultraviolet-visible near-infrared (UV-vis-NIR) spectroscopy and designing a soft sensor to monitor an industrial anaerobic wastewater treatment process.
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Chapter 1 Introduction

1.1 Chemometric spectroscopic multivariate calibration

Continuous improvement of process performance and product quality at minimal cost is of paramount value to the process industry [1]. To achieve this objective, it is crucial to infer the values of key process variables (analyte properties) which are related to process performance and product quality [2]. A useful way to predict these properties of interest is through chemometric analysis of directly measured process variables, such as pressure, flow, temperature and infrared, Raman, or mass spectroscopy [3]. The relationship between analyte properties and measurements can be described by a mathematical conversion formula (the prediction equation). The choice of the mathematical formula and determination of the parameters in the formula form the task of “calibration”. Recently, spectroscopy in combination with calibration models has attracted increasing attention for process monitoring in pharmaceutical, petrochemical and food sectors [4-6].

Calibration has two branches: univariate and multivariate calibration. A univariate calibration model utilizes a single measurement at a chosen wavelength to determine the analyte property. Typically the wavelength corresponding to a peak maximum of

---

1 Throughout this thesis, the term, analyte property, is adopted to refer to the variables (e.g. concentration) predicted from direct measurements (e.g. spectral absorbance).
spectra is selected \[7\]. However, univariate calibration is applicable when only the analyte of interest contributes to measured spectra \[3\]. If other substances also influence measured signals, the prediction will be biased since the significant peaks of these substances could overlap with each other \[8\]. Yet in practice it is difficult to fulfill the condition that only the analyte of interest contributes to measured spectra, unless samples are purified and stabilized prior to analysis. In contrast, multivariate calibration utilizes all measurements, and thus it is applicable even if other analytes affect the measurements of the target analyte. Therefore, multivariate calibration is superior to univariate models as a result of noise reduction and interference removal \[7\].

\[Figure \ 1.1\] (a) Homogeneous sample (e.g. liquid mixture), absorption only. (b) Turbid sample with a high concentration of scatters: absorption and multiple scattering; adapted from \[9\].
In spectroscopic multivariate calibration, spectra measured at hundreds of wavelengths are capable of capturing the chemical/physical properties of samples being analyzed [10]. According to Beer-Lambert’s law, when light passes through a homogeneous liquid mixture, as shown in Figure 1.1(a), the relationship between spectra and concentration (a typical analyte property to be predicted from spectroscopy) can be described as [9]

\[ A(\lambda) = -\ln(T_c) = l \sum_{k=1}^{K} \sigma_{a,k}(\lambda)c_k \]  

(1.1)

where \(A\) is the absorbance, \(T_c\) is the transmission, \(\sigma_{a,k}\) is the absorption cross section of the \(k^{th}\) constituent, \(c_k\) is the concentration, \(\lambda\) is the wavelength of light, and \(l\) is the path length travelled by photons. According to Eq. (1.1), concentration depends linearly on spectra since the absorption cross section \(\sigma_{a,k}\) and path length \(l\) are constant in homogeneous liquids. Therefore, linear calibration models can be developed to predict concentration from measured spectra. Principal component regression (PCR) [11] and partial least squares (PLS) [12, 13] are traditional linear multivariate calibration techniques used for building prediction models.

1.2 Multivariate calibration techniques in the presence of external disturbances

In practice, non-linear variations can be induced to spectra especially in the presence of external disturbances, making linear multivariate calibration techniques
giving inferior prediction performance. External disturbances include light scattering effect [14], temperature and pressure variation [15, 16], instrumental variation of background noise and baseline drift [17, 18]. Light scattering effect is one of the major sources of non-linearity, and will be mainly considered in this thesis.

Light scattering results from sample-to-sample variation in the optical path length, and this variation is typically caused by the differences in particle size, shape, distribution and concentration. Light scattering plays a significant role when spectroscopic instruments are applied to analyze heterogeneous samples, such as suspension and powder [14, 19]. When light passes through a heterogeneous sample as shown in Figure 1.1(b), Beer-Lambert’s law needs to be modified as [9]

$$A(\lambda) = -\ln(T_c) = l \sum_{k=1}^{K} \sigma_{ext,k}(\lambda)c_k$$

(1.2)

where $\sigma_{ext,k} = \sigma_{a,k} + \sigma_{s,k}$ is the extinction cross section and $\sigma_{s,k}$ is the scattering cross section, which is a highly non-linear function of particle size and shape. In this case, the average path length travelled by photons and extinction cross section vary, and non-linear variations are induced between the concentration and spectra. The main source of variation in absorption is the path length of photons.

Several strategies have been proposed to account for light scattering effect to enhance calibration modeling. One possibility is to improve spectrometers by using advanced hardware configuration based on the principle of light propagation [20]. Alternatively, light scattering effect can be corrected or compensated using chemometric (software) techniques [21]. In principle, combining the hardware and
software strategies is expected to give better results than the use of either strategies [22]. Hardware solutions appear to be desired since they are based on fundamental physical principles. However, they may not be compatible with spectroscopic instruments currently used in practice, and thus significantly extra cost is incurred. Therefore, in this thesis, the focus is on chemometric methods to deal with light scattering effect for calibration modeling, which is more cost-effective for existing instruments.

Several chemometric approaches have been proposed in literatures to handle light scattering effect in spectra. One approach is the use of pre-processing methods to remove non-linear variations within spectral data prior to applying PLS, such as the first (D1) and second derivatives (D2) [17, 23], standard normal variate (SNV) [24], extended multiplicative signal correction (EMSC) [21], extended inverted signal correction (EISC) [25]. In addition, a special linear calibration strategy of optical path length estimation and correction (OPLEC) [26], which involving the building of two linear calibration models, is also devised to deal with light scattering. The second approach is to directly model non-linearity in spectral data, using non-linear techniques such as artificial neural network (ANN) [27-29], least squares support vector machine (LS-SVM) [30, 31], and Gaussian process regression (GPR) [10]. The third approach is to select variables (wavelengths) that are insensitive to light scattering, and only the selected variables are employed in the calibration model while others are removed [32, 33].
Although non-linear calibration models (ANN, GPR, LS-SVM) are capable of modeling the non-linearity directly, their predictive performances are not robust in the sense that small changes in data or model parameters can result in significant changes in model predictions. Thus, an effective way to improve the predictive accuracy and robustness of non-linear calibration methods simultaneously is required. Bagging ("bootstrap aggregating") [34, 35] and its alternative of subagging ("sub-sample aggregating") [36] have been demonstrated to work especially well for non-robust models, and will be studied for non-linear calibration methods in this thesis.

Usually the dimension of spectroscopic data is very high (about several hundred). However, not all of the variables contribute to multivariable calibration model. Some variables could be significantly useful while others may be nonsense or even detrimental. Therefore, selecting the dominant variables is helpful to improve the prediction performance of calibration models. However, traditional variable selection techniques, such as uninformative variable elimination (UVE) [37], are computationally expensive, and cannot deal with regression parameter estimation at the same time. Accordingly, two penalized regression algorithms with variable selection using LASSO (least absolute shrinkage and selection operator), penalized linear regression (PLR) [38] and penalized Gaussian process regression (PGPR) [39], will be investigated.
1.3 Significance of spectroscopic multivariate calibration

Usually, analyte properties of interest are directly measured by reference analytical methods (e.g. high performance liquid chromatography (HPLC) and acid-base titration), which are slow, expensive and off-line. However, spectroscopic techniques, such as NIR and Raman, possess the following advantages: (1) they are nondestructive and noninvasive; (2) special sample preparation is not required; (3) the analysis is fast and a large number of measurements can be obtained in a short period of time; and (4) they can be used for in-line and on-line process monitoring. However, spectra only give indirect, non-specific information about analyte properties. By multivariate calibration, it is possible to convert the relatively rapid, precise, but non-specific spectra into the information of analyte properties. Therefore, the significance of spectroscopy combined with multivariate calibration becomes indisputable.

Spectroscopic multivariate calibration is especially useful when analyte properties are difficult to be measured directly or should be determined by laborious off-line analytical methods. Furthermore, since many variables are measured in multivariate calibration, scientific understanding about samples can be obtained and accurate detection of analyte properties is provided. Consequently, spectroscopy combined with multivariate calibration has become more and more important in pharmaceutical, petrochemical and food industries to predict analyte properties to ensure product
quality and process performance [33, 40].

Spectroscopy combined with multivariate calibration can be applied to infer analyte properties (e.g. concentration) rapidly and accurately [40]. For example, in pharmaceutical industry, instead of the expensive, slow and complicated HPLC, spectroscopic multivariate calibration can be used to measure the content of active pharmaceutical ingredient (API) in drug to determine whether product quality satisfies the specification.

On-line process monitoring and quality control are significant in industries, since monitoring process through off-line measurements does not give real-time information and may be destructive to the product. For example, drying is an essential unit operation in pharmaceutical and other chemical industries, where the determination of drying end point is crucial since both over-drying and inadequate drying are detrimental to the product quality. Therefore, it is important to monitor moisture (or other solvent) content to find the optimal drying end point. However, the measurement by reference analytical method is off-line, and requires sampling of the wet cake, which may result in contamination to the product. In addition, time delay in off-line analysis will lead to over-drying. Consequently, the rapid and noninvasive on-line measurement of spectroscopic multivariate calibration is highly desirable [41]. This technique can also be applied to the monitoring of other processes, such as crystallization [42, 43] and polymerization [44, 45].
1.4 Contributions of this thesis

The primary focus of this thesis is to explore different chemometric techniques of pre-processing, non-linear calibration to handle the non-linearity of spectral data induced by external disturbances such as light scattering and baseline noise. Through these techniques, the prediction accuracy of calibration models is expected to be improved. In addition, model robustness of non-linear calibration techniques is improved through bagging/subagging so that non-linear calibration models are less sensitive to small changes in data and/or model parameters. Furthermore, penalized regression algorithms of PLR and PGPR are studied, in which variable selection is solved when estimating model parameters. Finally, chemometric multivariate calibration techniques are applied to predict the distribution of single walled carbon nanotubes (SWCNTs) through ultraviolet-visible near-infrared (UV-vis-NIR) spectroscopy to validate their effectiveness. Since multivariate calibration cannot only relate spectroscopic data to analyte properties, but also account for the relationship between measured process variables (such as pressure, flow, and temperature) and analyte properties. Therefore, an interesting complement of the application of multivariate calibration is introduced in appendix A to design a soft sensor to monitor an industrial anaerobic wastewater treatment process through measured process variables.
Chapter 2 Literature Review and Research Methodology

The objective of this thesis is to study different chemometric multivariate calibration techniques to predict the analyte property through spectroscopic data. Therefore, these calibration techniques are explained in detail in this chapter.

Traditional multivariate calibration models rely on multiple linear regression (MLR). Therefore, the theory of MLR is elucidated first. Let the matrix $\mathbf{X}$ with dimensions $I \times J$ be spectral measurements in which the element $x_{ij}$ denotes the recorded spectra of the $i^{th}$ ($i = 1, \ldots, I$) sample at the $j^{th}$ ($j = 1, \ldots, J$) wavelength (variable), and $\mathbf{x}_i = [x_{i1}, x_{i2}, \ldots, x_{ij}]$. Likewise, let $\mathbf{y}$ with dimensions $I \times 1$ represent the vector of the response analyte property in which the element $y_i$ corresponds to the $i^{th}$ sample. A linear calibration model can be developed as

$$\mathbf{y} = \mathbf{X}\mathbf{\beta} + \mathbf{e}$$

(2.1)

where $\mathbf{\beta}$ is a $J \times 1$ vector of regression coefficients and $\mathbf{e}$ denotes the residuals. The coefficient vector can be estimated by “least squares” method as

$$\mathbf{\beta} = (\mathbf{X}'\mathbf{X})^{-1}\mathbf{X}'\mathbf{y}$$

(2.2)

Unfortunately, in the practice of multivariate calibration, MLR often fails for two reasons. First, the number of wavelengths $J$ is usually larger than the number of samples $I$. Second, two or more variables in $\mathbf{X}$ are highly correlated, resulting in the colinearity problem [46]. In either case, $(\mathbf{X}'\mathbf{X})^{-1}$ is ill-conditioned and it is hard or
inconvenient to apply Eq. (2.2) to obtain the regression coefficients $\beta$. Principal component regression (PCR) [11] and partial least squares (PLS) [12, 13] are usual solutions to this ill-conditioned problem. Both PCR and PLS have been proposed to reduce the number of wavelengths by projecting the matrix $X$ onto a lower dimensional score matrix $T$ ($I \times H$), where $H \leq J$ and $T$ still carries relevant information about $X$.

The regulation method, e.g. Ridge regression (RR), is also a typical approach to deal with ill-conditioned data. In RR, a constant is added to the “ridge” of the covariance matrix to form the pseudoinverse, and the regression coefficients can be defined as

$$\beta = (X'X + \alpha I)^{-1}X'y$$  \hspace{1cm} (2.3)

where $\alpha$ is ridge constant, $0 < \alpha < 1$, and $I$ is the identity matrix. The optimum value of $\alpha$ can be determined through cross-validation. However, RR is often used when it is concerned with the values of the regression coefficients themselves, rather than in prediction. Since this thesis mainly investigates the predictive models, RR is not interpreted in detail. Next, the theories of traditional multivariate calibration methods, PCR and PLS, are explained.

**Principal Component Regression**

Principal component regression (PCR) developed from principal component analysis (PCA). In PCA, $X$ is decomposed into scores of $T$ and loadings of $P$ as
\[ X = TP' \] 

\[ T = [t_1, t_2, ..., t_H] \] is a \( I \times H \) matrix, and \[ P = [p_1, p_2, ..., p_H] \] is a \( J \times H \) matrix, where \( H \) is the number of principal components. Usually, the algorithm of non-linear iterative partial least squares (NIPALS) is used to calculate \( T \) and \( P \) [13]. Firstly, \( t_1 \) and \( p_1' \) are calculated. Then the residual \( (E_1 = X - t_1p_1') \) of subtracting \( t_1p_1' \) from \( X \) is obtained and used to calculated \( t_2 \) and \( p_2' \), and so on. In this way, \( T \) and \( P' \) are calculated pair-by-pair. The procedures of NIPALS algorithm is as follows:

1. Take a vector \( t_h \) which is \( x_j \) from \( X \): \( t_h = x_j \)
2. Calculate \( p_h' \): \( p_h' = t_hX/t_h't_h \)
3. Normalized \( p_h' \) to length 1: \( p_{h new} = p_{h old}/\|p_{h old}\| \)
4. Calculate \( t_h \): \( t_h = Xp_h/p_h'p_h \)
5. If \( t_h \) used in step 1 and \( t_h \) obtained from step 4 are the same, stop the algorithm.
   If not, go to step 2.

After the first component is calculated, \( X \) in step 2 and 4 are taken place by the residual \( E_h = E_{h-1} - t_hp_h' \).

In PCR, the representative information of \( X \) is transformed in the score matrix \( T \) as in PCA. Then \( T \) can be used in MLR to replace \( X \). Therefore, it can be rewritten as \( y = T\beta + e \), where \( \beta = (T'T)^{-1}T'y \).

**Partial Least Squares**

Besides the property of transforming the information of \( X \) to score matrix of \( T \)
which is the same as in PCR, partial least squares (PLS) also possess some new features. The model of PLS consists of two relations: outer relation and inner relation.

1. The outer relation of \( X \) is the same as PCR as

\[
X = TP'
\]  

(2.5)

Similar to \( X \), \( y \) also can be decomposed into the matrixes of score \( U \) and loading \( Q \). Therefore, the outer relation of \( y \) is

\[
y = UQ'
\]  

(2.6)

\( U = [u_1, u_2, ..., u_H] \) is a \( I \times H \) matrix, and \( Q = [q_1, q_2, ..., q_H] \) is a \( a \times H \) matrix, where \( a \) is the dimension of \( y \).

2. The inner relation describes the relationship between the score matrixes of \( T \) and \( U \) as

\[
U = T\beta
\]  

(2.7)

where \( \beta \) is the regression coefficients. Accordingly, from the outer and inner relations, the following relation can be obtained as \( y = T\beta Q' \).

The NIPALS algorithm is also applied in PLS. Instead of being calculated separately, scores and loadings of \( X \) and \( y \) are calculated simultaneously. In order to improve the inner relation, scores of \( X \) and \( y \) are exchanged. Then the algorithm is modified as follows:

1. Find \( u_{\text{start}} = y \);

2. \( p' = u'X/u'u \);

3. \( p_{\text{new}} = p_{\text{old}}/\|p_{\text{old}}\| \);
\( t = Xp/p'p; \)

\( q' = t'y/t't; \)

\( q_{new}' = q_{old}'/||q_{old}'||; \)

\( u = yq/q'q; \)

(8) If \( t \) obtained in Step 4 is the same as that in the preceding iteration step, stop; else go to Step 2.

Both in PCR and PLS, the number of principle components or latent variables (the dimension of \( T \)) are determined by cross-validation. Comparatively, PLS is more efficient than PCR in many practical cases in the sense that its prediction performance is better, since more variations in \( X \) are explained when the same number of principle components or latent variables are included. This is because when reducing the dimension, both \( X \) and \( y \) are considered in PLS, while only \( X \) is considered in PCR.

However, PCR and PLS only give satisfactory performance under linear situations. When external disturbances such as light scattering are present, non-linearity can be induced in spectral data. To address this issue, various chemometric strategies have been contrived to improve prediction accuracy and model robustness. This chapter mainly presents the development and theory of pre-processing techniques to account for non-linear variations, non-linear calibration methods, bagging/subagging for robust calibration, and penalized regressions with variable selection using LASSO.
2.1 Pre-processing techniques to deal with external variations

External fluctuations, such as light scattering effect and baseline noise, introduce uncertain non-linear variations in spectroscopic data, which adversely affect the prediction accuracy of conventional linear calibration models. Pre-processing methods aim at removing the non-linearity in data, and then a linear model (PCR or PLS) can be applied. In this thesis, PLS is adopted.

Five pre-processing methods are reviewed, including the first (D1) and second derivatives (D2), standard normal variate (SNV), extended multiplicative signal correction (EMSC), and extended inverted signal correction (EISC). In addition, a unique linear calibration strategy, optical path length estimation and correction (OPLEC), is also investigated in this thesis. Different from the pre-processing technique, OPLEC involves the development of two calibration models. The principal of OPLEC will be explained in this section since it is also a linear calibration method.

2.1.1 The first and second derivatives

High- or low-frequency interferences, defined as noise and background, commonly exist in spectra. Here frequency means change from variable to variable. Light scattering effect resulting from sample-to-sample variations may lead to
interferences, which can be removed by taking derivative of the spectra with respect to the variable number or other relevant axis scale (wavelength, wavenumbers, etc.) [17].

The simplest form of derivative is the first derivative (D1). D1 is obtained by subtracting every variable of a sample from its immediate neighboring variable. From this subtraction, the same signal between the two variables is removed and the difference is retained. In this way, D1 eliminates offset and emphasizes higher-frequency signals. By repeating this procedure on D1, the second derivative (D2) can be calculated. D2 further intensifies higher-frequency features.

Since derivatives obtained from the above finite difference methods typically amplify high-frequency measurement noise, Savitzky-Golay algorithm is desired to attain smoother derivatives for calibration purposes [23]. As a low-pass filter, this algorithm smoothenes data by fitting individual polynomials to windows around each variable in the spectra. Both the order of polynomial and the size of window (filter width) need to be selected. When the polynomial order is lower and the window is larger, more smoothing follows. Typically, the window should be on the order of or smaller than the nominal width of non-noise features which should not be smoothed.

2.1.2 Standard normal variate

Standard normal variate (SNV) is a weighted normalization algorithm, in which
the standard deviation of all variables for the given sample is calculated, and then the entire sample is normalized by this value. The model of SNV is

$$x_i = a_i \mathbf{1} + b_i x_{i,chem}$$  \hspace{1cm} (2.8)

where $x_{i,chem}$ denotes the theoretical spectra, and $\mathbf{1}$ is a unity vector. The coefficients, $a_i$ and $b_i$, indicate the additive and multiplicative effects due to external disturbances. In SNV, $a_i$ and $b_i$ are the mean and standard deviation of the $i^{th}$ sample with respect to the wavelength, and thus are calculated based on individual samples [24]. The corrected spectra are obtained by

$$x_{i,corr} = (x_i - a_i \mathbf{1}) / b_i$$

where

$$a_i = \frac{1}{J} \sum_{j=1}^{J} x_{ij}$$ \hspace{1cm} (2.9)

$$b_i = \sqrt{\frac{1}{(J-1)} \sum_{j=1}^{J} (x_{ij} - a_i)^2}$$ \hspace{1cm} (2.10)

### 2.1.3 Multiplicative signal correction and its extension

Multiplicative signal correction (MSC), originally called multiplicative scatter correction, is used to compensate for the additive and multiplicative effects in spectra. The conventional model of MSC is similar to SNV [14]:

$$x_i = a_i \mathbf{1} + b_i x_{i,chem} + \epsilon_i$$ \hspace{1cm} (2.11)

where $\epsilon_i$ represents the residual. In MSC, it is assumed that $x_{i,chem} \approx \mathbf{m} + \delta_i$, where $\delta_i$ is the unknown and irrelevant variation and $\mathbf{m} = [m_1, m_2, ..., m_J]$ denotes
the reference spectra. The coefficients, \( a_i \) and \( b_i \), can be estimated by ordinary least squares regression of \( \mathbf{x}_i \) to \( \mathbf{m} \), minimizing the sum of squared residuals [47]. After obtaining \( a_i \) and \( b_i \), the corrected spectra is calculated as \( \mathbf{x}_{i,\text{corr}} = (\mathbf{x}_i - a_i \mathbf{1})/b_i \).

The applicability of MSC is restricted by the assumption that the chemical variations between theoretical and reference spectra can be ignored. Otherwise, the estimated coefficients may contain certain irrelevant and undesirable information [26]. More recently, extended multiplicative signal correction (EMSC) has been developed to address this issue [21]. The model of EMSC is given by

\[
\mathbf{x}_i = a_i \mathbf{1} + b_i \mathbf{x}_{i,\text{chem}} + d_i \lambda + e_i \lambda^2 + \epsilon_i
\]

where \( \lambda \) is the wavelength vector, \( d_i \) and \( e_i \) represent the smooth wavelength-dependent spectral variations from sample to sample. According to Beer-Lambert’s law, the theoretical spectra \( \mathbf{x}_{i,\text{chem}} \) are linear combination of absorbance contributions from all the \( K \) constituents:

\[
\mathbf{x}_{i,\text{chem}} = \sum_{k=1}^{K} y_{ik} \mathbf{s}_k
\]

where \( y_{ik} \) denotes the concentration of the \( k^{th} \) constituent in the \( i^{th} \) sample, \( \mathbf{s}_k \) is the pure absorption spectra of the \( k^{th} \) constituent. In the ideal case, where the pure spectra are available, the model parameters can be estimated using least squares and then the corrected spectra are given by \( \mathbf{x}_{i,\text{corr}} = (\mathbf{x}_i - a_i \mathbf{1} - d_i \lambda - e_i \lambda^2)/b_i \). When this is not possible, the mean spectra of the entire dataset are typically used in place of \( \mathbf{x}_{i,\text{chem}} \) in Eq. (2.11) for parameter estimation. The use of mean spectra, however, typically results in inferior prediction accuracy.
2.1.4 Inverted signal correction and its extension

Inverted signal correction (ISC) is based on the “reverse” expression of MSC. The model of ISC is [25]

$$\mathbf{m} = a_i \mathbf{1} + b_i \mathbf{x}_i + \epsilon_i$$  \hspace{1cm} (2.14)

where the parameters, $a_i$ and $b_i$, are estimated by least squares regression of $\mathbf{m}$ to $\mathbf{x}_i$ in ISC. Hence the corrected spectra is $\mathbf{x}_{i,\text{corr}} = a_i \mathbf{1} + b_i \mathbf{x}_i$.

As MSC has been extended to EMSC, ISC can be also extended to EISC in an attempt to separate physical light scattering effect and chemical absorbance information. EISC assumes that complex optical phenomena can be approximated by a polynomial extension [25]:

$$\mathbf{m} = a_i \mathbf{1} + b_i \mathbf{x}_i + c_i \mathbf{x}_i^2 + d_i \lambda + e_i \lambda^2 + \epsilon_i$$  \hspace{1cm} (2.15)

The parameters, $a_i$, $b_i$, $c_i$, $d_i$, $e_i$, can be estimated by least squares, and the corrected spectra are given by $\mathbf{x}_{i,\text{corr}} = a_i \mathbf{1} + b_i \mathbf{x}_i + c_i \mathbf{x}_i^2 + d_i \lambda + e_i \lambda^2$.

2.1.5 Optical path length estimation and correction

The implementation of EMSC and EISC depends on the availability of pure spectra of all chemical constituents in the sample, which is difficult to be satisfied in practice. To solve this problem, Chen et al. [26] devised the technique of optical path
length estimation and correction (OPLEC) to reduce the detrimental effect of light scattering, which has been demonstrated to significantly improve predictive accuracy without using any pure spectra. However, OPLEC is different from the previous pre-processing techniques. In OPLEC, two calibration models are developed to eliminate light scattering.

OPLEC was devised using the same model as EMSC (Eq. (2.11)) [26], the difference being the parameter estimation algorithm. The parameters \( a_i, d_i \) and \( e_i \) can be removed by projecting the measured spectra \( x_i \) onto orthogonal complement of space spanned by the row vector of \( D = [1; \lambda; \lambda^2] \):

\[
\begin{align*}
\mathbf{z}_i &= \mathbf{x}_i (\mathbf{I} - \mathbf{D}^+ \mathbf{D}) = (a_i \mathbf{1} + b_i \mathbf{x}_{i,chem} + d_i \lambda + e_i \lambda^2)(\mathbf{I} - \mathbf{D}^+ \mathbf{D}) \\
&= \sum_{k=1}^{K} b_i y_{ik} \mathbf{d}_k
\end{align*}
\] (2.16)

where \( \mathbf{z}_i \) is the standardized spectra, \( \mathbf{d}_k = \mathbf{s}_k (\mathbf{I} - \mathbf{D}^+ \mathbf{D}) \), \( \mathbf{I} \) is an identity matrix with the same dimension as \( \mathbf{D}^+ \mathbf{D} \), and \( \mathbf{D}^+ \) represents the pseudo-inverse of \( \mathbf{D} \).

Assuming that the first constituent is the target constituent in the mixture and \( \sum_{k=1}^{K} y_{ik} = 1 \), Eq. (2.15) can be re-written as

\[
\begin{align*}
\mathbf{z}_i &= b_i y_{i1} \mathbf{d}_1 + b_i (1 - \sum_{k=1}^{K} y_{ik}) \mathbf{d}_2 + \sum_{k=3}^{K} b_i y_{ik} \mathbf{d}_k \\
&= b_i y_{i1} \Delta \mathbf{d}_1 + b_i \mathbf{d}_2 + \sum_{k=3}^{K} b_i y_{ik} \Delta \mathbf{d}_k
\end{align*}
\] (2.17)

where \( \Delta \mathbf{d}_k = \mathbf{d}_k - \mathbf{d}_2 \).

Subsequently, the projected spectra of \( I \) samples, \( \mathbf{Z} = [\mathbf{z}_1; \ldots; \mathbf{z}_I] \), are partitioned
into \( \mathbf{Z}_{\text{base}} \) and \( \mathbf{Z}_{\text{rest}} \). A linear relationship exists between \( \mathbf{Z}_{\text{base}} \) and \( \mathbf{Z}_{\text{rest}} \) as 
\[
\mathbf{Z}_{\text{rest}} = \mathbf{A}\mathbf{Z}_{\text{base}},
\]
whereby the regression coefficients \( \mathbf{A} \) are obtained through least squares method. Similarly, \( \mathbf{b} = [b_1; ...; b_I] \) and \( \mathbf{y}_1 = [y_{11}; ...; y_{11}] \) are partitioned into \( \mathbf{b}_{\text{base}} \) and \( \mathbf{b}_{\text{rest}} \), \( \mathbf{y}_{\text{base}} \) and \( \mathbf{y}_{\text{rest}} \), respectively. According to Eq. (2.16), there is a linear relationship between \( \mathbf{z}_i \) and \( b_i \), and also between \( \mathbf{z}_i \) and \( b_i y_{11} \).

Therefore, the following equations can be obtained:

\[
\mathbf{b}_{\text{rest}} = \mathbf{A}\mathbf{b}_{\text{base}} \quad (2.18)
\]
\[
\text{diag}(\mathbf{y}_{\text{rest}}) \mathbf{b}_{\text{rest}} = \text{Adiag}(\mathbf{y}_{\text{base}})\mathbf{b}_{\text{base}} \quad (2.19)
\]

where \( \text{diag}(\mathbf{y}_{\text{rest}}) \) is a diagonal matrix in which the corresponding elements are the elements of \( \mathbf{y}_{\text{rest}} \). Because \( \mathbf{y}_{\text{rest}} \) and \( \mathbf{y}_{\text{base}} \) are known, \( \mathbf{b}_{\text{base}} \) and \( \mathbf{b}_{\text{rest}} \) can be obtained from Eq. (2.17) and (2.18). Re-combining \( \mathbf{b}_{\text{base}} \) and \( \mathbf{b}_{\text{rest}} \) generates the parameters \( \mathbf{b} \). The detailed strategy for partitioning \( \mathbf{Z} \) and estimating the parameters \( \mathbf{b} \) can be found in the original paper [26].

Having obtained \( \mathbf{b} \), two new regression vectors, \( \mathbf{\beta}_1 \) and \( \mathbf{\beta}_2 \), can be estimated by the following two models \( \text{diag}(\mathbf{y}_1) \mathbf{b} = [\mathbf{1}, \mathbf{Z}]\mathbf{\beta}_1 \) and \( \mathbf{b} = [\mathbf{1}, \mathbf{Z}]\mathbf{\beta}_2 \) through multivariate linear regression (e.g. PLS). Then \( \mathbf{\beta}_1 \) and \( \mathbf{\beta}_2 \) are used to predict the concentration of a test sample (\( y_{\text{test}} \)) as follows:

\[
b_{\text{test}} y_{\text{test}} = [\mathbf{1}, \mathbf{z}_{\text{test}}]\mathbf{\beta}_1, \quad b_{\text{test}} = [\mathbf{1}, \mathbf{z}_{\text{test}}]\mathbf{\beta}_2
\]
\[
y_{\text{test}} = \frac{[\mathbf{1}, \mathbf{z}_{\text{test}}]\mathbf{\beta}_1}{[\mathbf{1}, \mathbf{z}_{\text{test}}]\mathbf{\beta}_2} \quad (2.20)
\]
2.2 Non-linear calibration techniques

Since external variations, such as light scattering effect and baseline noise, introduce unknown non-linearity to measured spectra, it is natural to adopt non-linear calibration techniques to directly model the non-linearity. An overview of three state-of-the-art non-linear calibration methods is presented, including artificial neural network (ANN), Gaussian processes regression (GPR), and least square support vector machine (LS-SVM).

2.2.1 Artificial neural network

As a flexible modeling tool, ANN has been found wide application in various areas, such as pattern recognition, signal processing, optimization and process control [48, 49]. In the 1990s, ANN was introduced in chemometrics community for spectroscopic calibration [27, 50, 51] and was demonstrated to achieve satisfactory predictive performance. A typical feed-forward ANN model consists of three layers (input, hidden and output layer), and each layer comprises multiple neurons. In the context of calibration modeling, the response $y_i$ from the output layer is the analyte property to be predicted, and it can be expressed mathematically as [28]:

$$y_i = f \left[ \sum_{n=1}^{N} \omega_n g \left( \sum_{j=1}^{J} (v_j x_{ij} + \phi_j) \right) + \epsilon_n \right]$$  \hspace{1cm} (2.21)

where $N$ is the number of hidden-layer neurons, $v_j$ represents the weight connecting
input- and hidden-layer neurons, $\omega_n$ indicates the weight connecting hidden- and output-layer neurons, $\phi_j$ and $\epsilon_n$ are biases in the hidden and output layers, respectively. The two “transfer functions”, $f(\cdot)$ and $g(\cdot)$, are typically taken as linear and sigmoid functions, respectively, since such a neural network is capable of approximating any function to arbitrary accuracy [49].

The parameters in ANN are typically estimated by the “back-propagation” algorithm, an iterative gradient algorithm designed to minimize modeling error by adjusting the weights in the direction of decent gradient [50]. In this study, a Bayesian regularized version of back-propagation algorithm is adopted. Bayesian back-propagation was initially introduced by MacKay [52, 53], based on a Gaussian approximation to the posterior distribution of parameters. The Bayesian approach can automatically determine the “effective” number of parameters, and thus is less sensitive to the pre-chosen number of neurons and less likely to over-fit the data when compared with traditional ANN. Therefore, the choice of the number of neurons does not appear to have significant impact on the results. Previous study has shown that the Bayesian approach to parameter estimation typically attains more robust and accurate ANN model [29].

2.2.2 Gaussian process regression

GPR was originally presented by O’Hagan [54] and it is regarded as an alternative
approach to ANN, because a large number of Bayesian regression models based on
ANN can converge to a Gaussian process [55]. GPR has recently been applied to
spectroscopic calibration modeling [10], with outstanding prediction accuracy being
achieved. In a GPR model, the response analyte property $y_i$ is modeled by a joint
Gaussian distribution with zero mean:

$$y = (y_1, ..., y_I) \sim G(0, C)$$ (2.22)

where $C$ with dimensions $I \times I$ is a covariance matrix whose elements are defined
by a covariance function: $C_{i,k} = C(x_i, x_k)$. The following covariance function, widely
used in literatures, is adopted:

$$C(x_i, x_k) = a_0 + a_1 \sum_{j=1}^{I} x_{ij} x_{kj} + v_0 \exp \left( \sum_{j=1}^{I} w_j (x_{ij} - x_{kj})^2 \right) + \sigma^2 \delta_{ik}$$ (2.23)

where the first two terms represent the constant bias and linear correlation, the third
term is similar to the form of a radial basis function, and the fourth term corresponds
to the random error. Containing both linear and non-linear terms in the covariance
function, GPR can effectively model both linear and non-linear datasets.

The model hyper-parameters, denoted by $\Theta = (a_0, a_1, v_0, w_1, ..., w_I, \sigma^2)$, can be
estimated by maximizing the following log-likelihood:

$$\log p(y|\Theta) = -\frac{1}{2} \log |C| - \frac{1}{2} y^T C^{-1} y - \frac{I}{2} \log (2\pi)$$ (2.24)

To ensure that the covariance matrix is non-negative definite, the hyper-parameters
also should be non-negative. Given the estimated parameters, for new data points $x^*$,
the predictions $y^*$ are also Gaussian distributed with mean and variance as:
\[
E(y^*) = k^T(x^*)C^{-1}y
\]
\[
\text{Var}(y^*) = C(x^*,x^*) - k^T(x^*)C^{-1}k(x^*)
\]  
(2.25)

where \( k(x^*) = [C(x^*,x_1),...,C(x^*,x_I)]^T \).

### 2.2.3 Least-square support vector machine

The technique of support vector machine (SVM) was initiated by Vapnik to solve pattern recognition problems [56], with advantages of unique global solution and handling both linear and non-linear problems. However, in SVM, three meta-parameters (related to error trade-off, error insensitivity and selected kernel function) need to be optimized by cross-validation, which is undesirable in terms of computation. In this regard, a variant of SVM, known as least square SVM (LS-SVM) is desired, since it has only two meta-parameters whilst still retaining the advantages of SVM. Therefore, LS-SVM is more widely adopted in calibration modeling [31].

The simplest LS-SVM is a linear regression model: \( y_i = w^T x_i + e_i \), where \( w \) is the vector of model parameters, and \( e_i \) is the regression error. As opposed to minimizing the sum of errors in conventional regressions, LS-SVM includes a regularization term, and aims to minimize the following cost function [31]:

\[
Q = \frac{1}{2} w^T w + \gamma \sum_{i=1}^{I} ||e_i||^2
\]  
(2.26)

where the first part penalizes the magnitude of regression coefficients in order to avoid “over-fitting”. The meta-parameter \( \gamma \) decides the relative weight regression
error compared with the penalizing term. The model parameters can be estimated using the Lagrange method [57]. The extension of the above linear regression to non-linear model can be achieved by introducing non-linear kernel functions, for example the radial basis function (RBF).

In LS-SVM, meta-parameters that need to be cross-validated include $\gamma$ and parameters in the kernel function (only one parameter in RBF kernel function). Note that reducing three meta-parameters in SVM to two in LS-SVM can significantly reduce the computation in cross-validation, since the increase in the number of meta-parameters results in exponential increase in the number of their combinations.

### 2.3 Ensemble modeling for robust calibration

Non-linear calibration methods have been demonstrated to achieve accurate prediction of analyte properties [10, 27, 50, 51]. However, their performances are not robust in the sense that models are sensitive to small changes in data or model parameters. Recent work has shown that the accuracy of non-robust methods can be significantly improved through ensemble modeling. The general idea of ensemble modeling is to construct multiple models, then combine their predictors into a single one using certain rules [58].

Bagging, short for ‘bootstrap aggregating’ and originally contrived by Breiman [34, 35], is one of the important ensemble modeling techniques. The bootstrap,
developed by Efron [59, 60], is a technique of forming different training sets by randomly selecting a fixed number of data points from the original training set with replacement. Many studies have confirmed the effectiveness of bagging in the reduction of prediction error [61-63]. It has also been demonstrated that bagging works especially well for non-robust models, in which small changes in data or model parameters can lead to significant changes in model prediction [34].

In regression field, bagging was initially applied to regression trees [34]. Subsequently, attention was focused on bagging neural networks [64-69]. Recently, bagging has been developed for other regression methods, such as partial least squares (PLS), multiple linear regression (MLR) [70], and Gaussian process regression (GPR) [71]. Over the years, bagging has been modified in several ways such as “nice” bagging [72], iterated bagging [73], subagging (sub-sample aggregating, based on sub-sampling without replacement) [36], and trimmed bagging [74]. Among these modified methods, subagging has been reported to provide similar performance to bagging with less computation, since it uses a subset of data for model development [36]. For the purpose of multivariate spectroscopic calibration, subagging has already been applied to linear methods as PLS and MLR with variable selection [70]; yet its role in improving non-linear calibration methods (such as ANN and GPR) has been under-explored. Therefore, in this thesis, the application of bagging and subagging for non-linear calibration methods (specifically ANN and GPR) will be investigated to obtain more accurate and robust predictions.
The principle of bagging is conceptually straightforward. In bagging, a number of models are developed from a re-sampling process on the original training (calibration) data with replacement. Suppose the original training data are \( F = \{x_i, y_i\} \). A new re-sampled training set is constructed by randomly selecting \( I \) data points from \( F \) with replacement. This process is repeated \( R \) times to obtain \( R \) different training sets. Then, \( R \) calibration models can be built from the \( R \) re-sampled training sets. For a testing data point, \( R \) predicted values can be obtained from the \( R \) models, and then these \( R \) values are combined in a certain way to form the ultimate prediction. A simple averaging rule [34] has been recommended and is adopted in this thesis. Specifically, the final prediction \( \hat{y} \) of ensemble model is calculated as

\[
\hat{y} = \frac{1}{R} \sum_{r=1}^{R} \hat{y}(r)
\]

(2.27)

where \( \hat{y}(r) \) is the prediction of analyte property by the \( r^{th} \) model developed from the \( r^{th} \) training set. An alternative combination approach is the weighted averaging rule [69], which is more complicated than the simple averaging rule. In this rule, different weights are assigned to the models, and the final prediction \( \hat{y} \) is defined as

\[
\hat{y}_i = k_1\hat{y}_i(1) + k_2\hat{y}_i(2) + \cdots + k_R\hat{y}_i(R)
\]

(2.28)

The simple averaging rule is sufficient to demonstrate the effectiveness of bagging/subagging in the application of multivariate calibration, which is the mainly purpose of this thesis. Therefore, the simple averaging rule is just adopted.

The principle of subagging is similar to bagging. In subagging, \( R \) new calibration models are constructed by randomly sub-sampling \( P \) (\( P \neq I \)) data points from \( F \).
without replacement $R$ times. Subsequently, the $R$ models are combined to make prediction.

In summary, the process of bagging/subagging for non-linear calibration method includes two steps: (1) obtaining $R$ calibration models from the $R$ re-sampled/sub-sampled training datasets; (2) combining the resulting models to generate an ensemble model and making prediction. The fundamental reason for the effectiveness of bagging non-robust models is that the predictive capability of regression models is based on bias/variance trade-off, and variance of aggregated predictor is reduced and almost constant bias is maintained [75].

2.4 Penalized regression with variable selection

In multivariate calibration, not all variables have a large effect on the model, and some do not contain any relevant information. Therefore, informative variables should be selected. Instead of using all wavelengths to build a calibration model, variable selection methodology only chooses specific wavelengths that are informative for predicting the analyte property, but rejects spectral regions that are sensitive to external variations and non-informative to the analyte property [33]. Of course, variable selection cannot reduce the sum of squared errors (SSE) of modeling data. However, it can improve model prediction results in terms of accuracy and robustness using relevant spectral variables with least colinearity, redundancies and noise [76,
A distinct advantage of variable selection is that the variance of estimated parameters decreases as fewer parameters are estimated from limited data. Uninformative variable elimination (UVE) [37] is a usual variable selection method. In this method, a leave-one-out procedure is used, and hundreds of calibration models need to be developed from randomly selected samples. Afterwards, the usefulness of each variable is evaluated through a selection criterion [76]. Therefore, this method involves complicated selection algorithm and requires high computation [33]. Furthermore, it is impossible to identify and remove all wavelengths that are influenced by external variations [78]. Hence, the development of heuristic selection methods has spurred. Öjelund [38] proposed penalized linear regression (PLR) with LASSO for variable selection. Recently, another penalization technique, penalized Gaussian process regression (PGPR), has also been put forward to select the correlated covariates [39]. The principles of PLR and PGPR are explained in details as follows.

2.4.1 Penalized linear regression with LASSO

In penalized linear regression with LASSO, the estimates $\hat{\eta}$ can be obtained as [38, 79]

$$\hat{\eta} = \arg \min \left( \frac{1}{2} \sum_{i=1}^{l} (y_i - x_i^T \eta)^2 \right) \text{ subject to } \sum_{j=1}^{l} |\eta_j| \leq t$$

(2.29)

where $t \geq 0$ is a hyper-parameter. This constrained minimization problem can be
equivalent to an unconstrained problem as

\[ (\hat{\eta}) = \arg \min \left( \frac{1}{2} \sum_{i=1}^{l} (y_i - x_i^T \eta)^2 + \kappa \sum_{j=1}^{l} |\eta_j| \right) \]  \ (2.30)

where the Lagrange parameter \( \kappa \) is selected by subjecting \( \sum_{j=1}^{l} |\eta_j| \leq \tau \). The standard Newton-Raphson method is adopted to solve the minimization unconstrained problem of Eq. (2.28) [38].

At a certain value of \( \kappa \), some parameter estimates which are not important to the calibration model are close to zero, while others are far from zero. The purpose of variable selection can be achieved by penalizing the close to zero parameters and setting them to zero, while other parameters are kept. After the estimation of \( \eta \), for new data points \( x^* \), the predictions \( y^* \) can be obtained by

\[ y^* = x^T \eta \]  \ (2.31)

2.4.2 Penalized Gaussian process regression with LASSO

In traditional GPR, the issue of variable selection is handled by automatic relevance determination (ARD) [55]. In ARD, when covariance structure is almost irrelevant to the analyte property, the predictor can be removed from GPR model. However, it is complicated to find an accurate “threshold” to remove the irrelevant predictors. Therefore, penalized regression technique is applied to GPR model to solve the variable selection problem [39].

The model of GPR used in [39] is the same as discussed in Section 2.2.2, but with
covariance function defined as
\[ C(x_i, x_k) = \nu_0 \exp \left( -\frac{1}{2} \sum_{j=1}^{l} w_j (x_{ij} - x_{kj})^2 \right) + \sigma^2 \delta_{ik} \] (2.32)

In this thesis, since EMSC is first adopted to remove the non-linearity in the data, this non-linear squared exponential covariance function is not necessary, and the following linear covariance function is adopted as
\[ C(x_i, x_k) = \sum_{j=1}^{l} w_j x_{ij} x_{kj} + \sigma^2 \delta_{ik} \] (2.33)

Instead of maximizing the log-likelihood in Eq. (2.23) in GPR, PGPR estimates the hyper-parameters by minimizing the next modified likelihood which is penalized by LASSO:
\[ l_p(\Theta, \lambda_n) = -\frac{1}{l} l_i(\Theta) + \kappa \sum_{j=1}^{l} w_j \] (2.34)

where \( l_i(\Theta) = \log p(y|\Theta) = -\frac{1}{2} \log |C| - \frac{1}{2} y^T C^{-1} y - \frac{l}{2} \log (2\pi) \) as shown in Eq. (2.23).

In PGPR, since \( w_j \) is non-negative, a constrained optimization problem, which makes the optimization procedure more complicated, is needed. In order to simplify the optimization problem, the log values of hyper-parameters are used, and the complicated constrained optimization procedure is avoided. The purpose of variable selection can be achieved in the process of calculating the hyper-parameters of covariance function. When an optimal value of \( \kappa \) is found, some values of the hyper-parameters are small comparatively, while others are very large. Then the log
hyper-parameters with small values are set to zero, while others are kept and re-estimated. In this way, variable selection is implemented.
Chapter 3 Comparative Study on Multivariate Calibration Methods to Correct Light Scattering Effect

Various multivariate calibration techniques have been devised to handle light scattering effect. As a consequence of rapid development of scattering-corrected calibration models, the rigorous assessment and comparison of available techniques are required. In previous comparative studies, some chemometric methods, such as D1, D2, SNV, EMSC, EISC and ANN, have been investigated [19, 80-83]. However, several novel techniques, including OPLEC, LS-SVM and GPR, have emerged in recent years with very promising results being achieved. Therefore, this chapter provides an update of the new developments in this field. The relative advantage of pre-processing methods and non-linear calibration models are particularly interesting, since they originate from different rationales. Nine chemometric calibration methods (D1, D2, SNV, EMSC, EISC, OPLEC, ANN, GPR and LS-SVM) are considered in this chapter. Furthermore, the combination of pre-processing and non-linear calibration methods is explored in an attempt to achieve more accurate prediction than individual techniques. Two pre-processing techniques of SNV and EMSC are considered, which are followed by developing non-linear models to give six combinations: SNV+ANN, EMSC+ANN, SNV+GPR, EMSC+GPR, SNV+LS-SVM and EMSC+LS-SVM. The predictive accuracy, quantified by root mean square error
of prediction (RMSEP), is used to evaluate the performance of these investigated calibration methods. RMSEP is defined as

$$\sqrt{\frac{1}{I} \sum_{i=1}^{I} (y_i - \hat{y}_i)^2}$$

(3.1)

where \( y_i \) and \( \hat{y} \) are the predicted and reference analyte property of the \( i^{th} \) sample, respectively.

### 3.1 Datasets

This comparative study is based on three NIR datasets. The first dataset was collected from the analysis of pharmaceutical tablets, which is publicly available at http://www.models.life.ku.dk/Tablets. The tablets were manufactured under diversely different conditions including laboratory, pilot, and full production scales, making the calibration task more challenging. This dataset consists of 310 samples with 404 wavenumbers in the range of 7400-10500\( \text{cm}^{-1} \). The objective is to determine the active substance content of tablets. Two hundred samples were randomly selected as the training data for model development, and the remaining 110 samples were used for testing. Further details about this dataset are described in [40].

The second dataset is related to the transmittance spectra of wheat kernels [25]. In this dataset, 523 samples from three different locations were analyzed at 100 wavelengths in the range of 850-1050nm. The data are available at
http://www.models.life.ku.dk/wheat_kernels. The objective of this analysis is to predict the protein content of wheat kernels. This dataset is divided into 415 and 108 samples at random for training and testing, respectively.

The third dataset concerns about the gluten/starch powder mixture with 100 samples and 100 wavelengths [21]. For each of five mixtures with different weight ratios of gluten and starch (1/0, 0.75/0.25, 0.5/0.5, 0.25/0.75, 0/1), five samples were loosely filled into different glass cuvettes and measured in two consecutive replicates. Then the samples were compressed firmly and measured in two consecutive replicates again. In this study, the training data consist of 60 random samples and the rest 40 samples are used for testing.

3.2 Statistical evaluation of calibration methods

When dividing a limited dataset into training and testing data, the comparison results may be unreliable if training and/or testing data are not representative of the whole dataset. The usual method to address this issue is to randomly partition the dataset multiple times (e.g. 50 times), and then apply each calibration method to obtain 50 RMSEPs. The average RMSEP from each method can be used for the comparison purpose. Furthermore, a rigorous statistical hypothesis testing procedure, the paired $t$-test, is adopted to determine whether one method is statistically significantly better than the other. Specifically, suppose that $r_m$ and $s_m$ are
RMSEPs of two calibration methods tested on the $m^{th}$ ($m = 1, \ldots, M$) partition of the dataset, then $t$ statistic is given by [84]

$$t = (\bar{r} - \bar{s}) \sqrt{\frac{M(M-1)}{\sum_{m=1}^{M}(\bar{r}_m - \bar{s}_m)^2}}$$

(3.2)

where $\bar{r}$ and $\bar{s}$ are the means of $r_m$ and $s_m$, $\bar{r}_m = r_m - \bar{r}$ and $\bar{s}_m = s_m - \bar{s}$, and $M=50$ in this study. After calculating $t$ statistic, the corresponding $p$-value can be obtained. If $p < 0.05$, it may be concluded that these two calibration methods have attained significantly different RMSEPs. The paired $t$-test is a widely used technique to conduct rigorous comparative studies [10, 19].

As mentioned in Chapter 2.1.3, pure spectra of individual chemical components are preferred as the reference spectra for the implementation of EMSC [26]. For “gluten/starch” dataset, the 3rd and 93rd samples are used as the pure spectra of gluten and starch, respectively [21]. However, for the other two datasets, no pure spectra are available, and thus the mean spectra of the entire training data are adopted as the reference spectra. In addition, whenever PLS is used in this chapter, either for calibration modeling or for estimating OPLEC parameters, the number of retained PLS components is always optimized through five-fold random-splitting cross-validation. Prior to developing non-linear calibration models (ANN, GPR and LS-SVM), PLS is first applied to reduce the dimension of spectral data, which is a usual method to reduce computational cost of parameter estimation in non-linear models [10, 50]. The number of LVs in this PLS-based “pre-processing” is also selected by five-fold random-splitting cross-validation. Subsequently, ANN and GPR
are developed from PLS scores, i.e. variable $x$ denotes PLS scores other than the spectra. When carrying out LS-SVM, a Gaussian kernel function is used. Both meta-parameters $\gamma$ (see Eq. (2.25)) and $\sigma^2$ (kernel parameter) are also optimized by five-fold random-splitting cross-validation.

Another important consideration in calibration is outlier detection. It is well known that including outliers in model development has adverse impact on prediction accuracy. Due to its importance, outlier detection has been extensively discussed in the literature; see e.g. [85-87] for an overview of current status and some recent development. In this work, the built-in outlier detection capability of PLS [88] is utilized and no obvious outliers are found in the datasets under investigation.

### 3.3 Software

All computation was carried out in Matlab 7.5. Matlab PLS toolbox version 5.2 (Eigenvector Research, Inc., Wenatchee, WA, USA) was used to perform PLS, D1, D2 and SNV. EMSC and EISC were performed by using EMSC toolbox version 1.3 (Eigenvector Research, Inc., Wenatchee, WA, USA). Matlab code for OPLEC is available in [89]. Matlab Neural Network toolbox was employed for the implementation of ANN. LS-SVM was carried out using a toolbox from Katholieke Universiteit Leuven (url: http://www.esat.kuleuven.ac.be/sista/lssvmlab/). Matlab code for Gaussian process was described in [55] and is available at
3.4 Results and discussion

Table 3.1 The number of selected components when using PLS in pre-processing or non-linear calibration techniques for (a) tablets; (b) wheat kernels; (c) gluten/starch power mixture. The values are averaged over 50 repeated random partitions of the data.

(a)

<table>
<thead>
<tr>
<th>Techniques</th>
<th>D1</th>
<th>D2</th>
<th>SNV</th>
<th>EMSC</th>
<th>EISC</th>
<th>OPLEC</th>
<th>ANN</th>
<th>GPR</th>
<th>LS-SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Number</strong></td>
<td>2.7</td>
<td>8.8</td>
<td>6.5</td>
<td>4.1</td>
<td>4.3</td>
<td>6.0</td>
<td>6.5</td>
<td>6.6</td>
<td>6.4</td>
</tr>
</tbody>
</table>

(b)

<table>
<thead>
<tr>
<th>Techniques</th>
<th>D1</th>
<th>D2</th>
<th>SNV</th>
<th>EMSC</th>
<th>EISC</th>
<th>OPLEC</th>
<th>ANN</th>
<th>GPR</th>
<th>LS-SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Number</strong></td>
<td>11.1</td>
<td>9.3</td>
<td>12.1</td>
<td>9.4</td>
<td>9.2</td>
<td>12.0</td>
<td>12.0</td>
<td>12.1</td>
<td>12.0</td>
</tr>
</tbody>
</table>

(c)

<table>
<thead>
<tr>
<th>Techniques</th>
<th>D1</th>
<th>D2</th>
<th>SNV</th>
<th>EMSC</th>
<th>EISC</th>
<th>OPLEC</th>
<th>ANN</th>
<th>GPR</th>
<th>LS-SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Number</strong></td>
<td>8.2</td>
<td>6.7</td>
<td>9.5</td>
<td>6.6</td>
<td>6.8</td>
<td>6.0</td>
<td>9.3</td>
<td>9.6</td>
<td>9.3</td>
</tr>
</tbody>
</table>
Table 3.1 reports the number of the selected PLS components, averaged over 50 random partitions of the three datasets. Before constructing non-linear calibration models (ANN, GPR and LS-SVM), PLS is first used to reduce the dimension of spectral data. The number of retained PLS components is also reported in Table 3.1, where the spectral dimension is reduced from several hundred to less than 13, alleviating the computation for developing non-linear models.

Table 3.2 The $p$-values of paired $t$-test for different calibration techniques on (a) tablets; (b) wheat kernels; (c) gluten/starch power mixture.

<table>
<thead>
<tr>
<th>$p$-value</th>
<th>D2</th>
<th>SNV</th>
<th>EMSC</th>
<th>EISC</th>
<th>OPLEC</th>
<th>ANN</th>
<th>GPR</th>
<th>LS-SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>$&lt;10^{-3}$</td>
<td>0.55</td>
<td>$&lt;10^{-3}$</td>
<td>0.15</td>
<td>$&lt;10^{-3}$</td>
<td>$&lt;10^{-3}$</td>
<td>$&lt;10^{-3}$</td>
<td>$&lt;10^{-3}$</td>
</tr>
<tr>
<td>D2</td>
<td>$&lt;10^{-3}$</td>
<td>$&lt;10^{-3}$</td>
<td>$&lt;10^{-3}$</td>
<td>$&lt;10^{-3}$</td>
<td>$&lt;10^{-3}$</td>
<td>$&lt;10^{-3}$</td>
<td>$&lt;10^{-3}$</td>
<td>$&lt;10^{-3}$</td>
</tr>
<tr>
<td>SNV</td>
<td>$&lt;10^{-3}$</td>
<td>0.25</td>
<td>$&lt;10^{-3}$</td>
<td>$&lt;10^{-3}$</td>
<td>$&lt;10^{-3}$</td>
<td>$&lt;10^{-3}$</td>
<td>$&lt;10^{-3}$</td>
<td>$&lt;10^{-3}$</td>
</tr>
<tr>
<td>EMSC</td>
<td>$&lt;10^{-3}$</td>
<td>$&lt;10^{-3}$</td>
<td>$&lt;10^{-3}$</td>
<td>$&lt;10^{-3}$</td>
<td>$&lt;10^{-3}$</td>
<td>$&lt;10^{-3}$</td>
<td>$&lt;10^{-3}$</td>
<td>$&lt;10^{-3}$</td>
</tr>
<tr>
<td>EISC</td>
<td>$&lt;10^{-3}$</td>
<td>$&lt;10^{-3}$</td>
<td>$&lt;10^{-3}$</td>
<td>$&lt;10^{-3}$</td>
<td>$&lt;10^{-3}$</td>
<td>$&lt;10^{-3}$</td>
<td>$&lt;10^{-3}$</td>
<td>$&lt;10^{-3}$</td>
</tr>
<tr>
<td>OPLEC</td>
<td>0.27</td>
<td>$&lt;10^{-3}$</td>
<td>$&lt;10^{-3}$</td>
<td>$&lt;10^{-3}$</td>
<td>$&lt;10^{-3}$</td>
<td>$&lt;10^{-3}$</td>
<td>$&lt;10^{-3}$</td>
<td>$&lt;10^{-3}$</td>
</tr>
<tr>
<td>ANN</td>
<td>$&lt;10^{-3}$</td>
<td>$&lt;10^{-3}$</td>
<td>$&lt;10^{-3}$</td>
<td>$&lt;10^{-3}$</td>
<td>$&lt;10^{-3}$</td>
<td>$&lt;10^{-3}$</td>
<td>$&lt;10^{-3}$</td>
<td>$&lt;10^{-3}$</td>
</tr>
<tr>
<td>GPR</td>
<td>$&lt;10^{-3}$</td>
<td>$&lt;10^{-3}$</td>
<td>$&lt;10^{-3}$</td>
<td>$&lt;10^{-3}$</td>
<td>$&lt;10^{-3}$</td>
<td>$&lt;10^{-3}$</td>
<td>$&lt;10^{-3}$</td>
<td>$&lt;10^{-3}$</td>
</tr>
</tbody>
</table>
(b)

<table>
<thead>
<tr>
<th>$p$-value</th>
<th>D2</th>
<th>SNV</th>
<th>EMSC</th>
<th>EISC</th>
<th>OPLEC</th>
<th>ANN</th>
<th>GPR</th>
<th>LS-SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
</tr>
<tr>
<td>D2</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
</tr>
<tr>
<td>SNV</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
</tr>
<tr>
<td>EMSC</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>0.27</td>
<td>0.03</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
</tr>
<tr>
<td>EISC</td>
<td>0.78</td>
<td>0.71</td>
<td>&lt;10^{-3}</td>
<td>0.78</td>
<td>&lt;10^{-3}</td>
<td>0.63</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
</tr>
<tr>
<td>OPLEC</td>
<td>0.88</td>
<td>10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
</tr>
<tr>
<td>ANN</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
</tr>
<tr>
<td>GPR</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
</tr>
</tbody>
</table>

(c)

<table>
<thead>
<tr>
<th>$p$-value</th>
<th>D2</th>
<th>SNV</th>
<th>EMSC</th>
<th>EISC</th>
<th>OPLEC</th>
<th>ANN</th>
<th>GPR</th>
<th>LS-SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>&lt;10^{-3}</td>
<td>0.04</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
</tr>
<tr>
<td>D2</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
</tr>
<tr>
<td>SNV</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
</tr>
<tr>
<td>EMSC</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>0.43</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
</tr>
<tr>
<td>EISC</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
</tr>
<tr>
<td>OPLEC</td>
<td>&lt;10^{-3}</td>
<td>10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
</tr>
<tr>
<td>ANN</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
</tr>
<tr>
<td>GPR</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
<td>&lt;10^{-3}</td>
</tr>
</tbody>
</table>
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Figure 3.1 RMSEPs of different calibration techniques for (a) tablets; (b) wheat kernels; (c) gluten/starch power mixture.
Figure 3.1 gives RMSEPs averaged over 50 repeated random partitions of the three datasets for different calibration methods, and Table 3.2 shows the corresponding $p$-values of paired $t$-test. For “tablets” dataset, a general observation is that non-linear calibration models attain lower prediction error than linear methods. The only exception is that ANN gives the same RMSEP of 0.31 as OPLEC and their paired $p$-value is 0.27 ($>0.05$), suggesting statistically insignificant difference between these two methods. Among non-linear calibration methods, GPR achieves the best predictive accuracy in terms of its RMSEP (0.27) and $p$-values between GPR and other methods being less than 0.001. LS-SVM also gives satisfactory RMSEP of 0.29. Among linear calibration methods, OPLEC attains the best performance (RMSEP = 0.31, $p<0.05$ when compared with other linear methods); however, it does not outperform non-linear models. The second best linear method is EMSC (RMSEP = 0.34) followed by D1, SNV and EISC; the latter three methods have the same RMSEP (0.37) and $p>0.05$ between them, indicating similar prediction performance. Finally, D2 gives the largest RMSEP of 0.44.

For “wheat kernels” dataset, although RMSEPs of these techniques are similar, linear methods of EMSC, EISC, OPLEC and non-linear methods of ANN, GPR, LS-SVM still attain lower errors than D1, D2, SNV, and these better performances are statistically significant according to the paired $t$-test. Among these superior methods, GPR and EMSC achieve the most accurate prediction. The $p$-value between GPR and
EMSC is greater than 0.05, indicating that they have similar predictive capability. RMSEP of 0.46 for EISC, OPLEC, ANN and 0.48 for LS-SVM suggest they also give satisfactory and similar predictions.

For “gluten/starch” dataset, EMSC, OPLEC and GPR give especially low prediction errors (RMSEP are 0.005, 0.003 and 0.005, respectively) and $p$-values are all less than 0.001, implying that they achieve excellent predictive accuracy over other calibration methods. EISC also attains an acceptable performance in view of its RMSEP (0.010). The results of other calibration methods (D1, D2, SNV and ANN, LS-SVM) are unsatisfactory. It should be noted that the pure spectra of chemical constituents are available for the application of EMSC and EISC for this dataset. If this is not the case in practice, their prediction accuracy is likely to decrease. Overall, the best linear method (OPLEC) outperforms the best non-linear model (GPR) on this dataset.

To assess the robustness of calibration methods, the standard deviations of RMSEPs are shown in Figure 3.2. For “tablets” dataset, the standard deviations of ANN and LS-SVM are remarkably higher than the other methods, implying that ANN and LS-SVM are sensitive to variations in spectral data. For “wheat kernels” dataset, EMSC, OPLEC, ANN and GPR appear to be more robust than other techniques. For “gluten/starch” dataset, EMSC and OPLEC achieve outstanding robustness in terms of their very small standard deviations. Overall, no single method has shown consistently better robustness than all other methods. The robustness of regression
models can be enhanced by ensemble modeling of combining predictions from multiple models, for example, bootstrap aggregating (bagging) [71, 90]. Further investigation on ensemble modeling for calibration is given in the next chapter.

Figure 3.3 shows the prediction performance when pre-processing and non-linear models are combined. For “tablets” dataset, SNV is preferred to EMSC as a pre-processing method to be combined with non-linear models. The combination of EMSC with the three non-linear calibration models gives significantly higher RMSEPs than individual methods. For “wheat kernels”, only SNV+LS-SVM gives better results than individual methods. Indeed, all combinations attain similar RMSEPs. It may be concluded that for this dataset, the use of SNV or EMSC as pre-processing for non-linear models does not introduce significant benefit. For “gluten/starch” dataset, although the combination of EMSC+ANN gives better result than ANN, it does not surpass EMSC. RMSEPs of SNV+GPR, SNV+LS-SVM and SNV+ANN are lower than SNV, but still higher than GPR, LS-SVM and ANN. The predictive performances of other combinations are all worse than using individual techniques.
Figure 3.2 The standard deviations of RMSEPs for different calibration techniques: (a) tablets; (b) wheat kernels; (c) gluten/starch power mixture.
Figure 3.3 RMSEPs of combining pre-processing and non-linear calibration models for (a) tablets; (b) wheat kernels; (c) gluten/starch power mixture.
3.5 Summary

This chapter compares linear and non-linear modeling techniques for the calibration of NIR spectroscopy in the presence of light scattering effect. Although none of the techniques is always the best on all datasets, OPLEC and GPR are found to be the most promising in terms of their low prediction error. Compared with traditional pre-processing approaches (D1, D2 and SNV), the more recently developed methods (EMSC, EISC and OPLEC) are more favorable. This is due to better modeling of light scattering effect (such as including the wavelength terms $\lambda$ in the model) and more advanced parameter estimation strategy (such as that of OPLEC). Among the three non-linear models considered in this study, GPR is recommended since it consistently attained lower RMSEP than ANN and LS-SVM. Finally, the strategy of combining pre-processing and non-linear techniques does not always outperform individual techniques.

This work has been published in Analytical Letters (Wang et al. Analytical Letters, 2011, 44, 824–836); reuse in this chapter is under the permission of Taylor and Francis Ltd.
Chapter 4 Bagging for Robust Non-linear Multivariate Calibration

In the previous comparative study, non-linear calibration techniques have been found to give satisfactory prediction accuracy. However, their prediction performance may be sensitive to small changes in calibration data and/or model parameters in the sense that models based on different calibration data and/or initial parameters give different prediction errors as proved in Chapter 3. Therefore, bagging and subagging for non-linear calibration methods (specifically ANN and GPR) to obtain more accurate and robust predictions are investigated. In addition, the effect of the amount of sub-sampled training data on the prediction performance of subagging is examined, a topic that was not carefully examined in the literature of chemometric calibration. The results indicate that subagging is sensitive to the amount of sub-sampled data, which needs to be determined by the computationally intensive cross-validation method. Therefore, it is suggested that bagging be preferred to subagging.

Two publicly available near infrared (NIR) datasets form the basis of case study. When developing a calibration model, each dataset needs to be divided into training and testing data. It is crucial to ensure that the training/testing data are representative of the whole dataset in order to conduct reliable and meaningful evaluation. In Chapter 3, randomly splitting method is adopted to address this issue, since it is simple and data randomly sampled from a large set follow statistical distribution of
the entire dataset. However, it cannot prevent extrapolation problem and cannot guarantee that samples on the dataset boundary are included in training set [91]. Recently, a new partitioning strategy of SPXY algorithm (sample set partitioning based on joint x-y distances) [91], which is a development of the classic Kennard-Stone algorithm [92], has been devised. In this chapter, SPXY algorithm is applied to ensure that training/testing data are representative of the whole dataset.

### 4.1 Datasets

In order to validate the effectiveness of the proposed techniques of bagging/subagging, several datasets are tested, including the datasets used in Chapter 3. Satisfactory improvements of model robustness and prediction accuracy are observed for almost all of them. Here two NIR spectral datasets among them are displayed to demonstrate the usefulness of bagging/subagging. The first dataset is related to the transmittance spectra of wheat kernels, which is the same as used in Chapter 3 [25]. This dataset is divided into 415 and 108 samples for training and testing, respectively.

In order to show the wide applicability of bagging/subagging, the second dataset, which is named “meat” and different from the datasets used in Chapter 3, is adopted. This dataset is publicly available at http://lib.stat.cmu.edu/datasets/tecator. The data were collected on a Tecator Infratec Food and Feed Analyzer, consisting of 215 samples with 100 wavelengths in the range of 850-1050 nm. The objective of analysis
is to predict the contents of moisture (water), fat and protein in finely chopped meat.
In this study, the training data consist of 172 samples and the rest 43 samples are used for testing.

4.2 Statistical evaluation of bagging/subagging

Root mean square error of prediction (RMSEP) is also used to evaluate the performance of investigated calibration methods. To better evaluate the advantage of bagging/subagging, a relative RMSEP reduction is also calculated as [70]

$$\frac{\langle \text{RMSEP}_{\text{individual}} \rangle - \langle \text{RMSEP}_{(su)\text{bagging}} \rangle}{\langle \text{RMSEP}_{\text{individual}} \rangle} \times 100\%$$

(4.1)

which indicates the improvement of (su)bagging procedure with respect to ANN and GPR.

When dividing a limited dataset into training and testing data, the training and testing data should be representative of the entire dataset. For this purpose, SPXY algorithm [91] is employed in this chapter to extract the representative training data, while the rest are used for testing. The actual partition based on SPXY is dependent on the initially selected training sample. Hence, the SPXY-partition is repeated 20 times with randomly different initialization, and the average RMSEP of the 20 repeats is reported to evaluate the prediction performance. Note that SPXY algorithm is based on a linear distance function; nevertheless its effectiveness for non-linear regression models has been reported in the literature [93].
For benchmark comparison, bagging/subagging is also applied to linear PLS method, with the number of latent variables (LVs) being selected by five-fold random-splitting cross-validation. For the purpose of studying the influence of the amount of sub-sampled training data on the prediction performance of subagging, different ratios of sub-sampled/whole training data (i.e. $P/I$) from 0.1 to 1 with a step of 0.1 is tried. In practice, this ratio should be selected automatically, and a four-fold random-splitting cross-validation is used in this study. For the purpose of bagging/subagging, 20 models are developed for PLS, ANN and GPR. The selection of 20 models is supported by a preliminary study to be explained in the next section. Prior to developing non-linear calibration methods (ANN and GPR), PLS is applied to reduce the dimension of spectral data, which is the same as in Chapter 3.

All computation was carried out in Matlab 7.5. Matlab PLS toolbox version 5.2 (Eigenvector Research, Inc., Wenatchee, WA, USA) was used to perform PLS. Matlab Neural Network toolbox was employed for the implementation of ANN. Matlab code for Gaussian process was described in [55] and is available at http://www.gaussianprocess.org/gpml/code/matlab/doc/. The computation time was based on a Pentium 2.4 GHz desktop computer with 1 GB memory running Windows Vista.
4.3 Results and discussion

Figure 4.1 Prediction errors of single (a) GPR (b) ANN and (c) PLS model, and bagging (d) GPR (e) ANN and (f) PLS model on “wheat kernels” set.

Figure 4.1 illustrates the capability of bagging to improve model robustness on “wheat kernels” dataset. Figure 4.1(a), (b), and (c) display RMSEPs of 50 individual GPR, ANN and PLS models, respectively. The prediction performances of 50 models,
developed from the re-sampled training data with replacement, are quite different, indicating the instability of a single GPR, ANN or PLS model. Figure 4.1(d), (e), and (f) show that bagging improves calibration accuracy and robustness. It appears that the combination of 10 or more models results in satisfactory prediction. (The results, similar to Figure 4.1, are obtained for subagging and thus not repeated here.) However, in order to obtain additional assurance, bagging/subagging with 20 individual models are adopted subsequently.

Table 4.1 shows RMSEPs of individual calibration methods (PLS, GPR and ANN) and subagging GPR, ANN and PLS, and the relative improvement of prediction accuracy by using subagging with different sub-sampling ratios for “wheat kernels” data. All results (including RMSEP and its improvement, the number of LVs and computational time) are averaged over 20 repeated partitions of the dataset via SPXY algorithm. For this dataset, individual GPR and ANN give better performance than PLS, and their RMSEPs are 0.45 and 0.48, respectively. Then, the effect of different sub-sampling ratios of the training data on predictive performance is investigated. Table 4.1 shows that for the ratios of 0.1 to 0.6, RMSEPs of subagging GPR are higher than individual GPR because the sub-sampled training data are not sufficient to cover the variation of the entire dataset. From the ratio of 0.7, RMSEP of subagging GPR starts to be lower than individual GPR. At the ratios of 0.8 and 0.9, it attains the greatest improvement of 10.4%. Subagging ANN gives the similar prediction performance to subagging GPR, and also achieves satisfactory
improvement. However, subagging PLS does not achieve better performance than PLS at any ratio. Figure 4.2 displays the RMSEP trend of subagging GPR, ANN and PLS. It can be observed that in general, RMSEP of subagging decreases with the increased sub-samples. The only exception is at “ratio = 1” for subagging GPR and ANN, where RMSEP is higher than at the ratio of 0.9. In fact, “ratio = 1” essentially means no sub-sampling and the 20 models are developed from the same original data but with different initialization of parameter values. Note that for non-linear regression, parameter estimation is a non-linear optimization problem and usually results in different estimates. Combining these 20 models helps to reduce model sensitivity to the variation of parameters (but not to the variation of data). Therefore, subagging at “ratio = 1” is not preferred.

Previous study indicated that subagging is a useful variant of the original bagging algorithm with similar prediction performance but improved computational efficiency, because it uses less data [36]. However, the results in Table 4.1 suggest that the selection of sub-sampling ratio is crucial to the success of subagging, and it should be accomplished by cross-validation, which consumes a large amount of time. In order to confirm this, Table 4.2 summarizes the prediction accuracy and computation time of various methods on “wheat kernels” dataset. Comparing Table 4.1 and 4.2, it is clear that if the optimal ratio is known a priori, subagging gives similar accuracy but requires less computation than bagging. This advantage is especially remarkable for GPR since its computation increases in cubic order with the
increase of data [55]. However, the need of cross-validation dramatically increases the computation time of subbaging. For example, subagging GPR and ANN by cross-validation took approximately 385.05 and 24.63 minutes, respectively, as compared with 76.51 and 0.60 minutes for bagging. Hence, in practice bagging is preferred to subagging. For the other dataset of “meat”, only bagging is further investigated.

**Figure 4.2** RMSEPs of subagging GPR, ANN and PLS at different sub-sampling ratios on “wheat kernels” dataset.

The “meat” dataset is further used to validate the performance of bagging, whereby the results are summarized in Table 4.3. The results on “meat” dataset are similar to those on “wheat kernels”: the prediction accuracy of GPR and ANN is better than PLS; bagging GPR and ANN give superior accuracy to individual methods.
in most cases; bagging PLS does not achieve significant improvement. In more details, for the moisture content, bagging attains excellent improvement of 16.9% and 11.1% on GPR and ANN, respectively. For the prediction of fat, bagging GPR shows outstanding prediction (relative improvement of 39.8%), while bagging ANN also performs satisfactorily in term of 7.2% improvement. For the protein, bagging GPR does not show any advantage; but the results of bagging ANN are favorable with 14.5% improvement.

4.5 Summary

This chapter explores the application of bagging/subagging for non-linear calibration of NIR spectroscopy with the aim to improve prediction accuracy and model robustness. The results have confirmed the effectiveness of bagging non-linear models (GPR and ANN), while bagging linear PLS does not show significant advantage. Subagging possesses similar prediction performance to bagging. However, in practice the sub-sampling ratio of subagging needs to be optimized by cross-validation, which greatly increases the computation load. Therefore, bagging is recommended in practice. Clearly, by using multiple models, the computational cost at the model development stage inevitably multiplies. However, improved prediction accuracy as demonstrated in this chapter may well justify the additional computation, which is becoming an inexpensive resource with the rapid development of computers.
This work has been published in Chemometrics and Intelligent Laboratory Systems (Wang et al. Chemometrics and Intelligent Laboratory Systems, 2010, 105, 1–6); reuse in this chapter is under the permission of Elsevier Global Rights Department.
Table 4.1 Results of individual calibration methods (GPR, ANN, PLS) and those of subagging with different ratios of sub-sampled training data on “wheat kernels” dataset.

RMSEP_{GPR} = 0.48; RMSEP_{ANN} = 0.45; RMSEP_{PLS} = 0.49.

<table>
<thead>
<tr>
<th>Ratio</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subagging</td>
<td>RMSEP</td>
<td>0.76</td>
<td>0.74</td>
<td>0.72</td>
<td>0.68</td>
<td>0.59</td>
<td>0.51</td>
<td>0.44</td>
<td>0.43</td>
<td>0.43</td>
</tr>
<tr>
<td>_GPR Improvement</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>8.3%</td>
<td>10.4%</td>
<td>10.4%</td>
</tr>
<tr>
<td>No. of LVs</td>
<td>9.8</td>
<td>10.0</td>
<td>10.5</td>
<td>11.1</td>
<td>11.3</td>
<td>11.6</td>
<td>11.7</td>
<td>11.9</td>
<td>11.9</td>
<td>11.9</td>
</tr>
<tr>
<td>Time (min)</td>
<td>2.07</td>
<td>2.88</td>
<td>3.48</td>
<td>4.86</td>
<td>7.59</td>
<td>10.74</td>
<td>26.19</td>
<td>38.22</td>
<td>44.73</td>
<td>64.11</td>
</tr>
<tr>
<td>Subagging</td>
<td>RMSEP</td>
<td>0.48</td>
<td>0.46</td>
<td>0.45</td>
<td>0.43</td>
<td>0.43</td>
<td>0.42</td>
<td>0.42</td>
<td>0.42</td>
<td>0.42</td>
</tr>
<tr>
<td>_ANN Improvement</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>4.4%</td>
<td>4.4%</td>
<td>6.7%</td>
<td>6.7%</td>
<td>6.7%</td>
<td>6.7%</td>
</tr>
<tr>
<td>No. of LVs</td>
<td>9.8</td>
<td>10.0</td>
<td>10.4</td>
<td>11.0</td>
<td>11.3</td>
<td>11.7</td>
<td>11.7</td>
<td>11.9</td>
<td>11.9</td>
<td>11.9</td>
</tr>
<tr>
<td>Time (min)</td>
<td>0.51</td>
<td>0.52</td>
<td>0.50</td>
<td>0.50</td>
<td>0.53</td>
<td>0.53</td>
<td>0.55</td>
<td>0.56</td>
<td>0.59</td>
<td>0.66</td>
</tr>
</tbody>
</table>
Table 4.2 A summary of results for individual calibration methods, bagging, and subagging by cross-validation on “wheat kernels” dataset.

<table>
<thead>
<tr>
<th>Methods</th>
<th>GPR</th>
<th>Subagging</th>
<th>Bagging</th>
<th>ANN</th>
<th>Subagging</th>
<th>Bagging</th>
<th>PLS</th>
<th>Subagging</th>
<th>Bagging</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>_GPR</td>
<td>_GPR(CV)</td>
<td>_GPR</td>
<td>_ANN</td>
<td>_ANN(CV)</td>
<td>_ANN</td>
<td>_PLS(CV)</td>
<td>_PLS</td>
<td></td>
</tr>
<tr>
<td>RMSEP</td>
<td>0.48</td>
<td>0.43</td>
<td>0.41</td>
<td>0.45</td>
<td>0.42</td>
<td>0.42</td>
<td>0.49</td>
<td>0.49</td>
<td>0.49</td>
</tr>
<tr>
<td>Improvement</td>
<td>-</td>
<td>10.4%</td>
<td>14.6%</td>
<td>-</td>
<td>6.7%</td>
<td>6.7%</td>
<td>-</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>No. of LVs</td>
<td>12.0</td>
<td>11.9</td>
<td>18.0</td>
<td>12.0</td>
<td>11.8</td>
<td>18.9</td>
<td>11.9</td>
<td>11.7</td>
<td>18.6</td>
</tr>
<tr>
<td>Time (min)</td>
<td>2.82</td>
<td>385.05</td>
<td>76.51</td>
<td>0.03</td>
<td>24.63</td>
<td>0.60</td>
<td>0.02</td>
<td>7.47</td>
<td>0.30</td>
</tr>
</tbody>
</table>
Table 4.3 Summary of results for individual calibration methods (GPR, ANN, PLS) and bagging GPR, ANN, PLS on “meat” dataset: (a) Moisture; (b) Fat; (c) Protein.

(a)

<table>
<thead>
<tr>
<th>Methods</th>
<th>GPR</th>
<th>Bagging_GPR</th>
<th>ANN</th>
<th>Bagging_AN</th>
<th>PLS</th>
<th>Bagging_PLS</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSEP</td>
<td>0.77</td>
<td>0.64</td>
<td>0.99</td>
<td>0.88</td>
<td>2.68</td>
<td>2.61</td>
</tr>
<tr>
<td>Improvement</td>
<td>-</td>
<td>16.9%</td>
<td>-</td>
<td>11.1%</td>
<td>-</td>
<td>2.6%</td>
</tr>
<tr>
<td>No. of LVs</td>
<td>16.2</td>
<td>14.9</td>
<td>16.0</td>
<td>19.0</td>
<td>17.1</td>
<td>19.5</td>
</tr>
<tr>
<td>Time (min)</td>
<td>0.30</td>
<td>9.96</td>
<td>0.03</td>
<td>0.72</td>
<td>0.01</td>
<td>0.25</td>
</tr>
<tr>
<td>Methods</td>
<td>GPR</td>
<td>Bagging_GPR</td>
<td>ANN</td>
<td>Bagging_ANN</td>
<td>PLS</td>
<td>Bagging_PLS</td>
</tr>
<tr>
<td>-----------</td>
<td>-----</td>
<td>-------------</td>
<td>-----</td>
<td>-------------</td>
<td>-----</td>
<td>-------------</td>
</tr>
<tr>
<td>RMSEP</td>
<td>0.83</td>
<td>0.50</td>
<td>0.83</td>
<td>0.77</td>
<td>3.02</td>
<td>2.96</td>
</tr>
<tr>
<td>Improvement</td>
<td>-</td>
<td>39.8%</td>
<td>-</td>
<td>7.2%</td>
<td>-</td>
<td>2.0%</td>
</tr>
<tr>
<td>No. of LVs</td>
<td>16.2</td>
<td>14.7</td>
<td>16.6</td>
<td>19.3</td>
<td>16.5</td>
<td>18.4</td>
</tr>
<tr>
<td>Time (min)</td>
<td>0.30</td>
<td>9.15</td>
<td>0.03</td>
<td>0.78</td>
<td>0.01</td>
<td>0.24</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Methods</th>
<th>GPR</th>
<th>Bagging_GPR</th>
<th>ANN</th>
<th>Bagging_ANN</th>
<th>PLS</th>
<th>Bagging_PLS</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSEP</td>
<td>0.40</td>
<td>0.41</td>
<td>0.55</td>
<td>0.47</td>
<td>0.54</td>
<td>0.54</td>
</tr>
<tr>
<td>Improvement</td>
<td>-</td>
<td>-2.5%</td>
<td>-</td>
<td>14.5%</td>
<td>-</td>
<td>0%</td>
</tr>
<tr>
<td>No. of LVs</td>
<td>14.3</td>
<td>14.0</td>
<td>14.4</td>
<td>16.4</td>
<td>14.3</td>
<td>16.1</td>
</tr>
<tr>
<td>Time (min)</td>
<td>0.27</td>
<td>9.63</td>
<td>0.03</td>
<td>0.63</td>
<td>0.01</td>
<td>0.24</td>
</tr>
</tbody>
</table>
Chapter 5 Penalized Regression Methodology with Variable Selection

In Chapters 3 & 4, different chemometric techniques are investigated to improve the prediction accuracy of multivariate calibration, including pre-processing techniques, non-linear calibration methods, and bagging/subagging for non-linear calibration methods. In these techniques, all variables are employed as predictors in the calibration model. However, not all variables provide useful information for the prediction of the analyte property in the sense that some variables may have no contribution or even negative contribution to the calibration model. Furthermore, when all variables are included in the calibration model, the dimension is very high (usually several hundred), leading to heavy computation load and high variance in parameters. Therefore, selecting informative variables becomes crucial, since it can not only improve prediction accuracy, but also reduce calculation burden. However, selecting variables is not always feasible, since traditional variable selection algorithms such as UVE require complex calculation procedure, requiring heavy computation as well. Therefore, the variable selection algorithm with less computation load needs to be developed. In this chapter, two penalization algorithms with variable selection by using LASSO, penalized linear regression (PLR) and penalized Gaussian process regression (PGPR), are investigated. In these two algorithms, variable selection is carried out in the process of estimating model parameters, making the computation procedure become more simple and applicable.

These two algorithms are similar in the way that LASSO is applied to penalize the
model parameters which are estimated by minimizing the target function in Eq. (2.28) and Eq. (2.32), respectively. In PLR, LASSO is used to penalize the linear regression parameters $\eta$, while in PGPR LASSO is used to penalize the hyper-parameters $w$. In these two penalization techniques, by limiting the absolute length, magnitude of some parameters will become small while others may become very large. The larger of the magnitude is, the more relevant the corresponding variable is to the analyte property. Small values indicate that the corresponding variables might be nuisance factors. By setting certain smaller regression parameters to zero, unrelated variables can be eliminated. After the regression parameters with small estimated magnitude are removed and large ones are kept, regression is repeated. This is the principle of penalized regression with variable selection, in which variable selection and parameter estimation are coped with simultaneously. In this chapter, in order to illustrate the effectiveness of variable selection in penalized regressions, the prediction performance of PLR, PLR with variable selection (PLR-VS), PGPR and PGPR with variable selection (PGPR-VS) are compared. The difference between penalized regression with variable selection and penalized regression is that in penalized regressions with variable selection, LASSO is first applied to select the important variables which have large magnitude, and then only the selected variables are applied in the regression algorithm, while in penalized regression, unrelated variables are not eliminated before applying the regression algorithm. Without variable selection, penalized regression requires more computation since more regression parameters are included in the calibration model.
5.1 Computation issues

This study is evaluated on “wheat kernels” NIR dataset as done in the previous chapters. This dataset is divided into the training set with 415 samples and testing set with 108 samples as in the original paper [25]. Since the spectra in this dataset are deeply influenced by light scattering effect, EMSC is first used to pre-process the raw data, and then PLR or PGPR is applied. For benchmark comparison, PLS pre-processed by EMSC is also investigated, in which the number of latent variables (LVs) are selected by five-fold random-splitting cross-validation. In PGPR, the log values of hyper-parameters are used to avoid the constrained optimization problem. In addition, when optimizing the hyper-parameters in PGPR, it can be easily trapped in local optima. Therefore, the optimization process is repeated five times, and the estimates with the smallest $l_p$ in Eq. (2.32) are selected as the final results.

The Lagrange parameter $\kappa$ is optimized by five-fold random-splitting cross-validation. When minimizing the target function to estimate model parameters, it is important to select the appropriate initial values of parameters in order to obtain stable convergence. In PLR, the minimum length least squares (MLLS) estimate is a good choice for the initial values of $\eta$ [38]. The MLLS estimate is expressed as $\eta_0 = (X^T X)^- X^T y$, where $(X^T X)^-$ is Moore-Penrose inverse. In PGPR, the initial log values of hyper-parameters $w_j$ are set to zero. Since the response analyte is only related to a few predictors, the values of the significant nonzero parameters will deviate from zero very fast, while for the nuisance parameters, their value will stay at near zero.
5.2 Results and discussion

Figure 5.1 The regression parameters in EMSC-PLS. (X-axis represents the number of the parameters, while Y-axis is the value of the parameters.)

Through five-fold random-splitting cross-validation method, the Lagrange parameter $\kappa$ in EMSC-PLR is optimized at $9.2 \times 10^{-4}$, and $\kappa$ in EMSC-PGPR is determined to be 0.4528. For comparison, the regression parameters in PLS pre-processing by EMSC are displayed in Figure 5.1. It can be observed that the absolute values of very few parameters are close to zero. Figure 5.2 (a) displays the regression parameters $\eta$ in EMSC-PLR. From the figure, it can be seen that the absolute values of some estimates are very large (from several hundred to several thousand), while some are very small (close to zero). In EMSC-PLR-VS, the estimates whose absolute values are less than $10^{-3}$ are set to zero as shown in Figure 5.2(b). The threshold of $10^{-3}$ is selected according to its influence on the balance of model prediction and computation load. If the threshold is $< 10^{-3}$, it needs more
Figure 5.2 The regression parameters $\eta$ in (a) EMSC-PLR; (b) EMSC-PLR with variable selection. (X-axis represents the number of the parameters, while Y-axis is the value of the parameters.)
Figure 5.3 The hyper-parameters $w$ in (a) EMSC-PGPR; (b) EMSC-PGPR with variable selection. (X-axis represents the number of the parameters, while Y-axis is the value of the parameters.)

computaions but with almost the same prediction performance, while if the threshold is $> 10^{-3}$, prediction performance could become worse although with less computation. After variable selection, the number of predictors are reduced from 100 to 45. The
hyper-parameters \( \mathbf{w} \) in EMSC-PGPR are depicted in Figure 5.3(a). Different from the parameters \( \mathbf{\eta} \) in EMSC-PLR, the values of \( \mathbf{w} \) are much larger and few of them are close to zero. This may be because the log values of hyper-parameters are adopted to avoid the constrained optimization problem. However, some of them still have especially large values compared with others. The values of hyper-parameters, which is less than \( 10^6 \), are set to \( 10^0 \) as shown in Figure 5.3(b). The selection principle of the threshold \( 10^6 \) is the same as EMSC-PLR. In EMSC-PGPR-VS, 46 predictors remain. From these figures, the effectiveness of penalized methods can be observed in terms of eliminating uninformative variables compared with the traditional regression technique of PLS.

The predictive performance of EMSC-PLR, EMSC-PLR-VS, EMSC-PGPR, and EMSC-PGPR-VS are compared with the baseline methods of PLS and EMSC-PLS, which are displayed in Table 5.1. From the table, it can be observed that light scattering effect in the dataset is largely removed by EMSC, since RMSEP is reduced from 0.63 of PLS to 0.41 of EMSC-PLS. EMSC-PLR achieves superior prediction performance than EMSC-PLS according to its RMSEP of 0.39. However, EMSC-PGPR just gives the same prediction performance since its prediction error is the same as EMSC-PLS. After eliminating some unrelated estimates, penalized regressions with variable selection (both EMSC-PLR-VS and EMSC-PGPR-VS) give slightly better prediction performance than EMSC-PLR and EMSC-PGPR, since their prediction errors are reduced 0.01. This indicates the success of penalized regressions with variable selection that they can achieve a litter better prediction results with fewer predictors.
Table 5.1 RMSEP of EMSC, EMSC-PLR, EMSC-PLR-VS, EMSC-PGPR, and EMSC-PGPR-VS.

<table>
<thead>
<tr>
<th>Methods</th>
<th>PLS</th>
<th>EMSC-PLS</th>
<th>EMSC-PLR</th>
<th>EMSC-PLR-VS</th>
<th>EMSC-PGPR</th>
<th>EMSC-PGPR-VS</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSEP</td>
<td>0.63</td>
<td>0.41</td>
<td>0.39</td>
<td>0.38</td>
<td>0.41</td>
<td>0.40</td>
</tr>
</tbody>
</table>

5.3 Summary

Traditionally, variable selection and parameter estimation have been usually treated separately, and the algorithms of variable selection are usually very fuzzy. In this chapter, two techniques of penalized regressions with variable selection (PLR-VS and PGPR-VS) that can deal with variable selection and parameter estimation simultaneously are investigated. After eliminating unrelated predictors, EMSC-PLR-VS gives better prediction results than the benchmark calibration method of EMSC-PLS. However, the prediction performance of EMSC-PGPR-VS is not superior to EMSC-PLS. The reason may be that the selected linear covariance function in Eq. (2.30) cannot account for the relationship between the spectra and analyte property accurately. Therefore, more suitable covariance functions need to be further studied in the future.
Chapter 6 Chemometric Determination of the Length Distribution of Single Walled Carbon Nanotubes

6.1 Introduction

Single walled carbon nanotubes (SWCNTs) are hollow cylinders with one atomic layer of graphene wall, lengths ranging from tens of nanometers to centimeters. SWCNTs have versatile applications including transistors, conductive films, sensors, probes, mechanical reinforcements, hydrogen storage and catalytic supports because of their excellent electrical, mechanical, thermal, optical and biological properties [94]. The macroscopic properties of SWCNTs depend on the underlying atomic characteristics, such as diameter, chirality and length [95]. Current synthesis methods do not ensure the uniformity of the structure and properties of SWCNTS, a fact that has hindered various potential applications. To overcome this barrier, significant research efforts have been dedicated to sorting SWCNTs according to diameter, metallicity and chirality [95-97]. Separation by length is especially useful because the electronic, optical and chemical properties of SWCNTs are significantly affected by their length [98-100]. Length sorting may be also necessary as a preliminary step to obtain high purity monodisperse samples [101, 102]. Furthermore, toxicity of SWCNTs is often associated with their length. Length-dependent SWCNT uptake by cells has been observed [103].

In recent years, Fagan et al. have observed length-dependent optical effects in SWCNTs [99]. In general, when a light beam encounters particles, such as nanotubes,
both scattering and absorption can consume energy, a phenomenon known as light extinction [104]. The law of conservation of energy requires that $\sigma_{\text{ext}} = \sigma_a + \sigma_s$, where $\sigma_{\text{ext}}$, $\sigma_a$, and $\sigma_s$ are the cross sections of particles from extinction, absorption, and scattering, respectively [104]. Having the dimension of the area, cross sections reflect the probability for an event to occur. When a particle’s radius ($r$) is comparable to the wavelength of light ($\lambda$), Mie theory [104] indicates that $\sigma_s$ varies in the order of $r^6$, while $\sigma_a$ varies in the order of $r^3$ only. Therefore, for nano-scale particles, absorption is predominant over scattering [105]. This has been reported in both experimental and theoretical studies [105]. For instance, $\sigma_s/\sigma_a$ of gold nanospheres with radius of 10 nm under 521 nm light is only 0.01 [106]. A recent study has showed that scattering from larger diameter multiple walled carbon nanotubes (MWCNTs) is minor (< 8%) in light extinction over the wavelength range of 300-1300 nm [107]. Thus, it is reasonable to hypothesize that absorption spectroscopy may be an effective tool to measure the length of SWCNTs. Indeed, Fagan et al. have showed that optical absorption of SWCNTs has a nearly linear dependence on the mean (average) length [99]. The absorption peak intensity at optical resonance (absorbance at 984 nm) verses absorbance baseline (at 775 nm) has been found to scale almost linearly with the mean length of nanotubes up to 1 µm (note that the diameter of SWCNTs is around 1 nm only). A simple physical argument has been also proposed to relate the length dependence in SWCNT absorption to the localization of a bound exciton along the backbone of nanotubes, suggesting a quantitative link between the nanotube length and oscillator strength for quasi-one-dimensional ordered nanostructures [99]. In the Rayleigh regime, the bound exciton is localized on a length scale much smaller than the length of nanotube, implying that the imaginary
part of SWCNT dielectric response function is proportional to the nanotube length. Later, an empirical formula, given below, has been applied to predict the mean length of SWCNTs obtained from length sorting based on their optical absorbance [108]:

\[
l(nm) = \left( \frac{\text{Absorbance} (984 \text{ nm})}{\text{Absorbance} (775 \text{ nm})} - 0.842 \right) \times 160.4 \text{ nm}
\]  

(6.1)

However, because of overlapping of optical absorbance from SWCNTs at different lengths, predicting length distribution has not been explored in this literature.

Multivariate chemometric calibration methods can utilize measured spectra to predict the corresponding analyte properties (SWCNT length distribution in this work). For this purpose, partial least squares (PLS) regression is a widely used linear calibration method. However, non-linear variations can be induced in spectra because of external disturbances, mainly baseline shift/noise in this study. This is usually the results of differences in sample homogeneity, temperature variation during analysis, and so on, giving rise to non-linear spectral data. In the literature, baseline and other noises can be addressed by using pre-processing methods and/or non-linear calibration models [109]. Typical pre-processing methods to remove non-linearity in spectral data include the first (D1) and second derivatives (D2) [17, 23], standard normal variate (SNV) [24], extended multiplicative signal correction (EMSC) [21], and extended inverted signal correction (EISC) [25]. Alternatively, non-linear calibration methods, such as artificial neural network (ANN) [27-29], and Gaussian process regression (GPR) [10], are capable of directly modeling the non-linearity in spectra.

Transmission electron microscope (TEM) and atomic force microscope (AFM) are the most widely used methods to quantify the length distribution of SWCNTs currently. However, sample preparation for TEM and AFM is often time-consuming...
and tedious. Visual inspection and image processing can also introduce errors. In this chapter, the length distribution of sorted SWCNTs is first determined by AFM and used as the reference value for calibration. Their absorbance spectra are then measured in ultraviolet-visible near-infrared (UV-vis-NIR) absorption spectrometer. An existing method [108] to determine the mean length of SWCNTs from absorption spectra is extended in this work to predict the entire length distribution. In addition, advanced multivariate chemometric methods are adopted and compared for calibration purpose, in contrast to using an empirical formula of Eq. (6.1) in the previously reported work [108]. The results show that excellent prediction accuracy can be achieved by using chemometric techniques. In summary, absorption spectroscopy in conjunction with proper calibration technology is an effective analytical tool to complement the time-consuming, laborious and expensive AFM (or TEM) analysis for SWCNT research.

6.2 Dataset

SWCNTs (8, 10, and 12 mg, respectively) synthesized by CO decomposition on cobalt-molybdenum catalysts were dispersed in 10 mL of 2 wt% aqueous sodium deoxycholate (DOC) solution. Therefore, three concentrations (0.8 mg mL\(^{-1}\), 1.0 mg mL\(^{-1}\), and 1.2 mg mL\(^{-1}\)) of SWCNTs could be obtained. Then SWCNT suspensions were centrifuged to remove large nanotube bundles and other impurities. After centrifugation, supernatants of SWCNT suspensions containing individualized nanotubes were further sorted by length using the density gradient ultracentrifuge (DGU) method [108, 110, 111]. Afterwards, dispersion in the centrifugation tube was
extracted in ten individual fractions which are labeled from “1f” (the topmost layer) to “10f” (the bottom layer), respectively.

AFM was employed to characterize the length distribution of sorted SWCNT fractions. UV-vis-NIR spectra were recorded on a Varian Cary 5000 UV-vis-NIR spectrophotometer from 400 to 1350 nm with 1 nm increments. Therefore, 951 variables were obtained in this dataset. In total, length distributions of 21 length-sorted SWCNT samples were collected, which were from three different initial SWCNT concentrations: eight samples (3f-10f) from 0.8 mg mL⁻¹, seven samples (4f-10f) from 1.0 mg mL⁻¹, and six samples (5f-10f) from 1.2 mg mL⁻¹. The three concentrations correspond to three batches of centrifugation, thus referred to as “batches” hereafter, whilst the extracted layers of SWCNTs are termed “samples”. Some topmost layers from sorted samples obtained using higher initial SWCNT concentrations were discarded, because those sorted layers have a poor separation resolution due to the increase of the initial SWCNT concentration.

6.3 Chemometric prediction of the length distribution

Chemometric methods are applied to predict the length distribution of sorted SWCNTs from the corresponding absorption spectroscopy. Five pre-processing techniques (D1, D2, SNV, EMSC, and EISC) in conjunction with PLS and two non-linear calibration models (ANN and GPR) are evaluated to search for the optimal method. The results of PLS without pre-processing are reported as benchmark. The number of latent variables (LVs) in PLS is selected by five-fold random-splitting cross-validation. In addition, a simple “average prediction” method is used as the
bottom-line technique to test the usefulness of sophisticated calibration models, where the average of analyte properties of the calibration dataset is used as prediction. Similar to Chapters 3 & 4, PLS is also applied to reduce the dimension of the data prior to developing non-linear calibration methods of ANN and GPR.

The method of leave-one-out cross-validation (LOO-CV) is used to evaluate the chemometric techniques. In LOO-CV, one sample is chosen for prediction, while the remaining 20 samples are used as the reference data for developing the calibration model. This step is repeated until each sample has been used once for prediction. However, the left-out sample is related to other samples from the same centrifugation batch and is thus not independent. To resolve this issue, the method of leave-one-batch-out cross-validation (LOBO-CV) is also investigated, where samples from one batch are treated as the testing data while samples from the other two batches are used for developing the calibration model. This is repeated three times so that samples from each centrifugation batch have been used once for testing. LOO-CV and LOBO-CV rather than random splitting used in Chapter 3 and SPXY algorithm used in Chapter 4 are used in this chapter, since samples are so limited (only 21 samples) in this dataset that randomly splitting and SPXY algorithm are not reliable.

From the measured nanotube length by AFM, it is found that the length approximately follows lognormal distribution. Indeed, lognormal distribution is widely accepted to describe the distribution of size/length of particles [112-114]. A lognormal distribution is solely determined by two parameters: the mean (µ) and standard deviation (σ) of natural logarithm of a random variable (i.e. the length). Therefore, µ and σ are treated as analyte properties to be predicted by chemometric
calibration models.

Relative root mean square error (RRMSE) and coefficient of determination ($R^2$) are used to evaluate the performance of different calibration methods; RRMSE is defined as

$$\sqrt{(1/I) \sum_{i=1}^{I} \left( \frac{(y_i - \hat{y}_i)}{y_i} \right)^2}$$  \hspace{1cm} (6.2)

where $y_i$ is the actual analyte (either $\mu$ or $\sigma$) for the $i^{th}$ sample determined by AFM, $\hat{y}_i$ is the chemometric prediction from spectral data, and $I$ is the number of samples. RRMSE instead of RMSE is adopted in this chapter since from RRMSE it can be more obvious to see how much the predicted analyte deviates from the measured analyte. In previous chapters, comparison of the prediction performance of different calibration strategies is the main investigation purpose, which can be seen from their RMSEs. However, in this chapter, besides comparing the prediction performance of different calibration methods, it also would like to know the difference between the predicted and measure analyte property. As a result, RRMSE is preferred. $R^2$ is a selection criterion of regression models, which is very useful when it is unknown what type of model a dataset belongs to. In the previous chapters, $R^2$ is not given since in many literatures these calibration models have already been demonstrated to be suitable to account for the datasets. However, in this chapter, it is unknown whether these calibration models are suitable to the SWCNT data, thereby $R^2$ is investigated. RRMSE and $R^2$ on the parameters of log-normal distribution are indirect measures for prediction accuracy, since it is the distribution itself that is of ultimate interest. Another measure, Jensen-Shannon (J-S) divergence originally developed in the community of information theory and statistics [38], is used to directly quantify the
difference between the predicted and reference distributions. For continuous distributions with density functions \( p(x) \) and \( q(x) \), e.g. \( p(x) \) being the reference (true) distribution and \( q(x) \) being the predicted distribution, J-S divergence is defined as

\[
D(p, q) = \frac{1}{2} \int \left[ p(x) \log_2 \frac{2p(x)}{p(x) + q(x)} + q(x) \log_2 \frac{2q(x)}{p(x) + q(x)} \right] dx
\]  

(6.3)

J-S divergence is between zero and unity; zero means that two distributions are exactly the same whilst one means they are extremely different.

### 6.4 Results and discussion

The UV-vis-NIR spectra of SWCNT fractions extracted from the centrifugation tube are shown in Figure 6.1. Sorted SWCNTs show clear length dependence of the absorption spectra, similar to the previously reported findings [99, 108]. Longer SWCNTs display stronger optical feature. All absorption data are scaled to the same concentration at 775 nm, following the method proposed by Fagan et al. [99]. The 775 nm is selected as the reference for scaling because there is little contribution from any SWCNTs or graphitic carbon feature to the absorption around this wavelength. Such scaling helps alleviate the impact of SWCNT concentration on spectra, and thus, the scaled absorption spectra are mainly a function of the length of SWCNTs. The decrease of absorption intensity above 1200 nm comes from density medium. The histogram and fitted length distributions of nine selected nanotube samples obtained by AFM studies are presented in Figure 6.2. AFM results confirm that the length of these sorted SWCNTs follows a lognormal distribution. Afterwards, different chemometric calibration techniques are applied to predict the mean and standard
deviation of SWCNTs’ log-length based on their scaled absorption spectra from 400 to 1350 nm.

**Figure 6.1** Absorbance spectra of length-sorted SWCNT fractions after scaling at 775 nm. Note that “1f” and “2f”, corresponding to samples from the top of the centrifugation tube, contains few nanotubes, and thus their spectra are removed from analysis. The absorption spectra of the starting material before separation (dashed line and denoted “AP”) is shown as a reference.
Figure 6.2 The length distribution of sorted SWCNT samples obtained from AFM analysis. The red solid line represents the fitted log-normal distribution. The bars represent the histogram from AFM measure.

Five linear calibration methods (D1, D2, SNV, EMSC, and EISC) and two non-linear calibration methods (ANN and GPR) are evaluated to find the optimum calibration method. Table 6.1 shows the number of latent variables (LVs), RRMSE, $R^2$ and J-S divergence of different chemometric calibration techniques by using the method of LOO-CV. The values of J-S divergence in the table are the average of all testing samples. All methods are better than the baseline average prediction (labeled “Ave. Pred.” in the table). The measures of RRMSE and $R^2$ indicate that EMSC, EISC and GPR attain outstanding accuracy in predicting the log-mean length (GPR being the best according to its RRMSE). In addition, EMSC and EISC achieve superior performance for the log-standard deviation (EISC being slightly better). A general trend in Table 6.1 is that the prediction of the mean is more accurate than the standard deviation. This phenomenon suggests that prediction of the first-order information carried by the mean is easier than that of the second-order information carried by the
standard deviation, which is consistent with statistical intuitions. In addition, lower-order information usually has higher influence on the entire probability distribution. The overall prediction accuracy can be assessed by the J-S divergence, which suggests that EMSC, EISC and GPR are effective calibration methods for this dataset. The effectiveness of EISC as a representative pre-processing method is further illustrated in Figure 6.3, which clearly shows that baseline shift/noise has been largely removed, giving rise to improved calibration models.

Figure 6.3 The spectra before and after pre-processing by EISC.
Table 6.1 The LOO-CV calibration results.

<table>
<thead>
<tr>
<th></th>
<th>PLS</th>
<th>D1</th>
<th>D2</th>
<th>SNV</th>
<th>EMSC</th>
<th>EISC</th>
<th>ANN</th>
<th>GPR</th>
<th>Ave. Pred.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean LVs</td>
<td>5.7</td>
<td>5.2</td>
<td>5.8</td>
<td>5.7</td>
<td>10.1</td>
<td>10.9</td>
<td>5.7</td>
<td>5.7</td>
<td>-</td>
</tr>
<tr>
<td>RRMSE</td>
<td>20.5%</td>
<td>18.3%</td>
<td>36.0%</td>
<td>21.6%</td>
<td>7.3%</td>
<td>7.2%</td>
<td>22.3%</td>
<td>6.7%</td>
<td>48.8%</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.78</td>
<td>0.78</td>
<td>0.05</td>
<td>0.75</td>
<td>0.95</td>
<td>0.95</td>
<td>0.77</td>
<td>0.93</td>
<td>-0.33</td>
</tr>
<tr>
<td>Standard LVs</td>
<td>3.9</td>
<td>2.3</td>
<td>3.3</td>
<td>3.9</td>
<td>5.4</td>
<td>4.4</td>
<td>3.9</td>
<td>3.9</td>
<td>-</td>
</tr>
<tr>
<td>Deviation RRMSE</td>
<td>23.9%</td>
<td>22.2%</td>
<td>21.1%</td>
<td>24.7%</td>
<td>13.3%</td>
<td>12.0%</td>
<td>35.0%</td>
<td>22.5%</td>
<td>57.8%</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.41</td>
<td>0.37</td>
<td>0.34</td>
<td>0.40</td>
<td>0.83</td>
<td>0.85</td>
<td>0.01</td>
<td>0.42</td>
<td>-20.71</td>
</tr>
<tr>
<td>J-S Divergence</td>
<td>0.073</td>
<td>0.075</td>
<td>0.221</td>
<td>0.065</td>
<td>0.021</td>
<td>0.020</td>
<td>0.074</td>
<td>0.032</td>
<td>0.318</td>
</tr>
</tbody>
</table>
Using the predicted log-mean by GPR and log-standard deviation by EISC, the lognormal distribution of SWCNT length is recovered and displayed in Figure 6.4, overlaid with the histogram and fitted reference distribution from AFM measure. The J-S divergence values are also given for each sample. Visual inspection reveals that most distributions are well predicted. In addition, all J-S divergence measures, except for sample 20, are less than 0.1 and the majorities are fairly close to zero, indicating excellent calibration results.
**Figure 6.4** LOO-CV calibration results where the log-mean is predicted by GPR and log-standard deviation by EISC. The red solid line represents the reference fitted distribution, while the blue dotted line indicates the predicted distribution. The bars represent the histogram from AFM measure.

Next, the results of LOBO-CV are reported. This is a more challenging scenario since the amount of data for calibration modeling is very limited. The results are summarized in Table 6.2(a), (b), and (c), corresponding to the testing samples from three batches with SWCNT concentration of 0.8, 1.0 and 1.2 mg mL\(^{-1}\), respectively. Clearly, the prediction of the left-out batches is not as accurate as that of the left-out samples, and the prediction of log-standard deviation seems especially disappointing. In particular, some \(R^2\) values become negative, suggesting that the sophisticated models are even worse than simply using the average analyte properties of testing data for prediction, which would give \(R^2 = 0\). However, the average of testing data is
not available \textit{a priori} when a calibration model is used in practice. Instead, only the average of \textit{calibration} data can be used for “prediction”, and the results are given in the last column of Table 6.2. The $R^2$ values of this averaging method are also negative, especially for the log-standard deviation of the length distribution. More importantly, compared with this bottom-line method, it appears that GPR is still effective in predicting the log-mean of the length distribution, whilst EMSC and EISC provide satisfactory results on the log-standard deviation. The measure for accuracy of the overall distribution, J-S divergence, also indicates the improved results of calibration modeling. Nevertheless, whether the improvement over the baseline averaging method is practically useful should be carefully assessed. Figure 6.5 illustrates the predicted length distributions with LOBO-CV, where the log-mean is predicted by GPR and the log-standard deviation is predicted by EISC. There exists significant mismatch between the predicted and reference distribution for a few samples, the most pronounced being sample 1. However, for most samples, the overall location and shape characteristics of the length distribution have been properly captured, and the J-S divergence values are mostly within 0.1, indicating that calibration models are satisfactory in practice. In addition, the calibration accuracy is expected to be significantly improved if more batches of data can be collected.
Figure 6.5 LOBO-CV calibration results where the log-mean is predicted by GPR and log-standard deviation by EISC.
Table 6.2 The LOBO-CV calibration results.

(a) Testing samples from the concentration of 0.8 mg mL\(^{-1}\).

<table>
<thead>
<tr>
<th></th>
<th>PLS</th>
<th>D1</th>
<th>D2</th>
<th>SNV</th>
<th>EMSC</th>
<th>EISC</th>
<th>ANN</th>
<th>GPR</th>
<th>Ave. Pred.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mean</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LVs</td>
<td>7</td>
<td>2</td>
<td>4</td>
<td>7</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>7</td>
<td>-</td>
</tr>
<tr>
<td>RRMSE</td>
<td>58.6%</td>
<td>31.3%</td>
<td>54.0%</td>
<td>60.3%</td>
<td>36.1%</td>
<td>29.7%</td>
<td>59.8%</td>
<td>26.9%</td>
<td>48.8%</td>
</tr>
<tr>
<td>(R^2)</td>
<td>-0.55</td>
<td>0.40</td>
<td>-0.20</td>
<td>-0.64</td>
<td>0.41</td>
<td>0.59</td>
<td>-0.62</td>
<td>0.68</td>
<td>-0.33</td>
</tr>
<tr>
<td><strong>Standard Deviation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LVs</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>-</td>
</tr>
<tr>
<td>RRMSE</td>
<td>28.5%</td>
<td>28.1%</td>
<td>43.1%</td>
<td>48.1%</td>
<td>17.8%</td>
<td>19.8%</td>
<td>53.4%</td>
<td>54.0%</td>
<td>57.8%</td>
</tr>
<tr>
<td>(R^2)</td>
<td>-4.55</td>
<td>-4.34</td>
<td>-13.36</td>
<td>-16.91</td>
<td>-1.39</td>
<td>-1.85</td>
<td>-17.45</td>
<td>-18.94</td>
<td>-20.71</td>
</tr>
<tr>
<td>J-S Divergence</td>
<td>0.301</td>
<td>0.208</td>
<td>0.204</td>
<td>0.266</td>
<td>0.163</td>
<td>0.129</td>
<td>0.289</td>
<td>0.118</td>
<td>0.318</td>
</tr>
</tbody>
</table>
(b) Testing data: samples from the concentration of 1.0 mg mL$^{-1}$.

<table>
<thead>
<tr>
<th></th>
<th>PLS</th>
<th>D1</th>
<th>D2</th>
<th>SNV</th>
<th>EMSC</th>
<th>EISC</th>
<th>ANN</th>
<th>GPR</th>
<th>Ave. Pred.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean LVs</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RRMSE</td>
<td>9.9%</td>
<td>41.2%</td>
<td>57.3%</td>
<td>9.3%</td>
<td>16.2%</td>
<td>21.8%</td>
<td>26.4%</td>
<td>8.3%</td>
<td>26.1%</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.86</td>
<td>-0.12</td>
<td>-2.16</td>
<td>0.82</td>
<td>0.58</td>
<td>0.33</td>
<td>-0.13</td>
<td>0.89</td>
<td>-0.21</td>
</tr>
<tr>
<td>Standard Deviation LVs</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RRMSE</td>
<td>28.7%</td>
<td>30.8%</td>
<td>31.0%</td>
<td>29.6%</td>
<td>29.9%</td>
<td>31.1%</td>
<td>43.8%</td>
<td>43.2%</td>
<td>43.2%</td>
</tr>
<tr>
<td>J-S Divergence</td>
<td>0.055</td>
<td>0.150</td>
<td>0.380</td>
<td>0.063</td>
<td>0.122</td>
<td>0.172</td>
<td>0.258</td>
<td>0.114</td>
<td>0.262</td>
</tr>
</tbody>
</table>
(c) Testing data: samples from the concentration of 1.2 mg mL\(^{-1}\).

<table>
<thead>
<tr>
<th></th>
<th>PLS</th>
<th>D1</th>
<th>D2</th>
<th>SNV</th>
<th>EMSC</th>
<th>EISC</th>
<th>ANN</th>
<th>GPR</th>
<th>Ave. Pred.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>LVs</td>
<td>5</td>
<td>8</td>
<td>7</td>
<td>5</td>
<td>7</td>
<td>7</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>RRMSE</td>
<td>6.3%</td>
<td>11.2%</td>
<td>15.7%</td>
<td>7.4%</td>
<td>8.6%</td>
<td>10.4%</td>
<td>5.1%</td>
<td>6.1%</td>
</tr>
<tr>
<td></td>
<td>(R^2)</td>
<td>0.90</td>
<td>0.74</td>
<td>0.57</td>
<td>0.87</td>
<td>0.89</td>
<td>0.82</td>
<td>0.94</td>
<td>0.91</td>
</tr>
<tr>
<td>Standard</td>
<td>LVs</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Deviation</td>
<td>RRMSE</td>
<td>26.6%</td>
<td>18.0%</td>
<td>18.6%</td>
<td>27.4%</td>
<td>19.7%</td>
<td>16.2%</td>
<td>31.9%</td>
<td>29.5%</td>
</tr>
<tr>
<td></td>
<td>(R^2)</td>
<td>-2.38</td>
<td>-0.33</td>
<td>-0.47</td>
<td>-2.31</td>
<td>-0.71</td>
<td>-0.43</td>
<td>-3.25</td>
<td>-2.38</td>
</tr>
<tr>
<td>J-S Divergence</td>
<td>0.040</td>
<td>0.057</td>
<td>0.091</td>
<td>0.043</td>
<td>0.041</td>
<td>0.051</td>
<td>0.035</td>
<td>0.035</td>
<td>0.165</td>
</tr>
</tbody>
</table>
From the results of LOO-CV and LOBO-CV, it appears that the prediction for mid-layer samples (5f-8f) at moderate “post-DGU” concentration (the actual concentration after DGU treatment and it can be inferred from the absorbance at 775 nm) are superior to samples from the top or bottom layers at either very low (absorbance at 775 nm < 0.01) or very high concentration (absorbance at 775 nm > 0.32). The relatively poor results at the low- and high-end post-DGU concentration may be the result of model extrapolation. In general, comfortable prediction performance has been achieved.

6.5 Summary

In this work, the length distribution is measured by AFM as a reference method, and it follows a lognormal distribution. Sorted SWCNT suspensions have length-dependent UV-vis-NIR absorption spectra, which provided the opportunity to calibrate spectroscopy against AFM-measured length distribution for rapid analysis. Using absorption spectral data, five linear calibration methods (D1, D2, SNV, EMSC, EISC) and two non-linear calibration methods (ANN and GPR) are evaluated in terms of prediction accuracy. Two chemometric calibration techniques (GPR and EISC) are able to predict the length distribution with satisfactory agreement with AFM measure. Two evaluating methods of LOO-CV and LOBO-CV are investigated. The prediction performance of LOBO-CV method is not as good as LOO-CV. This is largely due to the limited amount of data (only 13-15 samples) for calibration. Overall, the predicted distributions of most samples capture the major characteristics of the measured distributions, which is the foremost goal of this work.
It should be noted that there are several limitations of the current technique. Spectroscopy, once properly calibrated, is to complement but not completely replace the time-consuming and costly AFM measure. The calibration procedure itself requires centrifugation, sample preparation, and AFM analysis to obtain the reference data. Proper execution of the calibration stage is crucial to the success of prediction models. In addition, SWCNT dispersions with very high or low concentration as discussed above may induce errors in their length distribution prediction by absorption spectra, which is a well-known extrapolation problem encountered in all data-based chemometric techniques. Extrapolation could also be an issue for SWCNTs taken from different sources, in which situation a new calibration model may be required if samples have significantly different diameters or lengths.

This work has been completed by cooperating with Ms Si Rongmei. She is responsible for the experiments to obtain the dataset of UV-vis-NIR spectroscopy and SWCNT length from AFM, and scaling the spectra at 775nm. I am in charge of calibration model development and data analysis.

This work has been published in Analytica Chimica Acta (Wang, et al. Analytica Chimica Acta, 2011, 708, 28-36); reuse in this chapter is under the permission of Elsevier Global Rights Department.
Chapter 7 Conclusions and Future Work

7.1 Conclusions of current work

In this thesis, various chemometric multivariate calibration techniques and their applications of using the information in measured spectroscopic data to predict analyte properties are investigated. Firstly, in order to deal with the non-linearity induced by external fluctuations which traditional linear calibration techniques of PLS and PCR cannot handle, different chemometric strategies are investigated and compared to improve prediction accuracy. These techniques include linear techniques of D1, D2, SNV, EMSC, EISC, OPLEC, and non-linear calibration methods of ANN, GPR, and LS-SVM. Through comparison, it is found that non-linear calibration techniques could achieve superior predictive performance to linear approaches in most cases to deal with external disturbances. However, prediction results are not sufficiently robust in the sense that small changes in data or model parameters can lead to significant changes in model prediction.

As a result, the strategy of bagging/subagging for non-linear calibration methods (specifically ANN and GPR) is studied to address this issue. Through two NIR spectroscopic datasets, it is proved that bagging/subagging can attain more accurate and robust predictive performance. However, subagging is sensitive to the amount of sub-sampled data, which needs to be determined by the computationally intensive cross-validation method. Therefore, bagging is preferred to subagging in practice.

In the construction of calibration model, variable selection is also an important
way to improve prediction accuracy, since the beneficial variables that are related to
the analyte property are retained while nonsense variables are eliminated. Therefore,
penalized regression techniques with variable selection of PLR-VS and PGPR-VS are
investigated. It is demonstrated that PLR gives better prediction result than the
benchmark calibration method of PLS. However, the prediction performance of PGPR
is not superior to PLS since unsuitable covariance function is employed. After
eliminating unrelated predictors, PLR-VS and PGPR-VS still give the same prediction
results as PLR and PGPR.

Finally, chemometric multivariate calibration techniques are applied to use
UV-vis-NIR spectroscopy to predict the length distribution of single walled carbon
nanotubes, which follows a lognormal distribution. GPR and EISC are found to obtain
satisfactory prediction performance in the prediction of mean and standard deviation
of lognormal distribution, respectively. In this way, spectroscopy combined with
multivariate calibration provides a rapid and powerful analytical tool for SWCNT
research.

7.2 Perspectives for future work

Traditional calibration techniques may be referred to as “supervised” regression,
constructed by “labeled” samples (samples with both spectra and analyte properties
obtained through reference methods). In the application of spectroscopy, a large
number of spectral data are easy to be recorded, while the acquisition of analyte
properties (e.g. concentration) is expensive. This is especially true in on-line
applications when spectra can be recorded continuously, where a large number of
“unlabeled” samples are available. (Unlabeled samples have spectra but no analyte property). Hence, in order to utilize unlabeled samples to improve prediction accuracy, semi-supervised regression model [115] can be applied.

Semi-supervised learning originates from the field of machine learning, using both labeled and unlabeled data for model development [116]. It has been proved that incorporating unlabeled data can achieve considerable improvement in prediction accuracy [117]. However, until now most research on semi-supervised learning focuses on classification, and reports in regression are limited [115]. It is planned to introduce semi-supervised regression to calibration modeling in order to make use of the unlabeled spectral data to improve the predictive accuracy.

Co-training is a typical semi-supervised learning techniques, in which two models are separately trained on two attribute datasets in different and independent views [118]. When co-training is used in regression, an algorithm called ‘COREG’ has been developed [115]. Let \( L = \{(x_1, y_1), \ldots, (x_L, y_L)\} \) represent the labeled dataset, where \( L \) is the number of the labeled samples. Similarly, let \( U = \{(x_1), \ldots, (x_U)\} \) denote the unlabeled dataset, where \( U \) is the number of the unlabeled samples. In semi-supervised regression with co-training algorithm, the initial step is to develop two calibration models using labeled dataset \( L \) by adopting different model parameters. Afterwards, certain unlabeled samples, which are capable of reducing RMSEP of the calibration models, are selected. For each calibration model, the selected unlabeled samples can be labeled as \( U_{\text{label}} = \{(x_1, \hat{y}_1), \ldots, (x_{|U|}, \hat{y}_{|U|})\} \) based on the prediction of the analyte \( \hat{Y} = \{\hat{y}_1, \ldots, \hat{y}_{|U|}\} \), where \(|U|\) is the number of the selected unlabeled samples. Thus two different augmented training datasets can be formed by incorporating \( U_{\text{label}} \) with the labeled set \( L \) for each model. Then, another
two calibration models can be constructed from the two augmented training datasets. Finally, predictions of the two calibration models can be averaged as the final prediction [115].

In addition, a Bayesian semi-supervised approach has been introduced, which relied crucially on a fully-specified probability model of a joint distribution $p(x,y|\theta)$ [119]. The joint distribution can be expressed as $p(x,y|\theta) = p(y|x,\theta)p(x|\theta)$, where $p(y|x,\theta)$ is a conditional distribution based on labeled data, $p(x|\theta)$ is a joint distribution based on unlabeled data, and $\theta$ is the model parameter to be optimized. Then, Bayesian model can be built by taking a convex combination of $\log p(y|x,\theta)$ and $\log p(x|\theta)$ as $\alpha \log p(y|x,\theta) + (1 - \alpha) \log p(x|\theta)$. By tuning an appropriate parameter $\alpha$, the prediction can be made accurately.

Therefore, in the future, it is intended to explore the techniques of semi-supervised regression to make use of unlabeled spectroscopic data to improve the predictive accuracy of calibration models.
Appendix A Soft Sensor Design for an Industrial Anaerobic Wastewater Treatment Process

A.1 Introduction

This thesis mainly investigates spectroscopy in combination with chemometric multivariate calibration techniques of making use of measured spectra to predict the anlayte property. However, multivariate calibration also has other applications. For example, it can relate measured process variables (such as pressure, flow, and temperature) to analyte properties [3]. This appendix utilizes the measured process variables of wastewater (WW) treatment to predict the anlayte property, which is a promising complement of the application of chemometric multivariate calibration.

Over the last century, water pollution caused by industrial discharge can result in considerable impact on the environment, since it causes degradation of various ecosystems on which human life relies. Therefore, WW treatment of removing contaminants and producing disposable effluent with no harm to the surrounding environment become essential for sustainable human development. Through WW treatment system, deleterious substances require to be handled, such as suspended solids, oil and grease, organic content in terms of BOD or COD, pH, specific metals and organic compounds, nitrogen and phosphorus, and specific organisms [120].

Anaerobic-aerobic system, as a promising technology, has been applied in industrial WW treatment for many years because of its remarkable benefits, such as great potential of resource recovery, high overall treatment efficiency, less disposal of
sludge, low energy consumption, and so on [121, 122]. In this system, an anaerobic process is first applied on WW followed by an aerobic process. In the anaerobic process, complex wastes are degraded into CH₄ in absence of oxygen [123]. Highly polluted wastewater is treated and the level of chemical oxygen demand (COD) is significantly reduced during the anaerobic stage, where COD is an important measurement of the organic polluted compound amount in WW. However, in practical applications, despite of the high efficiency of anaerobic treatment, organic matters may not be completely stabilized because of the high organic strength of WW. In order to overcome the issues, the aerobic process is followed with anaerobic process to treat noxious anaerobic effluent which often contains ammonium ion (NH₄⁺) and hydrogen sulphide (HS⁻) to achieve higher degree of efficiency [124]. In aerobic process, organic wastes are conversed into biomass and CO₂ in the condition of dissolved oxygen.

This work is mainly to investigate the anaerobic process, in which Expanded Granular Sludge Bed (EGSB) reactors are adopted. The advantages of EGSB include high up-flow velocity and organic loading rate, satisfactory suitability for dilute WW, expanded active sludge bed, good sludge-WW mixing, and so on [125]. In the anaerobic process, in order to ensure successful start-up, stable operation and high treatment efficiency, a proper environment for anaerobic bacteria need to be maintained, such as pH, temperature, flow rate, etc. Furthermore, influences of WW properties also need to be clarified. However, under the existing condition in the plant, the effect of these process parameters on effluent properties is only based on experience. It is difficult to quantitatively judge whether the existing process parameters can guarantee a successful environment and achieve successful treatment
performance. Therefore, this study is intended to identify the important process parameters which significantly affect process performance, wherein process performance is defined as being able to produce a treated effluent which meets the discharge limits imposed on the plant. The process performance can be evaluated by effluent total organic carbon (TOC), since it provides specific information about the type and origin of organic loads in WW and has steadily gained in importance in WW analysis in recent years. In addition, a software system is also proposed to establish and describe the relationship between process parameters and process performance through mathematical modeling. Hence, in this study, process parameters are treated as the measured input variables, while effluent TOC is the analyte property. Some nomenclatures which are used in this study are defined in Table A.1.

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>TOC</td>
<td>Total Organic Carbon</td>
<td></td>
</tr>
<tr>
<td>COD</td>
<td>Chemical Oxygen Demand</td>
<td></td>
</tr>
<tr>
<td>BOD</td>
<td>Biological Oxygen Demand</td>
<td></td>
</tr>
<tr>
<td>VFA</td>
<td>Volatile Fatty Acids</td>
<td></td>
</tr>
<tr>
<td>TSS</td>
<td>Total Suspended Solids</td>
<td></td>
</tr>
<tr>
<td>TKN</td>
<td>Total Kjeldahl Nitrogen</td>
<td></td>
</tr>
<tr>
<td>EGSB</td>
<td>Expanded Granular Sludge Bed</td>
<td></td>
</tr>
</tbody>
</table>
A.2 The anaerobic wastewater treatment system

Figure A.1 The process of anaerobic wastewater treatment.

Figure A.1 depicts the anaerobic process for WW treatment. Firstly, raw WW originating from a chemical industry is collected in the influent header and flows into the equalization tank T-01. If the quantity of WW is too large, some of WW can be pumped into diversion tank T-001 first for buffering. When WW in T-01 is treated, WW in T-001 is returned into T-01 for treatment. T-130 is a tank similar to T-01, which takes over WW from a main customer of a specific chemical industry. In T-01 and T-130, WW is diluted in order to be equalized and cooled. After that the pre-treated WW enters the conditioning tank T-100A/B through the valve of HE-100A/B. In conditioning tanks T-100A and T-100B, pH, temperature and nutrient conditions (phosphorous and ferric chloride) are appropriately adjusted for the subsistence of anaerobic bacteria in T-200A and T-200B. pH can be controlled by
dosing either caustic soda (NaOH) or hydrochloric acid (HCl), while temperature is controlled by diluting with sea water. Before bringing anaerobic biomass into the reactor and after the system is filled with WW, the air in the system needs to be eliminated by injecting nitrogen gas (N₂). After the seeding of T-200A or T-200B with biomass, the system is set on recycle for 24 hours with only the reactor feed pumps in operation but no raw WW intake. During this period, the conditioned WW is pumped into EGSB reactors of T-200A or T-200B, in which the anaerobic bacteria conversion process take place. If for some reasons pH and/or temperature are not within the specified range, the treated WW is recycled back into T-100A or T-100B for adjusting, then back to T-200A or T-200B for bacteria treatment again. It is on the analogy of this circulation until the treated water achieves the presetting standard that VFA in the effluent is below 5meq/l. Finally, biogas from the conditioning tanks of T-100A and T-100B are delivered to F-201 to flare, and the effluent treated WW is pumped from EGSB anaerobic system to aerobic system for further treatment.

A.3 Methodology: dynamic regression algorithms

Since anaerobic WW treatment is a dynamic process, static calibration techniques like PLS may not obtain satisfactory prediction results. Therefore, two dynamic regression algorithms of canonical variate analysis based state space (CVA-SS) and autoRegressive with eXogenous (ARX) models are introduced.
A.3.1 Canonical variate analysis based state space

Canonical variate analysis state space (CVA-SS) modeling was put forward by Larimore in 1983 [126]. As a powerful tool for linear dynamic system, it has been applied to various different fields, such as on-line adaptive control of an unstable aircraft wing flutter [127], high temperature short time pasteurization systems [128], the voltage response of methanol fuel cells [129], and so on. The most general form of state space model can be written as [126]

\[ z_{t+1} = Fz_t + Gx_t + o_t \]  
\[ y_t = Hz_t + Tx_t + Bw_t + \rho_t \]

where \( z \) is the system states; \( F, G, H, T \) are the state, input, output, and transmission matrices, respectively; \( o \) and \( \rho \) are the process errors. In state space model, the first important thing is to approximate system states \( z \). The most popular statistical method to approximate the real system states \( z \) are canonical variate analysis (CVA) and partial least squares (PLS) [126, 130]. The idea of CVA is to approximate the states from the process past \( p \) and future \( f \) which are defined as

\[ p_t = [y_{t-1}^T, y_{t-2}^T, ..., x_{t-1}^T, x_{t-2}^T, ...]^T \]
\[ f_t = [y_t^T, y_{t+1}^T, ...]^T \]

Then linear combinations \( Z \) and \( D \) can be introduced as canonical variates that

\[ Z = Vp_t \]
\[ D = Wf_t \]

where \( V \) and \( W \) are the transformation matrices which can be calculated by singular value decomposition (SVD) as in [126]. Then the states can be found by \( z_t = V_k p_t \) where \( V_k \) is the first \( k \) components of \( V \) obtained by minimizing the prediction
error of process future $f$. PLS is similar to CVA by projecting variations in measured process variables onto lower dimension orthogonal latent variables, which are considered as a fair approximation of system states [131]. However, CVA outperforms PLS since it provides a more accurate representation of the system using fewer identified parameters [132, 133]. Once the states are determined, the matrices of $F, G, H, T, S$ and $R$ can be calculated by traditional linear regression methods [126].

### A.3.2 AutoRegressive with eXogenous model

The AutoRegressive model with eXogenous (ARX) inputs is a widely used dynamic representation which can be combined with kind of regression techniques, such as PLS, ANN and GPR. In this study, the performances of ARX-PLS, ARX-ANN, and ARX-GPR are compared.

The model of ARX-PLS can be expressed as [131]

$$y_t = \sum_{k_y=1}^{K_y} a_{k_y} y_{t-r} + \sum_{k_x=1}^{K_x} b_{k_y} x_{t-r} + e \tag{A.7}$$

where $K_y$ and $K_x$ are the number of the past output and input required to model the present output. This model also can be rewritten in an alternative form as

$$y = \varphi B + e \tag{A.8}$$

where $\varphi$ composes of $\varphi_t = (y_{t-1}, ..., y_{t-K_y}, x_{t-1}, ..., x_{t-K_x})$. Then PLS is used to calculate the regression coefficients $B$.

The model of ARX-ANN is based on ANN which can be written as
\[ y_t = f \left[ \sum_{n=1}^{N} \omega_n g(v\varphi_t + \phi) + \varepsilon_n \right] \]  \hspace{1cm} (A.9)

The model of ARX-GPR is similar to GPR, and the covariance function is defined as follows:

\[ C(\varphi_i, \varphi_k) = a_0 + a_1 \sum_{j=1}^{J} \varphi_{ij} \varphi_{kj} + v_0 \exp \left( -\sum_{j=1}^{J} w_j (\varphi_{ij} - \varphi_{kj})^2 \right) + \sigma^2 \delta_{ik} \]  \hspace{1cm} (A.10)

Parameter estimation algorithms of ARX-ANN and ARX-GPR are the same as ANN and GPR.

**A.4 Data review and pre-treatment**

The data used in this study come from SembCorp industry. In the anaerobic system, 182 tags are recorded. Each tag represents one process parameter, such as WW flow into T-001, tank level of T-01, pH in T-100A, biogas flow from T-100B, the effluent TOC of T-200A/B, and so on. The first step of this work is to select one parameter as the analyte property which can represent water quality and is expected to be predicted through mathematical modeling. After investigation, effluent TOC measured in laboratory is chosen for the following reasons. Firstly, TOC is recognized as a reliable analytical technique to measure water quality in the way of providing specific information of the amount of natural organic matters in WW. Secondly, it has emerged as a rapid and accurate alternative to the classical BOD and COD tests which require much longer analytical time. Since the effluent TOC of T-200A and T-200B include almost the same information about the anaerobic process, the effluent TOC of
T-200A is chosen as the analyte property. Except the effluent TOC of T-200A, there are also other 181 recorded tags. Some of them are related to the effluent TOC of T-200A in the mathematical prediction model while others are not. The second work is to determine the useful tags which contribute to the effluent TOC of T-200A. Some parameters are eliminated for several reasons. Firstly, they are not related to effluent TOC, and changes of them have no influence on effluent TOC, such as tank level, flow rate and discharge pump valve opening of T-001, effluent COD, BOD, TSS, VFA, alkalinity, sulphide, phenol, cyanide of T-200A/B, and so on. For this reason, 34 tags are removed. Secondly, 110 tags of WW properties of pH, temperature, flow, TOC, COD, TSS, etc. from several specific customers is ruled out since they are out of system. Thirdly, 7 tags of COD, BOD, PO4, NH3, sulfate as SO4, sulphide, cyanide of T-01 are gotten rid of, since their sampling frequency is too low that only several data points are obtained every year. Therefore, most of the information included in these parameters is lacked. In addition, some measuring sensors of them become unreliable due to equipments aging, leading to the removal of 8 tags of recycled treated effluent to T-01 valve opening, recycled treated effluent to T-01 flow, seawater to HE-100A/B valve opening, biogas flow from T-100A, biogas flow from T-100B, influent to T-100B flow, T-100A to T-200A recirculation flow, and T-100B to T-200B recirculation flow. Through deliberate survey, 22 process parameters are retained as model inputs finally, which are listed in Table A.2. In this table, “lab” means the parameter is measured in laboratory but not on-line.

After selecting the analyte property of effluent TOC in T-200A and useful parameters contributing to the analyte property, the next work is to find a solution to match the 22 useful process parameters with effluent TOC. As mentioned in the
introduction, after the reactor of T-200A is seeded with biomass, the system is fitted in
circulation for 24 hours with only reactor feed in operation but no raw WW intake.
Therefore, the daily measured effluent TOC depends on the process parameters
operated in the past 24 hours. Subsequently, it is considered using data in the past 24
hour of the 22 parameters to match with the daily measured effluent TOC in T-200A.
However, since the sampling frequencies of effluent TOC and 22 useful parameters
are different, it is difficult to directly relate these process parameters to the effluent
TOC in T-200A. The effluent TOC in T-200A is measured around once per day, but
the measurement frequencies of other process parameter are uneven. For the 10
parameters of T-01 tank level, T-01 outlet temperature, seawater to HE-100A/B flow,
HE-100A/B WW outlet temperature, influent to T-100A/B flow, influent to T-100A/B
v/v opening, biogas pressure, T-100A to T-200A recirculation v/v opening, T-100B to
T-200B recirculation v/v opening, and EGSB effluent temperature, 20-60 data points
are sampled per hour. For the 4 parameters of T-01 pH, T-100A pH, T-100B pH, and
EGSB effluent pH, 0-20 samples are obtained per hour, where 0 means no sampling in
some hours. For the 3 parameters of T-01 TOC, influent to T-100B v/v opening, and
T-01 WW TOC (lab), the sampling frequency is 0-20 samples per day. For the 5
parameters of T-01 WW pH (lab), T-01 WW TSS (lab), T-01 WW VFA (lab), T-01
WW alkalinity (lab), and T-01 WW phenol (lab), only 0-10 samples are collected
every month. In this condition, a standard frequency of one sample per hour (24
samples per day) is adopted to unify the 22 process parameters. According to this
standard, samples which are not recorded on the hour are trimmed off, and only
samples on the hour are retained. For the parameters which lack samples on the hour,
linear interpolation is adopted to make up them. As a result, the dimension of the
Table A.2 The selected 22 tags and their corresponding process parameters which contribute to the mathematical prediction model.

<table>
<thead>
<tr>
<th>Tag No.</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>T-01 tank level</td>
</tr>
<tr>
<td>2</td>
<td>T-01 outlet temperature</td>
</tr>
<tr>
<td>3</td>
<td>T-01 pH</td>
</tr>
<tr>
<td>4</td>
<td>T-01 TOC</td>
</tr>
<tr>
<td>5</td>
<td>Seawater to HE-100A/B flow</td>
</tr>
<tr>
<td>6</td>
<td>HE-100A/B WW outlet temperature</td>
</tr>
<tr>
<td>7</td>
<td>Influent to T-100A/B flow</td>
</tr>
<tr>
<td>8</td>
<td>Influent to T-100A/B v/v opening</td>
</tr>
<tr>
<td>9</td>
<td>Biogas pressure</td>
</tr>
<tr>
<td>10</td>
<td>Influent to T-100B v/v opening</td>
</tr>
<tr>
<td>11</td>
<td>T-100A pH</td>
</tr>
<tr>
<td>12</td>
<td>T-100B pH</td>
</tr>
<tr>
<td>13</td>
<td>T-100A to T-200A recirculation v/v opening</td>
</tr>
<tr>
<td>14</td>
<td>T-100B to T-200B recirculation v/v opening</td>
</tr>
<tr>
<td>15</td>
<td>EGSB effluent temperature</td>
</tr>
<tr>
<td>16</td>
<td>EGSB effluent pH</td>
</tr>
<tr>
<td>17</td>
<td>T-01 WW pH (lab)²</td>
</tr>
<tr>
<td>18</td>
<td>T-01 WW TOC (lab)</td>
</tr>
<tr>
<td>19</td>
<td>T-01 WW TSS (lab)</td>
</tr>
<tr>
<td>20</td>
<td>T-01 WW VFA (lab)</td>
</tr>
<tr>
<td>21</td>
<td>T-01 WW alkalinity (lab)</td>
</tr>
<tr>
<td>22</td>
<td>T-01 WW phenol (lab)</td>
</tr>
</tbody>
</table>
input variables is $22 \times 24 = 528$. In this way, the measured input variables $x_t$ and output analyte property of effluent TOC $y_t$ are matched.

**Table A.3** The number of samples of the low frequency parameters from 2004 to 2009.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>No. of samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>T-01 WW COD (lab)</td>
<td>62</td>
</tr>
<tr>
<td>T-01 WW BOD (lab)</td>
<td>54</td>
</tr>
<tr>
<td>T-01 WW PO$_4$ as P (lab)</td>
<td>1</td>
</tr>
<tr>
<td>T-01 WW NH$_3$ as N (lab)</td>
<td>4</td>
</tr>
<tr>
<td>T-01 WW sulfate as SO$_4^{2-}$ (lab)</td>
<td>24</td>
</tr>
<tr>
<td>T-01 WW sulphide (lab)</td>
<td>9</td>
</tr>
<tr>
<td>T-01 WW cyanide (lab)</td>
<td>45</td>
</tr>
</tbody>
</table>

As mentioned before, seven tags are excluded since the sampling frequency is too low and only few data points are available. Table A.3 displays their number of samples from 2004 to 2009. These parameters are the influent properties of feeding in T-01 which are measured in laboratory, and could be directly contribute to effluent TOC. Pearson's correlation coefficient $R$ of these influent properties and the effluent TOC in T-200A is an important index to characterize the relationship between two random variables (the influent feeding and effluent TOC) [134], which is defined as
\[ R_p = \frac{E[(X - \mu_X)(Y - \mu_Y)]}{\sigma_X \sigma_Y} \]  

(A.11)

where \( \mu_X \) and \( \mu_Y \) are the mean of influent properties \( X \) and effluent TOC \( Y \); \( \sigma_X \) and \( \sigma_Y \) are the standard deviations of \( X \) and \( Y \), respectively. The value of correlation coefficient is between -1 and 1. The value of 1 indicates \( X \) and \( Y \) have a perfectly positive linear relationship that \( Y \) increases as \( X \) increases. The value of -1 indicates \( X \) and \( Y \) have a perfectly negative linear relationship that \( Y \) decreases as \( X \) increases. The value of 0 implies that there is no linear relationship between \( X \) and \( Y \). Any parameter with the property that the absolute value of Pearson’s \( R \) is greater than \( 1/N \) should be selected as the useful parameter of the prediction model, where \( N \) is the number of possible selected model parameters of 22 [135]. Hence, that the absolute value of \( R \) is > 0.05 implies the influent property has linear relationship with effluent TOC. Since Pearson’s \( R \) can only indicate linear relationship, Spearman’s \( R_s \), an index of non-linear relationship, is also studied. The definition of Spearman’s \( R_s \) is written as [136]

\[ R_s = 1 - \frac{6 \sum (X_i - Y_i)^3}{I^3 - I} \]  

(A.12)

If Pearson’s \( R \) is very small, but Spearman’s \( R_s \) is large, the influent parameter also needs to be retained in the model, since there is a strong non-linear relationship between \( X \) and \( Y \) [134]. In order to see whether the results are significant, \( p \)-value is introduced, which is defined as the probability of obtaining a result when the null hypothesis is true [137]. If \( p < 0.05 \), then it can be concluded that the result is
significant, which means the process parameter is significantly related to effluent TOC.

The Pearson’s and Spearman’s correlation coefficients and the corresponding \( p \)-values of influent properties of T-01 and change of effluent TOC are calculated and are displayed in Table A.4. It can be observed that Pearson’s \( R \) is greater than 0.05 and

<table>
<thead>
<tr>
<th>Parameters</th>
<th>( R )</th>
<th>( p )-value of ( R )</th>
<th>( R_s )</th>
<th>( p )-value of ( R_s )</th>
</tr>
</thead>
<tbody>
<tr>
<td>T-01 WW pH (lab)</td>
<td>-0.14</td>
<td>0.00</td>
<td>-0.04</td>
<td>0.18</td>
</tr>
<tr>
<td>T-01 WW TSS (lab)</td>
<td>0.07</td>
<td>0.02</td>
<td>-0.11</td>
<td>0.00</td>
</tr>
<tr>
<td>T-01 WW VFA (lab)</td>
<td>-0.03</td>
<td>0.28</td>
<td>0.02</td>
<td>0.47</td>
</tr>
<tr>
<td>T-01 WW alkalinity (lab)</td>
<td>0.15</td>
<td>0.00</td>
<td>-0.23</td>
<td>0.00</td>
</tr>
<tr>
<td>T-01 WW phenol (lab)</td>
<td>-0.40</td>
<td>0.00</td>
<td>-0.47</td>
<td>0.00</td>
</tr>
<tr>
<td>T-01 WW COD (lab)</td>
<td>-0.32</td>
<td>0.01</td>
<td>0.002</td>
<td>0.99</td>
</tr>
<tr>
<td>T-01 WW BOD (lab)</td>
<td>-0.20</td>
<td>0.15</td>
<td>-0.17</td>
<td>0.23</td>
</tr>
<tr>
<td>T-01 WW NH(_3) as N (lab)</td>
<td>0.91</td>
<td>0.09</td>
<td>0.20</td>
<td>0.92</td>
</tr>
<tr>
<td>T-01 WW sulfate as SO(_4^{2-}) (lab)</td>
<td>-0.21</td>
<td>0.33</td>
<td>-0.05</td>
<td>0.82</td>
</tr>
<tr>
<td>T-01 WW sulphide (lab)</td>
<td>-0.35</td>
<td>0.35</td>
<td>-0.17</td>
<td>0.68</td>
</tr>
<tr>
<td>T-01 WW cyanide (lab)</td>
<td>-0.15</td>
<td>0.34</td>
<td>-0.08</td>
<td>0.60</td>
</tr>
</tbody>
</table>

Table A.4 Correlation coefficients of influent properties of T-01 and change of TOC.
p-values are less than 0.05 for T-01 WW pH (lab), T-01 WW TSS (lab), T-01 WW alkalinity (lab), T-01 WW phenol (lab), T-01 WW COD (lab), indicating they are significantly linear to effluent TOC. Although p-values of T-01 WW BOD (lab), T-01 WW NH3 as N (lab), T-01 WW sulfate as SO42- (lab), T-01 WW sulphide (lab), T-01 WW cyanide (lab) is greater than 0.10, there are still more than 70% chance (1-p) that they are linear to effluent TOC. From Spearman’s $R_s$ and p-value it can be seen only T-01 WW TSS (lab), T-01 WW alkalinity (lab), and T-01 WW phenol (lab) have significant non-linear relationship with effluent TOC ($R_s > 0.05$ and $p < 0.05$), while others do not have non-linear contribution. Therefore, all these influent feedings except T-01 WW TSS (lab) may need to be included in the calibration model, since they have linear or non-linear contribution. However, only the first five parameters are present in the model, because too few data points (less than 100 during 2004-2009, Table A.3) are recorded for others, and cannot be used for modeling. Therefore, it is suggested that the influent properties in T-01 are measured in the future in order to obtain more accurate prediction model.

After matching of the input and output variables, the next step is to investigate different mathematical algorithms to describe the regression relation of the measured variables and the effluent TOC in T-200A. Five regression algorithms of PLS, ARX-PLS, ARX-ANN, ARX-GPR and CVA-SS are investigated, and their prediction performance are compared. The purpose of calibration model is to predict the future effluent TOC based on the history data in the past years. Up to now, data from 2004 to
2009 are available. Therefore, data from quarter 1 in 2004 to quarter 2 in 2009 are used as the training data, while data from quarter 3 in 2009 to quarter 4 in 2009 are used as the testing data to validate the model accuracy. Like in Chapter 6, relative root mean square error of prediction (RRMSEP) is used to evaluate the performance of these investigated calibration methods, since it can be more obvious to see how much the predicted data deviate from measured data from RRMSEP than RMSEP. In order for technicians in the plant to better understand the prediction performance, RRMSEP is used.

**A.5 Prediction results of dynamic techniques**

![Figure A.2](image)

Figure A.2 The measured and predicted effluent TOC using PLS.

First, simple PLS is used to predict the effluent TOC. Figure A.2 displays the measured versus predicted effluent TOC by using PLS, in which the red solid line and
blue dash line indicate the measured and predicted data, respectively. Table A.5 gives RRMSEPs of PLS. It can be seen the prediction performance of PLS is not satisfactory, since the predicted data do not match the measured data very well in terms of its very high RRMSEP of 122.4%. This is because the anaerobic process is dynamic and the effluent TOC in T-200A is autocorrelated, which can be seen from Figure A.3 that the effluent TOC in the past few days have significant influence on T-200A TOC in current days. In Figure A.3, y-coordinate is the $q^{th}$ autocorrelation coefficient defined as [138]:

$$r_q = c_q / c_0$$  \hspace{1cm} (A.13)

where $c_q = \frac{1}{l} \sum_{t=1}^{l} (Y_t - \bar{Y})(Y_{t+q} - \bar{Y})$, and $c_0 = \frac{1}{l} \sum_{t=1}^{l} (Y_t - \bar{Y})^2$. The x-coordinate indicate the time lags $q$.

**Figure A.3** The autocorrelation of effluent TOC.
In order to solve this autocorrelation problem, dynamic autoregressive models, including ARX-PLS, ARX-ANN, ARX-GPR, and CVA-SS, are investigated to further improve the prediction accuracy.

In ARX-PLS, ARX-ANN, ARX-GPR, the effluent TOC in the past few days \(y_{t-1}, y_{t-2}, \ldots, y_{t-K_y}\) and the measured input variables \(x_t\) are juxtaposed, so the number of past effluent TOC \(K_y\) need to be determined. Similar to ANN and GPR in previous chapters, PLS is first applied to reduce the dimension of measured input variables prior to the development of ARX-ANN and ARX-GPR models. Table A.6 shows the influence of different past days on the prediction performance of ARX-PLS. It can be observed that as long as the effluent TOC in the past days is included in the model, RRMSEP will be reduced significantly compared with PLS, and the number of \(K_y\) does not have great influence on the prediction performance, since RRMSEP does not change obviously with \(K_y\). In order to guarantee that enough information of effluent TOC in the past days is included in the model, \(K_y = 10\) is selected, which means the effluent TOC in the past 10 days will be adopted in the calibration model. ARX-ANN and ARX-GPR also have a similar behavior, details of which are not stated here.

Figure A.4 shows the prediction performance of ARX-PLS, ARX-ANN, ARX-GPR, and CVA-SS. It can be seen that all the four dynamic models give satisfactory results. Their RRMSEP are displayed in Table A.5. ARX-PLS gives the lowest RRMSEP and best prediction performance, while CVA-SS has the worst performance. Although ARX-ANN and ARX-GPR give the similar prediction results
to ARX-PLS, their computation time is longer. Therefore, ARX-PLS is considered as
the optimal mathematical model to deal with this anaerobic system.

**Figure A.4** The measured and predicted data of (a) ARX-PLS, (b) ARX-ANN, (c) ARX-GPR, and (d) CVA-SS.
Table A.5 The relative root mean square error of prediction (RRMSEP) of different techniques.

<table>
<thead>
<tr>
<th>Techniques</th>
<th>PLS</th>
<th>ARX-PLS</th>
<th>CVA-SS</th>
<th>ARX-ANN</th>
<th>ARX-GPR</th>
</tr>
</thead>
<tbody>
<tr>
<td>RRMSEP</td>
<td>122.4%</td>
<td>20.0%</td>
<td>27.1%</td>
<td>20.4%</td>
<td>20.3%</td>
</tr>
</tbody>
</table>

Table A.6 Effect of the past $n$ days on RRMSEP for ARX-PLS, ARX-ANN, and ARX-GPR.

<table>
<thead>
<tr>
<th>$n$</th>
<th>2</th>
<th>4</th>
<th>6</th>
<th>8</th>
<th>10</th>
<th>12</th>
<th>14</th>
<th>16</th>
<th>18</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARX-PLS</td>
<td>19.8%</td>
<td>20.0%</td>
<td>19.7%</td>
<td>19.8%</td>
<td>19.8%</td>
<td>19.7%</td>
<td>19.8%</td>
<td>19.9%</td>
<td>20.0%</td>
<td>20.2%</td>
</tr>
<tr>
<td>ARX-ANN</td>
<td>20.3%</td>
<td>20.6%</td>
<td>19.8%</td>
<td>19.6%</td>
<td>20.1%</td>
<td>20.3%</td>
<td>19.8%</td>
<td>20.3%</td>
<td>19.8%</td>
<td>20.1%</td>
</tr>
<tr>
<td>ARX-GPR</td>
<td>19.9%</td>
<td>20.1%</td>
<td>20.2%</td>
<td>19.9%</td>
<td>20.1%</td>
<td>19.7%</td>
<td>20.2%</td>
<td>19.9%</td>
<td>20.1%</td>
<td>20.0%</td>
</tr>
</tbody>
</table>
A.6 Summary

The development of mathematical model between the process input and effluent output is very useful for WW treatment system, since the model can give guideline to discern whether the system work well or not. Four dynamic models of ARX-PLS, ARX-ANN, ARX-GPR, and CVA-SS are investigated and compared. According to their prediction performance, ARX-PLS is selected as the optimal software sensor to predict effluent TOC. However, it should be noted that there is also certain limitation for these autoregression techniques that the analyte property of effluent TOC in the past need to be measured timely to make prediction.
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