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ABSTRACT

This thesis addresses two different topics. The major part of this thesis deals with the precise evaluation of bridge functions required to yield the integral equation theories up to the second power in density for both bulk and confined hard sphere fluids. We propose two modified Mayer-sampling methods based on Transition Matrix Monte Carlo (TMMC) and overlap sampling for calculating the integrated diagrams appearing in the coefficients of the bridge function. The results from these methods compared with the generic Monte Carlo Mayer-sampling are analyzed in detail for the bulk hard sphere system. Next TMMC Mayer-sampling method is applied to evaluate the bridge function for the hard sphere fluid in a slit-pore. We first construct the slit-fluid bridge function by wall-particle bridge diagrams with $h_b$-bond (i.e. bulk-fluid total correlation function $h_b$). The quantity of the slit-fluid bridge function is assessed by comparing density profiles and reduced normal pressures obtained from the singlet integral equation theory with those from the grand canonical Monte Carlo simulation.

The second part of this thesis concerns the 3D structure of human beta defensin (HBD) 28 via homology modeling and molecular dynamics approach. Implementations of these methods are described, as well as the comparison among the resulting models that based on HBD-2 and HBD-3 as templates. The highly probable candidates for HBD-28 are refined through molecular simulations in pure water and 50% trifluoroethanol/water mixture. In comparison with circular dichroism experimental data as well as stabilities of $\beta$-$\beta$-sheet and $\alpha$-helix, HBD-28 with a reliable 3D structure was found.
Part I: Integral Equation Theory
Chapter 1
Introduction

The determination of structural and thermodynamic properties of equilibrium classical fluids is of central importance to the field of statistical mechanics [1]. One of the most important properties in the structural description of equilibrium fluids is the pair correlation function [1, 2]. It gives the probability of the spatial arrangements of pair particles and has been used to calculate various thermodynamic properties, such as pressure, compressibility, and internal energy. Pair correlation function is usually calculated by computer simulations [3-5] or integral equation (IE) theory [6-8]. The latter has been more widely used since it requires much less computational cost than direct simulation methods like Monte Carlo or molecular dynamics, and in some cases it can yield completely to analytic treatment [9, 10]. The IE approach that yields the pair correlation function of classical fluids from the pair potentials is based on the Ornstein-Zernike equation supplemented by a closure that establishes the bridge function [11]. Usually, the bridge function in the IE theory is either ignored completely or approximated by other expressions, which leads to deviations with respect to the ‘exact’ simulation results [12-16]. In addition, it also leads to certain thermodynamic inconsistent, for instance, the pressure calculated by the virial expansion differs from the pressure via the compressibility integration [17]. All these deficiencies in the implementations of the IE theory arise from the inaccuracy of bridge function approximations. It is therefore of fundamental importance to construct accurate bridge function in the improvement of the IE theory.
Typically, there are two main routes to obtain the bridge function. The first route is related to the IE theory framework, which evaluates the bridge function through empirical approximations or measurements. The former method mostly approximates the bridge function of interesting with that of a simpler reference system [18, 19]. Whereas in the latter approach, the bridge function is derived from the accurate pair correlation function that is obtained from molecular simulations [20]. The resulting shape of bridge function undergoes fitting procedure to yield an empirical expression with adjustable parameters [21-23]. The parameterization provides fast and reliable ways to construct bridge function for some model systems of interest. This approach, however, shows some inaccuracy with respect to the signs of bridge function [24] and zero-zero-separation theorems [25]. Furthermore, the true characteristic of the bridge function is still on debate. In contrast to these empirical approaches, the second route is the direct evaluation of the bridge function by its definition that is expressed as an infinite sum of highly connected bridge diagrams [24, 26-29]. This theoretical approach should lead to a more accurate bridge function, correspondingly, a more accurate IE theory. However, the evaluation of series of irreducible diagrams forming the bridge function is a computationally demanding task, because the diagram number increases rapidly with increasing order of the diagrams and each diagram represents a high-dimensional integral over products of pair functions. Since the high computational requirement restricts the direction evaluation of bridge function with certain accuracy, the goal of this work is to develop efficient and stable methods for precise evaluation of bridge function up to higher order of the diagrams and as a consequence to improve the IE theory.
To date, one of the successful methods to compute the high-dimensional integrals of bridge function is the biased Monte Carlo sampling, which is proposed by Rast *et al.* [24] and improved by Labik *et al.* [27]. Another successful approach is a free energy perturbation method, so-called Mayer-sampling, which is first introduced to evaluate accurate virial coefficients represented as cluster diagrams by Singh and Kofke [28] and later applied to calculate the bridge diagrams by Kwak and Kofke [29]. However, the bridge function calculated from these approaches converges very slowly. In addition, the accurate prediction has been hindered where the relative distance of two particles are short and long, respectively, as the density and the order of the diagrams increase. Moreover, it is noticed that the IE theory generically suffers from prediction of accurate pair correlation function at high density close to freezing, but it is possible to obtain better pair correlation function by improving the sampling technique for bridge diagram configurations. In our work, we introduce two sampling techniques based on the original Mayer-sampling. One is the Mayer-sampling incorporated with Transition Matrix Monte Carlo [30] (i.e. TMMC Mayer-sampling), and another is the overlap sampling [31, 32]. The feasibility and efficiency of these two approaches for generating approximation of bridge function are both tested for the hard sphere fluid, and the results calculated by these approaches are compared with those deduced from Mayer-sampling and empirical expressions. We also show how these two approaches influence the properties of the hard sphere fluid in the closure of Ornstein-Zernike equation.

So far, most studies of the IE theory for liquids are related to the bulk fluid, limited effort has been devoted to the confined fluid. It has been poorly
understood even for the simplest model of a hard sphere fluid confined in a slit-slit-pore. Since the confined fluid plays an important role in scientific phenomena and technological applications, it is of essential importance to study the confined fluid. Until now, two types of IE theories have been developed for the confined fluid: the singlet level [33-36] and pair level theories [37-40]. The latter is rather complex and has no advantage over the singlet one in most cases [35, 39], thus we will focus on the singlet IE theory in this thesis. However, like most of the IE theories for the bulk fluid, the IE theories for the confined fluid also suffer from the uncertainty of the bridge function. The bridge function involving the fluid confinement is trivial to be formulated or approximated empirically. Therefore an alternative route to evaluate the confined-fluid bridge function is through the application of the bridge diagrams. The question arises the construction theorem of the bridge diagrams for the confined fluid is the same as that for the bulk fluid and how to apply them correctly in the confined fluid. Therefore, another goal of this work is to study the accuracy and applicability of the confined-fluid bridge function for the singlet IE theory to predict the structural and thermodynamic properties of the hard sphere fluid in a slit-pore in equilibrium with its corresponding bulk fluid. In this work, the recently developed TMMC Mayer-sampling method is used to evaluate the confined-fluid bridge function, and with the help of this bridge function the confinement effects on the local structure of the confined fluid is studied by the singlet IE approach. The quality of our approach is assessed by comparing the results of this method with those from the grand canonical Monte Carlo simulation.

The first part of this thesis is arranged as follows. In the next section of this
chapter, we give a brief review of the radial distribution function and its related thermodynamic properties, the IE theories and their numerical solutions, as well as the diagrammatic expansions of pair functions, especially, the bridge function. Chapter 2 describes the general simulation methods: Monte Carlo methods and bridge diagram calculation methods, as well as the models we in this work. In Chapter 3, two new bridge function calculation methods are introduced, i.e. TMMC Mayer-sampling and overlap sampling methods. The applications of these two methods are described in Chapter 3 and Chapter 4. Chapter 3 investigates the feasibility of TMMC Mayer-sampling, overlap samplings and their implementations on the evaluation of the bridge function the bulk hard sphere fluid. The precision and convergence of these two newly developed methods were compared with those of the original sampling method small distance range, moderate distance range and tails region of interaction range of the pair particles, respectively. The pressures determined by the IE theory with our new approximations of bridge function are compared with those from original sampling method with reduced densities at 0.2, 0.5 and 0.8. In Chapter 4 we use the TMMC Mayer-sampling to determine the slit-fluid bridge functions of a hard sphere fluid in slit-pores with slit widths $3.0\sigma$ and $4.0\sigma$, where the structural and thermodynamic properties such as density profiles and contact pressures perpendicularly to the wall are investigated.

1.1 Radial Distribution Function

A liquid is characterized by its structural and thermodynamic properties. The **pair correlation function** $g(r_1, r_2)$ is a fundamental quality in the structural descriptions of liquids [2]. It represents normalized probability of finding a
particle at \( r_1 \) and another particle at \( r_2 \). For a spatially homogeneous fluid and isotropic system, it is also called radial distribution function (RDF) \( g(r) \), where \( r \) is the relative distance between pair particles.

The RDF can be generalized to other structural functions, such as the total correlation function \( h(r) \),

\[
h(r) = g(r) - 1
\]

and cavity distribution function (or background correlation function) \( y(r) \),

\[
y(r) = g(r) \exp[\beta u(r)]
\]

where \( \beta = 1/ k_B T \) is the inverse temperature, \( k_B \) is the Boltzmann constant, \( T \) is the absolute temperature and \( u(r) \) is the pair potential between two particles.

In addition, all thermodynamic quantities can be expressed in terms of RDF. The main thermodynamic quantity pressure \( P \) can be computed directly from the pressure (virial) equation,

\[
\frac{\beta P}{\rho} = 1 - \frac{2\pi \rho}{3} \int_0^\infty \frac{du(r)}{dr} g(r)r^3 dr
\]

or via the integration from the compressibility equation,

\[
\frac{1}{\beta \left( \frac{\partial \rho}{\partial P} \right)_T} = 1 + 2\pi \rho \int_0^\infty (g(r) + 1) r^2 dr
\]

where \( \rho \) is the density. The equations (1.3) and (1.4) provide two different routes to compute the pressure, and they should yield the same result. However,
for approximate theories two routes will give different values and this difference is called the thermodynamic inconsistency of the theory [2].

Since the RDF connects the structural and thermodynamic properties of liquids, it is of fundamental importance to characterize the RDF in liquid theory. The most powerful theoretical approach for calculating the RDF is the IE theory that based on the Ornstein-Zernike equation supplemented with a closure equation.

1.2 Integral Equation Theory

Considered a system of homogeneous and isotropic fluids, the Ornstein-Zernike (OZ) equation [2, 11] defines the direct correlation function $c(r)$ in terms of the total correlation function (i.e. the deviation of $g(r)$) through

$$
h(r) = c(r) + \rho \int c(r')h(|r-r'|)dr'
$$

(1.5)

where $r'$ is the relative distance of the third particle from one of the pair particles. Equation (1.5) shows that the total influence of pair particles at a separation distance $r$ is given by the sum of the direct influence of pair particles and an indirect part (i.e. appeared as a convolution integral, which is all indirect influences from the third particle exerted on the pair particles) [2]. By taking the Fourier transform of the OZ equation, we obtain a simpler form in $k$ space,

$$
\tilde{h}(k) = \tilde{c}(k) + \rho \tilde{h}(k)\tilde{c}(k)
$$

(1.6)

where the symbol ‘tilde’ denotes the Fourier transform of a function. This transform enable us to find the solutions of the OZ equation easier.
As we have seen, both functions \( h(r) \) and \( c(r) \) are unknown and there is only one relation in the OZ equation. To solve these quantities, another relation, so-called closure equation, is required to complement the OZ equation [2]. Generally, the cavity distribution function, generalized from RDF by equation (1.2), is used as below,

\[
y(r) = \exp[h(r) - c(r) + b(r)]
\]

(1.7)

Combining equations (1.2) and (1.7), we obtain

\[
h(r) = \exp[-\beta u(r) + h(r) - c(r) + b(r)] - 1
\]

(1.8)

which is an exact relation between \( h(r) \) and \( c(r) \), but includes \( u(r) \) and unknown bridge function \( b(r) \). For a given potential \( u(r) \), we are able to find \( h(r) \), \( c(r) \) and corresponding \( g(r) \) if we know the exact \( b(r) \). Unfortunately, although the \( b(r) \) can be represented by an infinite sum of bridge diagrams, the exact \( b(r) \) is not clear for any system. Therefore, the bridge function plays a key role in the IE approach and in this sense a closure equation is an approximation for the bridge function. Some of the approximations are described in the following subsections.

1.2.1 Classical Closures

The simplest approximation for the bridge function is the hypernetted chain (HNC) equation which takes the bridge function as,

\[
b_{HNC}(r) = 0
\]

(1.9)

and the \( g(r) \) becomes
\[ g(r) = \exp[-\beta u(r) + h(r) - c(r)] \]  

This closure works well for long-ranged attractive potentials [2]. Another classical closure is the Percus–Yevick (PY) equation given by

\[ b_{py}(r) = t(r) - \ln[t(r) + 1] \]  

where \( t(r) = h(r) - c(r) \) and \( g(r) \) is written as,

\[ g(r) = (1 - e^{-\beta c(r)}) c(r) \]  

This closure gives very good results for fluids with short-ranged and sharply repulsive potentials, such as hard and soft spheres [2]. For hard spheres, the PY equation along with the OZ equation has been solved analytically [9, 10].

Since the HNC and PY equations are approximate, the pressure obtained from the virial route (i.e. equation (1.3)) differs from that of the compressibility route (i.e. equation (1.4)) [17]. Many attempts have been devoted to improve the performance of the HNC and PY theories. However, most of them are only empirical modifications of closures with the goal of improving the accuracy of the resulting \( g(r) \) [41-43]. Another sort of approaches use a self-consistent procedure in which certain constraints for thermodynamic consistency are imposed to determine the closure with unspecified parameters [44-48].

### 1.2.2 Truncated series of the bridge diagrams

A third way to obtain a nonempirical or nonanalytical representation of is to evaluate diagrammatic expansion of \( b(r) \) directly and truncate the infinite series at some point [24, 26-29, 49]. The bridge function can be expressed as a
series in powers of density,

\[ b(r) = \sum_{n=2}^{\infty} b_n(r) \rho^n \quad (1.13) \]

where the coefficient \( b_n(r) \) are multi-dimensional integrals, which can be written in terms of bridge diagrams. The bridge diagrams can be represented in terms of Mayer function \( f(r) \) or the total correlation function \( h(r) \). So far, the 2\textsuperscript{nd} to 5\textsuperscript{th} coefficients in terms of \( f(r) \) have been found by Labik \textit{et al.} [27] and up to 6\textsuperscript{th} coefficient by Kolafa and Labik [50] for hard sphere systems. Recently, Kwak and Kofke calculated bridge diagrams of a hard sphere fluid up to order \( \rho^4 \) in terms of \( h(r) \) [29]. Their results at high density are better than those using the \( f(r) \) representation and classical closures (i.e. HNC and PY). Unfortunately, the convergences of the series using both \( f(r) \) and \( h(r) \) representations are slow at high density and the calculation of higher order terms is necessary to improve the accuracy of the IE theory to the next level.

\section*{1.2.3 Extension to Mixtures}

Up to this point, we have concerned the one-component system. The multi-component system will be considered in this subsection. All aforementioned equations have their analogous expressions for mixtures and can be generalized in a similar way. The OZ equation for multi-components fluid takes the form

\[ h_{\alpha\beta}(r) = c_{\alpha\beta}(r) + \rho \sum_{\nu=1}^{n} x_{\nu} \int c_{\alpha\nu}(r') h_{\nu\beta}(|r - r'|) dr' \quad (1.14) \]
and the analogue of exact closure is given by

\[ h_{αβ}(r) = \exp[-βu_{αβ}(r) + h_{αβ}(r) - c_{αβ}(r) + b_{αβ}(r)] - 1 \]  

(1.15)

where \( n \) is the number of species, subscripts \( α, β \) and \( ν \) represent the quantities for species \( α, β \) and \( ν \), respectively, \( x_ν \) is the mole fraction of species \( ν \).

The IE theory for mixtures can be extended to the wall-fluid system with certain assumptions and simple modifications [33, 51-54]. This extension is called singlet IE theory, in which the wall is treated as a giant molecule in an infinitely dilute solution (i.e. including the wall we have a binary mixture). We will not go into the details of the singlet IE theory in this chapter, as it will be explained in Chapter 4.

1.3 Numerical Solutions of Integral Equations

The OZ equation coupled with a chosen closure must be solved numerically, except the PY theory for the hard sphere system and a few other potentials [9, 10]. A number of numerical methods for solving OZ equation have been proposed [55-64]. In general, iterative algorithms are applied with some suitable convergence criteria. We introduce three most frequently used methods as follows.

1.3.1 Picard’s Method

Picard’s method refers to the solution by direct substitutions [55]. For a given bridge function, it starts from the closure equation (i.e. equation (1.8)),
which is usually written as

\[ c(r) = \exp[-\beta u(r) + t(r) + b(r)] - 1 - t(r) \]  \hspace{1cm} (1.16)

An initial guess of solution \( t(r) = h(r) - c(r) \) is substituted into the RHS of equation (1.16) to get an output function \( c(r) \). The output function is then substituted into the OZ equation (i.e. equation (1.6)) to get a new solution value in Fourier space. Next this new solution is again substituted into the RHS of equation (1.16) as a new input to yield a second output. The process is repeated until certain convergence criterion is satisfied. In general, the iterative procedure is given as following [56, 57]:

\[ t(r) \xrightarrow{\text{Closure}} c(r) \xrightarrow{\text{Fourier Transform}} \tilde{c}(k) \xrightarrow{\text{OZ}} \tilde{t}(k) \xrightarrow{\text{Inverse Transform}} t(r)^{\text{new}} \]  \hspace{1cm} (1.17)

An advantage of this numerical method is its simplicity. Its disadvantage is the poor convergence or even diverged at medium and high densities, which can be efficiently improved by mixing the old and new solutions with a dumping parameter \( \omega \):

\[ t(r) = \omega t(r)^{\text{old}} + (1 - \omega) t(r)^{\text{new}} \].

This mixing iteration algorithm was used by Duh and Haymet [57] to estimate the \( h(r) \) and \( c(r) \) at low and medium densities efficiently. However, at high densities the dumping parameter \( \omega \) is close to 1 and the convergence is very slow.

**1.3.2 Newton-Raphson Method**

Another approach is to use the integral equations in a discrete form and to solve a set of non-linear equations by Newton-Raphson (NR) method [58]. Rapid convergence is obtained if a good initial estimate is used. This method
has been used to find solutions of the HNC, PY, and self-consistent approximations, and proved to be surprisingly valuable at high density, even in the region of the critical points [59]. However, it is time consuming because the number of equations is usually with the order of 100~1000, which means one might need to invert a large (typically 1000×1000) matrix.

1.3.3 Combination Method

It could be concluded that the direct iterative procedure is slow and the NR method is not convenient when applied to large set of equations. As a result, a combination of the two methods was proposed by Gillan [60]. Gillan’s method reduces the size of the matrix in inversion and the procedure is very efficient. However, it is rather complex to implement the algorithm due to the complicated basis function (i.e. roof function). Later, Labik et al. [61] use the Fourier series as the basis function instead of the roof function to overcome this problem. A highlighted feature of the combination method is its insensitivity to the initial guesses for the numerical solution compared to earlier methods. Moreover, for most cases, the convergence is prompt. These advantages have made this method the primary choice to obtain solutions of integral equations. Thus we also use this method to solve the integral equations for the bulk fluid and the detailed procedure, which can be found in appendix A.

So far, the solutions introduced above are related to the bulk-fluid OZ equation. Since the OZ equation for the confined fluids is nonuniform due to the different confinements and boundary conditions, the solution is not unique. However, Pospisil et al. [52] proposed an efficient method to solve the
confined-fluid OZ equation for the fluid confined in a slit-pore (i.e. singlet OZ equation), which is similar to the Labik’s algorithm proposed for the bulk fluid. This method is suitable for all densities and its convergence is fast. In our study, we will choose this algorithm for solving the singlet OZ equation, and the bulk properties involved in the singlet OZ equation can be obtained from the bulk-bulk-fluid OZ equation by using Labik’s algorithm. The numerical procedure is shown in appendix B.

1.4 Diagrammatic Expression

1.4.1 Diagrammatic Technique

The functions in liquid theory are commonly defined as an infinite series of multi-dimensional integrals of one or more other functions [2]. It is very convenient to represent such series of integrals by diagrams or graphs. In this subsection, we will introduce some basic concepts in diagrammatic techniques. For example, the virial expansion of the equation of state is given by

\[
\frac{\beta P}{\rho} = 1 + \sum_{i=2}^{\infty} B_i(T) \rho^{i-1}
\]  

(1.18)

The integrals appeared in the second and third virial coefficients \(B_2, B_3\) are given by,

\[
B_2(T) = -\frac{1}{2} \int f_{12} dr_2
\]  

(1.19)

\[
B_3(T) = -\frac{1}{3} \int \int f_{12} f_{13} f_{23} dr_2 dr_3
\]  

(1.20)
In the integrals \( f_{ij} = \exp(-\beta u_{ij}) - 1 \) is the *Mayer function*. For each integral there is a corresponding *labeled diagram* which contains a number of *circles* linked by *bonds*. The circles represent particle coordinates in a space and have two types: *white circles* (or *root points*), which represent coordinates held constant in the integration, and *black circles* (or *field points*), which stand for the variables of integration. Generally, the circle is often a function of coordinates and integration. The bond drawn as a line between two circles \( i \) and \( j \) represents certain function, say \( f_{ij} \), which we name it as an \( f \)-bond. The value of a diagram is the value of the integral that the diagram represents, which is a function of the coordinates attached to the white circles and a functional of the functions associated with the black circles and bonds. Therefore, the integrals in equations (1.19) and (1.20) can be represented by simple labeled diagrams consisting of white and black cycles and \( f \)-bonds as following:

\[
B_2 = -\frac{1}{2} \quad 1 \quad 2
\]

\[
B_3 = -\frac{1}{3} \quad 1 \quad 3 \quad 2
\]

Figure 1.1. Virial coefficients \( B_2 \) and \( B_3 \) in the \( f \)-bond expansion. The open circle represents one root particle (labeled by 1) and the solid circles (labeled by 2 and 3) denote field points, which are subjected to be integrated over the connecting \( f \)-bond(s).

### 1.4.2 Cluster Expansion

Similar to the equation of state, all aforementioned pair functions can be
represented as an infinite series in powers of density, where the coefficients are sums of integrals over products of other simpler pair functions which can be depicted by diagrams [2]. For example, the cavity distribution function $y(r)$,

$$y(r) = 1 + y_1(r)\rho + y_2(r)\rho^2 + \cdots \tag{1.21}$$

in which the coefficients $y_i(r)$ are series of $f$-bonds diagrams. The first two of diagrams are shown in Figure 1.2 and we use the last row in Figure 1.2 to represent this diagrammatic expansion. Then the direct correlation function $c(r)$ and total correlation function $h(r)$ in the OZ equation can be represented as Figure 1.3.

$$y_1 = \includegraphics[width=0.2\textwidth]{fig1.2a.png}$$

$$y_2 = \includegraphics[width=0.2\textwidth]{fig1.2b.png}$$

$$y = \includegraphics[width=0.2\textwidth]{fig1.2c.png} + \includegraphics[width=0.2\textwidth]{fig1.2d.png} + \includegraphics[width=0.2\textwidth]{fig1.2e.png} + \includegraphics[width=0.2\textwidth]{fig1.2f.png} + \includegraphics[width=0.2\textwidth]{fig1.2g.png} + \cdots$$

Figure 1.2. Cavity distribution function coefficients $y_1$ and $y_2$ in the $f$-bond density expansion. The open circles represent two root particles and the solid circles denote field points. The first row shows the single diagram in $y_1$ and the second row shows 5 diagrams in $y_2$, respectively. The last row represents the diagrammatic expansion of $y$. The number of solid circles is related to the number of powers of density and thus the order of each term.
Figure 1.3. Diagrammatic expansions of direct correlation function $c(r)$ and total correlation function $h(r)$. Circles and bonds are the same as in Figure 1.2.

Note that the diagrammatic expansion is also called cluster expansion; as a consequence the integrals arising in cluster expansion is called cluster integrals and the diagram, referred as cluster diagram (or simply cluster).

1.4.3 Bridge Diagrams

To this point, the pair functions in the IE theory are all expressed in diagrammatic form, except the bridge function. Recalling equation (1.13), it is shown that the bridge function also can be represented by cluster expansion. Coefficients $b_n(r)$ in equation (1.13) are the sum of highly connected cluster diagrams that representing multi-dimensional integrals, which consists of $n$ points, two root points in a relative distance $r$ and bonds. There are two famous routes to correlate the bonds appearing in the bridge diagrams: the Mayer function (i.e. $f$-bond) and the total correlation function (i.e. $h$-bond). With $f$-$f$-bonds, the first two orders of bridge diagrams are given in Figure 1.4.
Figure 1.4. Bridge diagrams $b_2$ and $b_3$ in the $f$-bond density expansion of bridge function. The open circles represent two root particles (labeled by 1 and 2, for clarity, these labels are omitted in the other diagrams) and the solid circles denote field points to be integrated over the connecting $f$-bonds. The first row represents $b_2$ and its integral expression. The second row shows 13 diagrams in $b_3$ and the value of each coefficient is the sum of all diagrams with their weights, respectively. Number below diagrams denotes their symmetry numbers which is the reciprocal value of the weight.

As shown in Figure 1.3, the $h(r)$ can be represented by a series in powers of density and the coefficients are integrals over products of $f(r)$, therefore the $h$-bond implicitly incorporates the $f$-bonds. Due to this property of the $h$-bond, one might expect a better representation of the bridge function with fewer terms by the $h$-bond expansion that is derived by Stell [65]. The first two orders of bridge diagrams in terms of $h$-bonds are shown as following:
Figure 1.5. Bridge diagrams $b_2$ and $b_3$ in the $h$-bond density expansion of bridge function. Circles are the same as in Figure 1.4, but the connecting lines signify the total correlation function $h(r)$. The first row represents $b_2$ and its integral expression. The second row shows 7 diagrams in $b_3$ and the value of each coefficient are calculated in the same way as that of $f$-bond.

The Figure 1.4 and Figure 1.5 show that there is only one diagram of four particles in $f$-bond $b_2$, and 13 diagrams of five particles in $f$-bond $b_3$; for $h$-bond expression, 1 for $b_2$ and 7 for $b_3$. Moreover, the bridge diagrams in $h$-bond expression are a subset of those with $f$-bonds, which indicates that the $h$-bond expansion indeed reduces the number of diagrams in the bridge function, as a consequence $h$-bond expression may improve the convergence of the series and save the computational time. This is the reason we choose $h$-bond expression to study bridge function through this research. It is worth nothing that the number diagrams in the second tern $b_3$ with $f$-bond could be further reduced to 9 and those with $h$-bond to 5, as some of diagrams are symmetric and belong to the same set of topology and thus have identical values. Another remarkable feature of $h$-bond expression is that the $b_2$ using $h$-bond is dependent on density, to that in terms of $f$-bonds is density independent.
Chapter 2
General Methodology

2.1 Monte Carlo Simulation

Monte Carlo (MC) simulation [66] is very impotent to the development of liquid state theory [2]. It provides essentially exact results of well-defined models compared to experimental data and sometimes it is the only way to data for models that do not exist in nature. The MC method is designed to generate static configurations of the system of interest. The quantity of interest obtained as an ensemble average, which only depends on the configurational variables. Therefore, the MC method is a very efficient approach to calculate static properties of the system. Nowadays, using MC simulation to obtain the mechanical properties such as pressure and internal energy that can be as ensemble averages is a relatively routine matter. Moreover, MC method has a wider application and can be used to evaluate the multi-dimensional integrals, such as bridge diagrams.

The MC simulation can be carried out in various ensembles, such as the canonical ensemble and grand canonical ensemble. The conventional MC probes the canonical ensemble and the Metropolis scheme, usually referred as Metropolis MC [67], which involves the importance sampling technique. There are other sampling techniques that beyond Metropolis, so-called biased techniques, such as multicanonical sampling [66] in Transition Matrix Monte Carlo [30, 68] in this work and umbrella sampling [66]. A brief review of these
simulations and theoretical approaches is given below.

2.1.1 Monte Carlo

We introduce the concepts of MC simulation for canonical ensemble which stands for a system with a fixed particles number $N$ in a given volume $V$ at a temperature $T$. The macroscopic quantity $A$ of the system can be calculated as an ensemble average

$$\langle A \rangle = \frac{\int dr^N A(r^N) \exp[-\beta U(r^N)]}{\int dr^N \exp[-\beta U(r^N)]}$$

(2.1)

where $U(r^N)$ is the potential energy, $r^N$ stands for the coordinates of all $N$ particles and $\exp[-\beta U(r^N)]$ is the Boltzmann factor. The configurational part of the partition function $Z$ is defined by

$$Z \equiv \int dr^N \exp[-\beta U(r^N)]$$

(2.2)

The sample configurations that contribute to the average are generated according to the probability distribution $p(r^N)$, which is the probability density of observing the system in the configuration around $r^N$. A series of successive configurations (i.e. Markov chain) corresponding to the probability distribution is produced by Markov process which consists of Markov transitions generating a new microstate (i.e. configuration) $t$ out of a given microstate $s$ by a random walk [69]. The transitions often obey the detailed balance given by

$$p(s)Q(s \rightarrow t) = p(t)Q(t \rightarrow s)$$

(2.3)
where \( Q(s \rightarrow t) \) is the transition probability of generating a new microstate \( t \) from the current microstate \( s \), which is the product of a selection probability \( \phi(s \rightarrow t) \) and a acceptance ratio \( acc(s \rightarrow t) \)

\[
Q(s \rightarrow t) = \phi(s \rightarrow t) \times acc(s \rightarrow t)
\] (2.4)

where \( \phi(s \rightarrow t) \) is the probability of the system moving to a new microstate \( t \) provided the current microstate \( s \) and \( acc(s \rightarrow t) \) is the probability of the generated microstate \( t \) is accepted as the new microstate of the system. For a specific probability distribution, \( acc(s \rightarrow t) \) can be determined through the condition of detailed balance (i.e. equations (2.3) and (2.4)). To summarize, the standard MC procedure has two stages.

1. **Trial moves**: A new microstate \( t \) is generated from a given current microstate \( s \) of the system by a trial move. In canonical ensemble, the trial move is given by a random displacement of a particle \( i \)

\[
r_i \rightarrow r_i + \Delta \xi_i
\] (2.5)

where \( \xi \) is a vector of real random numbers uniformly distributed in the interval \([-1,1]\) and \( \Delta \) is the maximum allowed displacement with upper limit (i.e. \( \Delta \leq H/2, H \) is the box length).

2. **Accept or reject**: The trial move is conditionally accepted with an acceptance probability \( acc(s \rightarrow t) \). If rejected, the old microstate \( s \) is kept.

Many schemes are proposed to fulfill above two stages and a brief review given below.
2.1.2 Metropolis Monte Carlo

Metropolis et al. introduced a particular and very efficient method, so-called importance sampling, to select microstates according to the Boltzmann distribution. Apart from the simple sampling in ‘crude’ MC which all microstates are chosen with equal probability, the importance sampling is not to sample all possible microstates, but relatively few and representative microstates that contribute much to the average. This is achieved by setting the selection probabilities all equal and the condition of detailed balance (i.e. equations (2.3) and (2.4)) becomes

\[
\frac{Q(s \rightarrow t)}{Q(t \rightarrow s)} = \frac{acc(s \rightarrow t)}{acc(t \rightarrow s)} = \frac{p(t)}{p(s)}
\]

(2.6)

The probability distribution \(p(s)\) that used in the Metropolis MC is the Boltzmann distribution given by

\[
p(s) = \frac{\exp[-\beta U(s)]}{Z}
\]

(2.7)

Therefore the Metropolis algorithm of acceptance ratio follows

\[
acc(s \rightarrow t) = \min \left[ 1, \frac{p(t)}{p(s)} \right] = \min \left[ 1, e^{-\beta(U(t) - U(s))} \right]
\]

(2.8)

Although the Metropolis scheme that concentrates sampling in the most important region of the configuration space can be used to sample any system, has its limitations. One drawback of the Metropolis scheme is that the times using the importance sampling can be prohibitively long in systems that
require traversing a path where the relative probabilities differ by many orders magnitude. To overcome such probability barriers, the biased samplings are proposed.

### 2.1.3 Transition Matrix Monte Carlo

One possible choice is the Transition Matrix Monte Carlo (TMMC) scheme [30, 70-74] which provides a highly efficient mechanism to speed up the simulation by utilizing the statistics about attempted transitions between microstates in the Metropolis scheme. The TMMC scheme employed here is an adaptation of the algorithm proposed by Fitzgerald et al. [68] for studying lattice system and was first used by Errington et al. [30] to study the liquid-vapor phase equilibrium. Implementation of the transition matrix algorithm is very simple that one only needs to add a third stage to the standard MC procedure.

To connect with macroscopic quantities, the macrostate $S$ that encompass a set of microstates ($s \in S$) is defined by one or more prespecified macrovariables. The probability $\Pi(S)$ of finding the system in macrostate $S$ is given by the summation of probabilities over all microstates that belong to macrostate $S$,

$$
\Pi(S) = \sum_{s \in S} p(s)
$$

In order to estimate the macrostate probability $\Pi(S)$, a third stage is added to the MC cycle. In this stage, the statistics regarding attempted transitions between macrostates is collected in a collection matrix $C$. The collection matrix is after each trial move as follows:
\[ C(S \rightarrow T) = C(S \rightarrow T) + acc(s \rightarrow t) \]  \hspace{1cm} (2.10)

\[ C(S \rightarrow S) = C(S \rightarrow S) + 1 - acc(s \rightarrow t) \]  \hspace{1cm} (2.11)

It is important to emphasize that the matrix is updated whether the MC move is accepted or rejected. The collection matrix is used to calculate the macrostate transition probability \( P(S \rightarrow T) \) by

\[ P(S \rightarrow T) = \frac{C(S \rightarrow T)}{\sum_{S} C(S \rightarrow S + \Delta S)} \]  \hspace{1cm} (2.12)

Once \( P(S \rightarrow T) \) which indicates the likelihood of the system moving from current macrostate \( S \) to a new macrostate \( T \) is obtained, the detailed balance expression is employed to determine the \( \Pi(S) \) through

\[ \Pi(S)P(S \rightarrow T) = \Pi(T)P(T \rightarrow S) \]  \hspace{1cm} (2.13)

To bias the simulation, one may introduce a weight function \( \eta(S) \) such that all macrostates of the system are sampled with uniform probability. This is achieved by using multicanonical sampling technique, in which the weight function is set inversely proportional to the macrostate probability

\[ \eta(S) = -\ln \Pi(S) \]  \hspace{1cm} (2.14)

Correspondingly, the acceptance criterion for a trial move becomes

\[ acc(s \rightarrow t) = \min \left[ 1, \frac{p(t)e^{\eta(T)}}{p(s)e^{\eta(S)}} \right] = \min \left[ 1, e^{-\beta(U(t) - U(s)) + \eta(T) - \eta(S)} \right] \]  \hspace{1cm} (2.15)

Note that we still use the unadjusted acceptance criterion to update the matrix
2.1.4 Umbrella Sampling

Another possible choice to bias a simulation is the *umbrella sampling* [66] scheme, which is usually used to calculate the free energies. It is well known that the conventional MC is unable to calculate properties such as entropy and free energy directly, as the free energy cannot be expressed as ensemble averages. In general, the free energy of a system can be determined by evaluation the difference between the system of interest and some reference systems of known free energies. This approach is called *free energy perturbation* [66, 75], which permits the free energy difference between two systems to be written as an ensemble average easily, but the conventional MC methods of estimating such average are usually inadequate due to that the Boltzmann-weighted sampling distribution are inefficient in some cases. To overcome this difficulty, the umbrella sampling method is developed.

The free energy is directly related to the partition function $Z$ (i.e. equation (2.2)) [66] and the free energy difference between two systems $A$ and $B$ (i.e. $\Delta F = F_B - F_A$) in canonical ensemble is given by

$$
-\beta \Delta F = \ln \left( \frac{\int dr^N \exp[-\beta U_B(r^N)]}{\int dr^N \exp[-\beta U_A(r^N)]} \right)
= \ln \left( \frac{\int dr^N \exp[-\beta(U_A(r^N) + \Delta U)]}{\int dr^N \exp[-\beta U_A(r^N)]} \right)
$$

\hspace{1cm} (2.16)

We introduce the notation $\langle \cdot \rangle_A$ to denote an average over a canonical ensemble of the reference system $A$ and the equation (2.16) becomes
\[
\exp(-\beta \Delta F) = \langle \exp(-\beta \Delta U) \rangle_A
\]  

(2.17)

This is the basic formula for free energy perturbation. To improve this approach, a bias is introduced by replacing the Boltzmann factor with a non-negative weight function \( w(r^N) \). The weight function \( w(r^N) \) is chosen to favor those configurations that contribute much to both systems \( A \) and \( B \) and should have an appreciable overlap with both regions of configuration space relevant to systems \( A \) and \( B \). The term ‘umbrella sampling’ is given to describe this connecting property. To this end, the probability of visiting a configuration around \( r^N \) is now proportional to \( w(r^N) \) and the expression for \( \langle \exp(-\beta \Delta U) \rangle_A \) is given by

\[
\langle \exp(-\beta \Delta U) \rangle_A = \frac{\int dr^N w(r^N) \exp\left[-\beta U_B(r^N)\right] w(r^N)}{\int dr^N w(r^N) \exp\left[-\beta U_A(r^N)\right] w(r^N)}
\]  

(2.18)

Representing an ensemble average over a probability distribution proportional to \( w(r^N) \) by \( \langle \cdot \rangle_w \), one obtains

\[
\langle \exp(-\beta \Delta U) \rangle_A = \frac{\langle \exp(-\beta U_B) / w \rangle_w}{\langle \exp(-\beta U_A) / w \rangle_w}
\]  

(2.19)

To account for the bias, the acceptance criterion for a MC trial move becomes

\[
acc(s \rightarrow t) = \min \left[ 1, \frac{w(t)}{w(s)} \right]
\]  

(2.20)

2.1.5 Grand Canonical Ensemble Monte Carlo

So far, we have considered the simulation in canonical ensemble. In contrast to canonical ensemble, the simulation in grand canonical ensemble (GCMC)
is more convenient for the confined fluids and adsorptions as it is a thermodynamic open which means that the particles and energy between the system and a reservoir are allowed to transfer. In grand canonical ensemble, the volume $V$, inverse temperature $\beta$ and chemical potential $\mu$ are fixed, while the particle number $N$ and the energy $E$ are allowed to fluctuate. The algorithm presented in the Metropolis MC can be easily generalized to grand canonical ensemble with simple modifications.

Apart from using the displacements of particles as trial moves in the canonical ensemble, we use trial insertions and deletions of particles to incorporate fluctuations in the number of particles. Then Metropolis rule for acceptance of these attempted particle number changes are given by

\[
acc(N \rightarrow N - 1) = \min \left[ 1, \frac{N}{V} e^{-\beta[U(r^{N-1}) - U(r^{N}) - \mu]} \right]
\]

(2.21)

\[
acc(N \rightarrow N + 1) = \min \left[ 1, \frac{V}{N + 1} e^{-\beta[U(r^{N+1}) - U(r^{N}) + \mu]} \right]
\]

(2.22)

As a result, both the particle number and energy fluctuate in the simulation. The GCMC simulation can be easily applied to confined fluids by fixing the chemical potential of fluids inside the confinement equal to that of bulk fluid and letting the particle number fluctuates.

2.2 Bridge Diagram Calculation

Evaluating the bridge diagrams with either $f$-bonds or $h$-bonds is a painstaking task, because their diagram numbers rapidly expand as the order
increases and each diagram represents a high-dimensional integral over the coordinates of pair particles. Although the $h$-bond expansion reduces the of diagrams (see Figure 1.4 and Figure 1.5), there are still 56 distinct diagrams (i.e. 88 diagrams) that contribute to order $\rho^4$ in $h$-bond expression and 956 distinct diagrams for the next order in density. Therefore it is time consuming to evaluate the higher order bridge diagrams. Except that the first order term in $f$-$f$-bond expansion of the bridge function of hard sphere fluid is known analytically [76], the higher order terms must be calculated numerically. There have been several recent attempts to obtain higher order terms in the bridge function. In this section, we review several frequently used methods as shown below.

2.2.1 Legendre Polynomial Expansion

One possible route to evaluate the bridge diagram is using the Legendre polynomial expansions. The Legendre expansion expressions were first proposed for $f$-bond $b_1$ and $b_2$ by Attard and Patey [77] for pure hard sphere and mixture systems and later simply adjusted for $h$-bond $b_1$ and $b_2$ by Perkyns and Pettitt [26] for pure Lennard-Jones system. These Legendre formulas were also applied to other systems by others [78, 79]. Although the Legendre expansion down the computational requirements by reducing the high-dimensional integration to two- or three-dimensions, it is not straightforward and rather complex since every diagram needs a special treatment. Therefore, it is not suitable for calculation of the higher order bridge diagrams beyond $b_3$. The details of the Legendre expansion expressions are not presented here, but it can be found elsewhere [26, 77].
2.2.2 Biased Monte Carlo Method

A more general route to evaluate the higher order bridge diagrams is using the biased MC Methods. There are several MC methods developed for bridge diagrams calculation. Rast et al. [24] first proposed a general biased MC method with a suitable nonuniform distribution of integration points to integrate cluster integrals, and it is applied to compute $b_1$ and $b_2$ in term of $h$-bond for hard sphere and Lennard-Jones systems. This approach is a direct MC numerical integration of cluster integrals appearing in the bridge diagrams.

Labik et al. [27] proposed a new biased MC Method by replacing the Boltzmann distribution in Metropolis MC with a probability density provided by the framework cluster to evaluate the 2\textsuperscript{nd} to 5\textsuperscript{th} coefficients of bridge function with $f$-bonds of a hard sphere fluid. Unlike the approach of Rast et al., Labik et al. did not attempt to evaluate the desired clusters directly, but to calculate the ratio of the desired cluster to the framework cluster with known integral. The framework cluster is chosen to have a simpler form and can be calculated analytically. Several framework clusters were needed for evaluating $b_n$ higher than $b_3$ and the clusters in $b_n$ term were calculated separately in different MC simulations. It is not convenient for higher orders beyond $\rho^3$ since each $b_n$ term has to been divided into small groups and each group has to been treated particularly.

2.2.3 Free-Energy Perturbation Method

Recently, a free energy perturbation formula, called Mayer-sampling, was proposed to calculate cluster integrals by Singh and Kofke [28] and applied to $h$-bond bridge diagrams up to order $\rho^4$ by Kwak and Kofke [29]. Their main
argument lies in the viewpoint of the relation between the thermodynamic free energy and the configurational integral, which can be explained as cluster integrals. The excess free energy of classical fluids that directly connected to partition function $Z$ is definitely a configurational integral which can be by diagrams as shown in Figure 2.1 [80], therefore the methods to calculate free energy are methods for calculation of cluster integrals, if casted in the proper form, can be used to evaluate the cluster integrals that appearing in the bridge function. In this subsection, we give a brief description of two adaptations of free-energy methods used to calculate the bridge diagrams.

$$-\beta F = \bullet + \bullet + \square + \square + \square + \square + \square + \cdots$$

Figure 2.1. Excess free energy in the $f$-bond density expansion. The solid circles denote field points and integrations. The number of circles is related to the number of powers of density. The coefficients before the diagrams are omitted for clarity, which is $1/2$ for 1$^{\text{st}}$, $1/6$ for 2$^{\text{nd}}$, $1/8$ for 3$^{\text{rd}}$, $1/4$ for 4$^{\text{th}}$ and $1/24$ for 5$^{\text{th}}$.

### 2.2.3.1 Free Energy Perturbation

The free energy perturbation is a straightforward free energy method as show in subsection 2.1.4, a key ideal of which is to work with free energy difference between the target and reference systems to avoid direct evaluation of free energy in the target system, which is also adaptable for cluster integrals. The basic working equation (i.e. equation (2.17)) for this method can be recovered as
\[ \Gamma(r) = \Gamma_o \frac{\gamma(r) / \gamma_o}{\gamma_o / \pi} \] (2.23)

where \( \Gamma(r) \) represents a general cluster integral or sum of integrals, with integrand (or sum of integrands) \( \gamma(r) \); for example, if \( \Gamma \) is the second bridge coefficient \( b_2 \), then \( \gamma = h_{12} h_{23} h_{34} h_{24} \). The angle bracket indicates the ensemble average over all configurations and the subscript “o” indicates the reference system, for which \( \Gamma_o \) is known. This approach resembles the Metropolis MC with the sampling distribution given by \( \gamma_o \) which is positive. In addition, this formula is compatible to the approach of Labik et al. who use the framework cluster as a reference \( \gamma_o \).

2.2.3.2 Mayer-Sampling

A more flexible method is the umbrella sampling, referred as Mayer-sampling in cluster integrals calculation, for which the working formula (i.e. equation (2.19)) now becomes

\[ \Gamma(r) = \Gamma_o \frac{\langle \gamma(r) / \pi \rangle_\pi}{\langle \gamma_o / \pi \rangle_\pi} \] (2.24)

where the subscript \( \pi \) is the normalized probability distribution that governs the sampling. In this approach, the MC sampling is performed on a number of particles equal to the order of the integral and cluster configurations are using the Metropolis importance sampling with weights based on the magnitude of the interactions that are represented in the given cluster. An umbrella average yields the value of a desired cluster integral to a reference cluster. It is important to emphasize that \( \pi \) is non-negative and should be chosen to
sample important regions for both target cluster $\gamma(r)$ and reference cluster $\gamma_o$. Since the reference cluster is separated from its role as sampling function, the choice of $\pi$ is arbitrary; any cluster based on any interaction potential may be used.

To summarize, there are two key ideas in the Mayer-sampling when applied to cluster integrals. First, we generate the molecule configurations using the Metropolis importance sampling. Second, we aim to evaluate the ratio of the desired cluster integral to a known reference integral. These two ideas open two doors to improve the Mayer-sampling. One is replacing the sampling function via application of other sampling techniques, such as TMMC; another is introducing one or more intermediate systems to maximize the overlap regions between the target and reference systems. According to the above two routes, we introduce two new methods to improve the performance of Mayer-sampling and give the name TMMC Mayer-sampling and overlap sampling to represent them. We will not present the details of these two methods here, but in the next chapter.

### 2.3 Simulation Models

In this section, I give a brief review of two models used in this work. A summary of properties is given below.

#### 2.3.1 Hard Sphere Model

Hard spheres are defined as spherical impenetrable particles that can not overlap in space. The hard sphere potential is widely used in the simplest nontrivial models of fluids and solids due to theoretical tractability. It mimics
strong repulsion that atoms and molecules of spherical shape experienced at contact distances. The particles of diameter \( \sigma \) have the following pair-wise interaction potential:

\[
U(r) = \begin{cases} 
0 & r > \sigma \\
\infty & r \leq \sigma 
\end{cases}
\]  

where \( U(r) \) is the potential energy between two particles at a relative distance \( r \). The potential is infinite if two particles overlaps, otherwise zero. For hard spheres, the virial equation of state (i.e. equations (1.3) and (1.18)) becomes,

\[
\frac{\beta P}{\rho} = 1 + \frac{2\pi \rho}{3} \sigma^3 g(\sigma^*)
\]

in which the pressure only depends on the value of the RDF at contact \( g(\sigma^*) \).

The hard sphere potential is a very good checking ground for many IE theories and we use it to test our new methods as shown in next chapter. Moreover, the extension of the hard sphere potential to binary mixtures has following from:

\[
U_{ij}(r) = \begin{cases} 
0 & r > \sigma_{ij} \\
\infty & r \leq \sigma_{ij} 
\end{cases}
\]

where two particles \( i \) and \( j \) have strictly additive diameters.

### 2.3.2 Hard Sphere-Wall Model

The hard sphere-wall models have been considered as the simplest models of confined fluids. A commonly investigated hard sphere-wall model is a hard
sphere fluid confined in a slit-pore. In this model, the system consists of $N$ hard spheres of diameter $\sigma$ confined between two parallel planar hard walls. The pair interaction potential $U(r)$ of hard spheres that inside the slit-pore at a relative distance $r$ is given by equation (2.25), and the interaction potential $U(z)$ a wall and a hard sphere at a distance $z$ is given by

$$U(z) = \begin{cases} \infty & |z| \geq (L-\sigma)/2 \\ 0 & |z| < (L-\sigma)/2 \end{cases}$$

(2.28)

where $L$ is the slit width, the origin is set on the centre of the walls and $z$-axis is selected perpendicular to the walls. The potential energy of a particle is infinite when it collides with the wall, otherwise zero. Compared to equation (2.27), we can see that the hard sphere-wall model can be considered as an extension to hard sphere binary mixtures by assuming one of the species has an infinite dilute concentration and diameter. This is responsible for the theoretical tractability of the singlet IE theory.

So far, we have shown the working equations of two model potentials. The schematics of the two potentials are shown as following:

Figure 2.2. The schematics of the potentials for hard sphere model (left) and sphere-wall model (right).
2.4 Simulation Environment

We apply the programming package *Etomica* in our studies [81, 82]. *Etomica* is an application program interface (API) for the construction of Java-based molecular simulation. The *Etomica* molecular simulation API is a collection of Java classes that are written to represent all the components of a simulation: species of molecules, the space, the phase, and the potentials or molecular interactions as well as that carry out MD or MC simulation, control the simulation process, and record the properties of the system. The 3D visualization of *Etomica* is supported by the OpenGL technology.

![Screenshot of the simulation environment based on eclipse java IDE](image)

Figure 2.3 Screenshot of the simulation environment based on eclipse java IDE

Our simulations can be performed graphically or non-graphically as well on the PC (*Windows* system) level or in a computer Cluster (*Linux* system).
Usually, we run small systems on PC graphically to code and test the coding the actual simulations are performed in Cluster non-graphically. We use *eclipse* to manipulate the *Etomica* package. Eclipse is a Java Integrated Development Environment (IDE) developed by IBM. A screenshot of the simulation system shown in Figure 2.3.
Chapter 3
New Methods of Bridge Function Calculation

3.1 Introduction

The primary goal of the IE theory [2, 11] is to predict structural properties of classical fluids from the knowledge of intermolecular interactions. In the past, the IE theory has been recognized [38] as a relatively weak field among its sister methods such as analytical or semi-empirical equation of states, and molecular simulation because it relies on accurate prediction of the bridge function, which can be expressed by the infinite sum of bridge coefficients (i.e. equation (1.13)). During recent years, much effort has been put into getting accurate approximations [12-16, 20, 44, 45, 83, 84] of the bridge function. A route is to evaluate \( b(r) \) by direct calculations of the bridge coefficients \( b_n(r) \) in equation (1.13); \( b_n(r) \) might be evaluated from treating pair interactions in bridge cluster diagrams as \( h(r) \) (i.e. Figure 1.5). Also, other functions such as \( f(r) \) (i.e. Figure 1.4), and etc., have also been used [8, 24, 26, 27, 49, 85]. The advantage of using \( h(r) \) is to allow one to handle fewer diagrams in the bridge coefficients, but the difficulty still remains due to complex interaction schemes. Recently, Singh and Kofke [28] have developed a particular type of the free energy perturbation method called the Mayer-sampling technique, which was used to evaluate configurational integrals arising in the cluster expansion of virial coefficients. Benjamin et al. [28, 31, 32] calculated virial coefficients of several models with the help of Mayer-sampling and overlap sampling.
methods. The first use of the Mayer-sampling with the conventional Monte Carlo (MC) simulation to obtain the bridge function in terms of $h$-bond expansion was done by Kwak and Kofke [29], but the accurate prediction has been hindered where the relative distance of two root points is short or long as the density and the bridge coefficient order increase. We notice that the IE theory generically suffers from prediction of accurate $g(r)$ at high density close to freezing, but there exists a possibility to obtain better $g(r)$ by improving the sampling technique for bridge cluster configurations, and that is the main focus of this chapter.

The generic MC method produces the uneven configuration distribution over a fixed distance (i.e. Figure 3.2). However, the TMMC [30, 70-74] provides an efficient reweighting technique thus paths for particles to move to low-probability regions. Therefore, we adopt the TMMC scheme with the Mayer-sampling method to improve the accuracy of the bridge coefficients over core and tail regions of the relative distance of two root points. Another issue to consider in the Mayer-sampling technique is the direction of perturbation (i.e. Figure 3.1). Kwak and Kofke’s work chose a ring structure with $f$-bond of hard sphere as a reference system, which follows the umbrella sampling. In this chapter, we present a different approach, the overlap sampling method [31, 32, 86], which has been applied to improve the precision of virial coefficients. The phase spaces of bridge coefficient calculations corresponding to umbrella (i.e. Mayer) and overlap samplings are depicted in Figure 3.1. There are two options to define the intermediate system $C$ between the target system $A$ and the reference system $B$. In the umbrella sampling, $C$ is formulated to contain both $A$ and $B$, and the sampling is performed from $C$ into each system $A$ and $B$. In the
overlap sampling, $C$ is formulated to be a subset of both $A$ and $B$. Hence, the sampling is performed from each system $A$ and $B$ into $C$ [75, 87]. In order to give a better precision of $b_n(r)$, $C$ should be appropriately selected. In the umbrella sampling, many configurations important to the $f$-bond ring structure (i.e. reference system) are not efficiently sampled, but this deficit can be overcome if the overlap sampling is applied.

Figure 3.1. The phase-space schematic of appropriate intermediate system (labeled $C$) for the bridge coefficient calculation constructed between target system $A$ and reference system $B$ for (a) umbrella sampling; (b) overlap sampling. Arrows from one system to another indicate the sampling direction.

3.2 Simulation Methodology

3.2.1 TMMC Mayer-Sampling

The TMMC Mayer-sampling method is similar in nature to the Mayer-
Mayer-sampling (i.e. equation (2.24)) for evaluating cluster integrals. Apart from the Mayer-sampling that incorporated the Metropolis MC approach, it is based on the TMMC scheme and the governing sampling involved in this method is the magnitude of the interactions that are represented in the given cluster with the TMMC weight function $\eta$. The weight function will be reevaluated at regular intervals during simulation. Mathematically, the general cluster integral can be expressed as,

$$\Gamma(r) = \Gamma_o \langle \gamma(r) / e^{\eta(N)} \pi \rangle / e^{\eta(N)} \pi$$

where $\Gamma(r)$ represents a general cluster integral or sum of integrals, with integrand (or sum of integrands) $\gamma(r)$. The subscript “o” indicates the reference system, for which $\Gamma_o$ is known. The angle bracket indicates the ensemble average over all configurations and the subscript $e^{\eta(N)} \pi$ is the probability distribution that governs the sampling. The $N$ in the weight function represents the quantity for macrostate that are needed in TMMC scheme. It is defined by regularly partitioned distances in the relative distance $r$ of two root particles and is equal to the total number of bins relevant to $r$.

To obtain the weight function $\eta$, we employ the TMMC scheme described Chapter 2, in which the weight function is set to be inversely proportional to the current macrostate probability $\ln \Pi(N)$: $\eta(N) = -\ln \Pi(N)$. Since a way to discretize $r$ is arbitrary, the bin width $\delta r$ in the definition of macrostate is set to $\delta r = 0.1 \sigma$ to capture the probability distribution by TMMC moves that restrict the new separation distance of the random range within $r - \delta r$ and $r + \delta r$. This
sequential approach provides a suitable means for obtaining the macrostate probabilities as follows,

\[ \ln(N+1) = \ln(N) + \ln \left( \frac{P(N \rightarrow N + 1)}{P(N + 1 \rightarrow N)} \right) \]  

(3.2)

\[ P(N \rightarrow N') = \frac{C(N \rightarrow N')}{\sum_{\Delta N} C(N \rightarrow N + \Delta N)} \]  

(3.3)

where \( P(N \rightarrow N') \) is the transition probability and \( C \) is a collection matrix which contains statistics about the attempted transitions between macrostates. The collection matrix is updated after each MC step as follows,

\[ C(N \rightarrow N') = C(N \rightarrow N') + acc(r \rightarrow r') \]  

(3.4)

\[ C(N \rightarrow N) = C(N \rightarrow N) + 1 - acc(r \rightarrow r') \]  

(3.5)

where \( acc \) is the importance sampling acceptance criterion based on the Metropolis MC algorithm; \( acc(r \rightarrow r') = \min \left[ 1, \frac{\pi(r')}{\pi(r)} \right] \). To account for the weight function, the acceptance probability for a MC trial move now becomes

\[ acc(r \rightarrow r') = \min \left[ 1, \frac{e^{q(N,N')}}{e^{q(N,N')} e^{q(r,r')}} \right] \]  

(3.6)

Note that we still use the unadjusted acceptance criterion to update the matrix \( C \).

### 3.2.2 Overlap Sampling

Both Mayer-sampling and TMMC Mayer-sampling correspond to direct-direct-sampling methods as they involve direct perturbations between the target
system, of which the absolute value of the target cluster(s) governs the sampling, and the reference system. The overlap sampling [31, 32, 86] is a desirable alternative, which takes the target and reference systems perturbed into their overlapping regions in the phase-space. One can define an overlap function to represent the region important only to both target and reference systems as follows:

\[ \gamma_{os} = \frac{\gamma}{\lambda |\gamma_\gamma|} \]  

(3.7)

where \( \gamma_{os} \) is the overlap function and \( \lambda \) is an optimization parameter. In this formula, we omit \( r \) from \( |\gamma| \) since it particularly represents the sum of the absolute value of cluster(s) over some MC steps. Thus a cluster integral can be expresses as follows,

\[ \Gamma(r) = \Gamma_{os} \frac{\langle \gamma(r) / \pi \rangle_{\pi}}{\langle \gamma_{os} / \pi \rangle_{\pi}} \]  

(3.8)

To find a good value of \( \lambda \), we employ an optimization method [31, 32], which uses the following criterion,

\[ \langle \gamma_{os} / \pi \rangle_{\pi} = \lambda \langle \gamma_{os} / \pi \rangle_{\pi} \]  

(3.9)

The overlap sampling calculation is conducted in the same way as the Mayer-sampling except that we used two systems. One with the sampling governed by \( \pi_o \) yields the average for the denominator in equation (3.8), and second with the sampling governed by \( \pi \) yields the average for the numerator of the same equation. Since the criterion in equation (3.9) assumes that the
statistical uncertainties for both systems of overlapping region are equal [32],
we monitor the statistical uncertainty of the results from each simulation to help
us choose the simulation steps of each system.

3.3 Simulation Models and Details

We define \( \gamma(r) \) as the sum of the cluster(s) defining a term \( b_n(r) \) in the \( h-h \)-bond expansion of the bridge function and the reference \( \gamma_0 \) as a single ring-ring-cluster of field particles (i.e. no root particles) with the same number of particles as appropriate to \( \gamma(r) \). The bonds in \( \gamma \) are based on \( f \)-bonds for a hard sphere potential of unit diameter, which is the same diameter as the target of interest. Values of \( \Gamma(r) \) in equation (3.1) can be collected at different values \( r \) in one simulation and the contributions to the averages for \( \gamma(r) \) are binned according to the value of \( r \) (more information can be found elsewhere [28, 29]).

Regarding the probability distribution \( \pi \) and \( \pi_0 \), it is necessary that they are non-negative. In the Mayer-sampling, the choice of \( \pi \) should have the ability to sample configurations belonging to both target and reference systems, as shown in Figure 3.1(a) so that we select the absolute value of \( \gamma(r) \). It is clear that the configurations important to \( \gamma_0 \) and \( \gamma(r) \) are subsets of these sampled by \( \pi \). Similarly, in the overlap sampling we choose the absolute values of \( \gamma(r) \) and \( \gamma_0 \) for \( \pi \) and \( \pi_0 \), respectively, and this choice satisfies the phase-space relationship for the overlap sampling as shown in Figure 3.1(b). To obtain \( b_2(r) \) and \( b_3(r) \), we use the simulation values of \( g(r) \) thus \( h(r) \), which are from Kolafa al.’s work [5, 21] over a wide range of reduced densities. We use a bin size \( \Delta r = 0.1 \) to obtain \( b_n(r) \) and apply Neville’s algorithm [88] to interpolate between
points of \( b_n(r) \) to produce the smooth results with the bin size \( \Delta r = 0.01 \).

The simulation is conducted in the free space and its box contains 4 or 5 particles including root and field particles for \( b_2(r) \) or \( b_3(r) \) calculations, respectively. For efficient simulation, we fixed one root particle in the center of the box to bypass the periodic boundary condition. This is acceptable since the other 3 or 4 particles do not move out of the box due to interconnected \( h \)-bonds the bridge cluster within the density range of interest (i.e. 0.2~0.8). In the Mayer-sampling, we found it is helpful to first select the other root particle to undergo one TMMC trial, and next field particles to undergo MC trial(s). In the overlap sampling, we select a random number of particles including the other root particle to perform MC trials. The results presented in this work are based two independent simulations with each collection of \( 5 \times 10^9 \sim 10^{10} \) configurations excluding initialization steps. In general, the value of the optimization \( \lambda \) is in order 1 at density 0.2 and less than 10 for the rest except \( b_3(r) \) (i.e. \( \sim 66 \)) for density 0.8. To fix the number of macrostates, the maximum separation distance of two root particles is determined prior to the TMMC Mayer-sampling simulation; a reasonable distance can be obtained through a preliminary simulation by using the MC Mayer-sampling. The root particles are found to move less than \( 4\sigma \) at density 0.2, \( 5\sigma \) for 0.5 and \( 8\sigma \) for 0.8, which resulted in to 80 macrostates, respectively. Since the moves of two root particles are from a zero separation distance, the weight function is developed from the distance to the entire region.
3.4 Results and Discussion

Table 3.1. Standard deviations of short MC Mayer-sampling, TMMCC Mayer-sampling and overlap sampling simulations against long MC Mayer-sampling simulation for $b_2(r)$ at densities 0.2, 0.5, and 0.8, respectively. Note that the reference values (long MC Mayer-sampling) were evaluated from $5 \times 10^{10}$ configurations for $b_2(r)$ at all densities.

<table>
<thead>
<tr>
<th>$b_2(r)$</th>
<th>0.2</th>
<th>0.5</th>
<th>0.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mayer-sampling</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma_{\text{total}}^a$</td>
<td>0.1390</td>
<td>0.2688</td>
<td>0.9393</td>
</tr>
<tr>
<td>$\sigma_s^b$</td>
<td>0.1319</td>
<td>0.2505</td>
<td>0.8571</td>
</tr>
<tr>
<td>$\sigma_m^c$</td>
<td>0.0071</td>
<td>0.0182</td>
<td>0.0785</td>
</tr>
<tr>
<td>$\sigma_l^d$</td>
<td>8.15×10^{-7}</td>
<td>5.29×10^{-5}</td>
<td>0.0027</td>
</tr>
<tr>
<td>TMMCC Mayer-sampling</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma_{\text{total}}$</td>
<td>0.1696</td>
<td>0.2642</td>
<td>0.7534</td>
</tr>
<tr>
<td>$\sigma_s$</td>
<td>0.1588</td>
<td>0.2420</td>
<td>0.5297</td>
</tr>
<tr>
<td>$\sigma_m$</td>
<td>0.0108</td>
<td>0.0222</td>
<td>0.2222</td>
</tr>
<tr>
<td>$\sigma_l$</td>
<td>1.92×10^{-7}</td>
<td>1.81×10^{-5}</td>
<td>0.0015</td>
</tr>
<tr>
<td>Overlap sampling</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma_{\text{total}}$</td>
<td>0.0869</td>
<td>0.1385</td>
<td>0.9361</td>
</tr>
<tr>
<td>$\sigma_s$</td>
<td>0.0825</td>
<td>0.1210</td>
<td>0.8301</td>
</tr>
<tr>
<td>$\sigma_m$</td>
<td>0.0044</td>
<td>0.0174</td>
<td>0.1035</td>
</tr>
<tr>
<td>$\sigma_l$</td>
<td>8.77×10^{-7}</td>
<td>6.97×10^{-5}</td>
<td>0.0024</td>
</tr>
</tbody>
</table>

a. total represents the total standard deviation over entire range of $r$.

b. $s$ represents separated deviation for short distance (0 ≤ $r$ < 1).

c. $m$ represents separated deviation for moderate distance (1 ≤ $r$ < 3.5).
d. l represents separated deviation for long distance \( r \geq 3.5 \).

Table 3.2. Standard deviations of short MC Mayer-sampling, TMMC Mayer-sampling and overlap sampling simulations against long MC Mayer-sampling simulation for \( b_3(r) \) at densities 0.2, 0.5, and 0.8, respectively. Note that the reference values (long MC Mayer-sampling) were evaluated from \( 5 \times 10^{10} \) configurations for \( b_3(r) \) at density 0.2 and \( 10^{11} \) configurations at densities 0.5 and 0.8. The notations are the same as in Table 3.1.

| \multicolumn{3}{c}{\( b_3(r) \)} |
|-----------------|-------|-------|
|                 | 0.2   | 0.5   | 0.8   |
| **Mayer-sampling** |       |       |       |
| \( \sigma_{\text{total}} \) | 1.0842 | 1.7054 | 17.277 |
| \( \sigma_s \) | 1.0368 | 1.5710 | 16.170 |
| \( \sigma_m \) | 0.0474 | 0.1340 | 1.0838 |
| \( \sigma_l \) | \( 7.18 \times 10^{-6} \) | \( 5.11 \times 10^{-4} \) | 0.0237 |
| **TMMC Mayer-sampling** |       |       |       |
| \( \sigma_{\text{total}} \) | 1.5026 | 1.4777 | 9.2456 |
| \( \sigma_s \) | 1.4408 | 1.3332 | 7.4326 |
| \( \sigma_m \) | 0.0618 | 0.1444 | 1.7998 |
| \( \sigma_l \) | \( 1.23 \times 10^{-6} \) | \( 1.72 \times 10^{-4} \) | 0.0132 |
| **Overlap sampling** |       |       |       |
| \( \sigma_{\text{total}} \) | 0.5749 | 1.6326 | 14.557 |
| \( \sigma_s \) | 0.5392 | 1.5177 | 12.900 |
| \( \sigma_m \) | 0.0358 | 0.1145 | 1.6314 |
| \( \sigma_l \) | \( 8.48 \times 10^{-6} \) | \( 4.40 \times 10^{-4} \) | 0.0254 |

Since there exist little data for bridge coefficients calculated with \( h(r) \), we
collected a great many configurations through long MC Mayer-sampling simulations (i.e. \(5 \times 10^{10}\) configurations for \(b_2(r)\) at all densities and \(b_3(r)\) at density 0.2, and \(10^{11}\) configurations for \(b_3(r)\) at densities 0.5 and 0.8) to check precision of the results from the TMMC Mayer-sampling and the overlap sampling compared with the short MC Mayer-sampling. From computed results of \(b_2(r)\)'s from the short MC Mayer-sampling, the TMMC Mayer-sampling, and the overlap sampling simulations, we obtained the very small differences since there is only one cluster diagram to be evaluated with relatively fewer configurations. Thus, this discussion is focused more on \(b_3(r)\). Nevertheless, the detailed comparison for \(b_2(r)\)'s is presented in Table 3.1.

Typical development of the weight function in the TMMC Mayer-is shown in Figure 3.2, where the estimates of the weight functions at different MC steps are presented, along with the comparison of configuration collected by using TMMC and MC Mayer-samplings. While most fall in the moderate range by the MC Mayer-sampling simulation, the TMMC Mayer-sampling technique enables the two root particles to move over the range so that one can produce equally well-distributed number of Thus, the TMMC Mayer-sampling can accelerate the convergence of bridge coefficients at core and tail regions; from Table 3.1 and Table 3.2, one can see that the standard deviation is generally large in the core region and the TMMC Mayer-sampling produces more precise values than other methods. The procedure to incorporate the TMMC Mayer-sampling method into a simulation initiated by setting \(\ln \Pi(0) = 0\), which is subsequently updated with using equations (3.2) to (3.6) during simulation. At density 0.8 for \(b_3(r)\), the weight
function is developed at shorter range of $r$, rapidly spread over the whole range after $2 \times 10^6$ MC steps, and is converged at $2 \times 10^7$ MC steps. After a reasonable estimate of the weight function is obtained, all macrostates are sampled with roughly equal probability as shown by the upper-left plot in Figure 3.2. The discrepancy of the weight function between $2 \times 10^7$ and $2 \times 10^9$ MC steps is very small. Since the analysis shown here is done for relatively high density in fluid regime, it is anticipated that the convergence of the weight function becomes more rapid as the order of bridge coefficient and the density decrease.

![Figure 3.2. Development of the weight function for $b_3(r)$ at density 0.8 in the TMMC Mayer-sampling. The different symbols represent estimates of the weight function after different numbers of MC steps; diamond, circle, triangle and square represent the weight function after 20, 200, 2000 and $200000 \times 10^4$](image)
MC steps, respectively. The upper-left plot indicates the typical configuration distributions for the MC Mayer-sampling and the TMMC Mayer-sampling, labeled by square and circle symbols, respectively.

In the overlap sampling, it was found that the numerator expressed in equation (3.8) is the same form as equation (3.1) by replacing \( \gamma_0 \) by \( \gamma_{os} \); we evaluate \( \gamma(r) \) from \( \gamma_{os} \) instead of \( \gamma_0 \). As mentioned above, the ring structure \( \gamma_0 \) does not contain root particles and is built with \( f \)-bond, of which the relative distance of two particles is restricted within 1\( \sigma \), while the target system has two root particles without bond and it can generally move much further than 1\( \sigma \). the difference between \( \gamma(r) \) and \( \gamma_0 \) is observable in the Mayer-sampling simulation. We reduce this difference by introducing the overlap function \( \gamma_{os} \). The overlap sampling is performed in two systems by setting two different probability distribution functions \( \pi \) and \( \pi_{os} \). From Figure 3.3, we can see that \( \pi_{os} \) is independent on the density and restricted within 1\( \sigma \) if we choose two particles in the ring structure same as root particles in \( \gamma(r) \), while \( \pi \) depends on the density and it spreads out as the density increases. In the Mayer-sampling, \( \pi \) is applied to evaluate both \( \gamma(r) \) and \( \gamma_0 \), in which most configurations are beyond 1\( \sigma \) and \( \gamma_0 \) is zero (i.e. not existed) if the distance of two particles is apart larger than 1\( \sigma \), therefore the value of \( \langle \gamma_0 / \pi \rangle_{\pi} \) in the Mayer-sampling may not be precise to get \( \Gamma(r) \). On the other hand, in the overlap sampling, we applied \( \pi \) to evaluate \( \gamma(r) \) and \( \pi_{os} \) for \( \gamma_0 \) separately, and connect them by the overlap function \( \gamma_{os} \). While considering the configuration space, the covered range of the reference system is show by vertical lines in Figure 3.3. They overlap with the
configuration space of the target system over the range below $1\sigma$. The overlapped area is large at low density and becomes smaller as the density increases. In the systems of interest, it was found that the overlap sampling bears higher precision than the umbrella sampling if the overlapping region is large. Thus, it produced more precise results compared to the short MC Mayer-sampling at densities 0.2 and 0.5 but comparable at density 0.8 as shown in Table 3.1 and Table 3.2.

Figure 3.3. Configuration distributions of reference and target systems in overlap sampling for $b_3(r)$. The curves are normalized from $2\times10^7$ configurations over $8\sigma$ with the bin width as $0.1\sigma$.

Figure 3.4 to Figure 3.6 show the comparing results for $b_3(r)$’s of aforementioned three methods for moderate, short, and long ranges of $r$, 
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respectively. The results are generally consistent with each other at low density 0.2 and moderate density 0.5, however noticeable discrepancy is observed at high density 0.8.

Figure 3.4. Plot of the bridge coefficient $b_3(r)$ vs. reduced moderate distance. Solid line is the reference data from the long MC Mayer-sampling simulation, and dash, dot, and dot-dash lines represent the results calculated from the short MC Mayer-sampling, the TMMC Mayer-sampling, and the overlap sampling, respectively. The reference data was evaluated from $5 \times 10^{10}$ configurations at density 0.2 and $10^{11}$ configurations at densities 0.5 and 0.8.

As shown in Figure 3.4, the calculated bridge coefficients at moderate distance considerably differ at the first peak and the saddle area between peaks. Over this range, the short MC Mayer-sampling produces closer results to the
MC Mayer-sampling results since the MC Mayer-sampling produces more configurations than other methods in this range. However, as shown in Figure 3.5, $b_3(r)$’s are almost the same except for values near zero separation distance. We notice that the TMMC Mayer-sampling produces the best result and the overlap sampling is better than the short MC Mayer-sampling at close to zero separation as shown in inserted plot in Figure 3.5. Lee [25] has shown that the excess chemical potential for hard spheres system is essentially made up (i.e. up to 98%) by contributions from the correlation functions inside the core (i.e. especially $b(r)$ when $r<\sigma$). Therefore, we expect that the TMMC Mayer-sampling can provide more accurate value of the correlation function via fast evaluation of $b_n(r)$ in the core.

Figure 3.5. Plot of bridge coefficient $b_3(r)$ vs. reduced short distance. The same
notations as in Figure 3.4 are applied. The lower-right plot shows $b_3(r)$'s within range $0.01\sigma$, note that values at density $0.2$ are added by $2.0$ for clarity.

![Figure 3.6](image)

**Figure 3.6.** Plot of bridge coefficient $b_3(r)$ vs. reduced long distance. The same notations as in Figure 3.4 are applied.

Figure 3.6 shows $b_3(r)$ over the tail region. All three methods did not produce very good results at high density $0.8$. Even the reference data, which obtained from collecting $10^{11}$ configurations, shows severe oscillations since number of probable bridge configurations become very high at long distance range at high density. Nevertheless, the results from collecting $2\times10^{10}$ configurations show that the TMMC Mayer-sampling is the best and the sampling is comparable with the short MC Mayer-sampling. To clarify our claims, we provide the results of the overall convergence in terms of standard
deviation in Table 3.1 and Table 3.2. The standard deviation $\sigma(r)$ is calculated by using the formula $\sigma(r) = \sqrt{\sum_{i=1}^{2} (\chi_i(r) - x(r))^2}$ for each distance $r$, where $x(r)$ represents reference data and $\chi_i(r)$ is the value from two simulations with each run for $5 \times 10^9$ MC steps for $b_2(r)$ at all densities and $b_3(r)$ at density 0.2, while using $10^{10}$ MC steps for $b_3(r)$ at densities 0.5 and 0.8, respectively. At low to moderate density, the overlap sampling shows the best precision, and at high density, the TMMC Mayer-sampling shows the best. We found that the overlap sampling generally yields better convergence than the short MC Mayer-over low density range, but as the density increases, the TMMC Mayer-shows the better precision.

Finally, we examine the pressure as a function of the density obtained from the total correlation function $h(r)$ via the virial equation. The calculation of $h(r)$ performed as the same way as Kwak and Kofke [29] performed, starting from pure HNC solution for $h(r)$ using Picard iteration algorithm presented by Duh and Haymet [57] to estimate the $b(r)$ including only $b_2(r)$ term, which is evaluated by the TMMC Mayer-sampling and the overlap sampling. This $b(r)$ is then used in another Duh-Haymet calculation of $h(r)$ and this is in a new calculation of $b_2(r)$. This $b_2(r)$ is considered as the converged value is used in the next iteration process to calculate $b_3(r)$. Another two calculations $b_3(r)$ are performed and used in the Dub-Haymet algorithm to get the final $h(r)$, which is calculated from HNC with $b(r) = b_2(r)\rho^2 + b_3(r)\rho^3$. Figure 3.7 shows our results compared to the accurate Carnahan-Starling equation of state [89] Kwak and Kofke’s results. It is well known that the pure HNC virial pressure
overestimates the actual pressure and this discrepancy can be eliminated by adding higher order terms in the bridge function expansion [29] as shown in Figure 3.7. At low and moderate densities, there is little difference among pressures obtained from $h(r)$ as a solution of the OZ equation with the bridge function closure calculated from the MC Mayer-sampling, the TMMC Mayer-Mayer-sampling, and the overlap sampling. However, at high density, slight difference can be seen for the virial pressures obtained from the three methods; the overlap sampling yields the best result and the TMMC Mayer-sampling yields a better one than the MC Mayer-sampling.

Figure 3.7. Plot of pressure versus reduced density. Solid line is the equation of state of Carnahan and Starling. Subscript $v$ stands for ‘virial’ pressure. Dashed line are from pure HNC theory, and square, triangle and cycle symbols are from solution of the OZ equation with a bridge function closure obtained from the $h$-
h-bond cluster expansion to the second order in density by the MC Mayer-sampling, the TMMC Mayer-sampling and the overlap sampling, respectively. Note here, the lines from reference [29] are guides to an eye and triangle and cycle symbols at densities 0.2, 0.5 and 0.8 are calculated from \( h(r) \) via the TMMC Mayer-sampling and the overlap sampling, respectively by collecting 5~10×10^9 configurations.

### 3.5 Conclusion

In this chapter, we have presented modified methods, the TMMC Mayer-Mayer-sampling and the overlap sampling, to determine the bridge coefficients (i.e. 2\(^{nd}\) and 3\(^{rd}\)) that can be represented as bridge cluster diagrams. The TMMC scheme bears the ability for a pair of particles to pass through low-probability regions to reach extreme separation distances and evenly sample an entire range. It has been found that the Mayer-sampling based on the TMMC method shows fast convergence of bridge coefficients over a wide range of distance except moderate distance region and better precision in core and tail regions of the bridge coefficients. We also demonstrated the overlap sampling method, which has been applied previously only to cluster(s) relevant to virial coefficients (one root point), can be applied to calculate bridge coefficients (two root points). Its reliability and precision have been tested and the method improved the reliability of the bridge coefficients over the densities of interest compared to the generic MC Mayer-sampling. The efficiency of this method is related to the degree of overlapping region between the target and reference systems, therefore we expect that a better reference system rather than the \( f \)-bond ring cluster can be found to improve the efficiency. We performed the calculation, in which the \( h \)-
$h$-bond ring cluster is used instead of the $f$-bond ring cluster as the reference system to increase the overlapping region. In this case, the result was more precise than that of the Mayer-sampling using the $h$-bond ring cluster and those are not reported here. It is anticipated that as the density and the order of the bridge coefficient increase, the modified methods presented in this work would be more suitable to produce reliable data than the generic MC Mayer-sampling method. Lastly, our approach can be extended to any model systems with relatively simple modifications.
Chapter 4
Singlet IE Theory of the Hard Sphere Fluid Confined in a Slit-Pore

4.1 Introduction

Theoretical study of confined fluids by statistical mechanical methods is known to be practical for evaluating thermophysical properties of bulk fluids also important for understanding various problems related to surface such as adsorption and capillary condensation [80]. Recently progress has been made studying confined fluids using two approaches. One is the IE theory [51, 90-92] and the other is based on molecular modeling and simulations [93-99]. In the IE approach both structural and thermodynamic properties can be determined using a singlet level [33-36] or a pair level theory [37-40]. The shortcomings of the latter are considerable, demanding more computational resources than the singlet level one. Additionally, the pair level theory does not significantly improve fluid properties against the singlet level one in many cases [35, 39], such as for fluids inside a micropore, which is one of the important models of confined fluids [90]. Many singlet IE theories have been investigated including the PY/PY and the HNC/HNC equations for hard sphere fluids inside spherical and slit pores [51, 52], the HNC/MSA (mean spherical approximation) equation for hard sphere [53] and ionic systems [100, 101] a slit-pore, and the HNC/HNC equation for Yukawa fluids [54] inside a slit-Although theoretical results of the singlet IE theory are generally in agreement with those from simulations, it shows some limitations. When applied to a
confined fluid, the singlet PY/PY and HNC/HNC theories predict incorrect contact values of the density profiles, consequently, those of the normal [51, 52].

It is well known that the primary source of inaccuracy in the implementations of the IE theory for a bulk fluid is due to the uncertainty of the bridge function, which can be expressed as an infinite sum of highly connected bridge diagrams [38]. This is also true for the singlet IE theory of the confined fluid. The bridge functions involving the fluid confinement cannot be easily evaluated or even formulated. However, direct evaluation of the confined-fluid bridge function is possible if one can find an easy way to evaluate bridge coefficients (i.e. diagrams, see Figure 1.5). Note that the construction theorem of the bridge diagrams would be the same for bulk and slit-pore since the interaction between fluid and wall can be decoupled from the interaction between fluid and fluid. A system of hard spheres inside a slit-pore in equilibrium with a bulk hard sphere fluid is an efficient checking ground due to theoretical tractability. Therefore, this work deals with accuracy and applicability of the confined-fluid bridge function for the singlet IE theory to predict the local structure of the hard sphere fluid in a slit-pore. In this chapter, the bridge function is formulated by two bridge coefficients that are determined by the TMMC [102] Mayer-sampling [28, 29] method, which was recently developed in Chapter 3. The quality of the performance of our approach has been assessed by comparing the results from GCMC [94, 103] simulation with those from this method.
4.2 Theoretical Approach

4.2.1 Singlet Integral Equation Theory

Originally the singlet IE theory was derived by Henderson et al. [33] and extended by Zhou and Stell [51] to study the hard sphere fluid inside a pore and later by others [52-54] to study the fluid confined in a slit-pore. Starting from the OZ equation for a multi-components fluid (i.e. equation (1.14)) introduced in Chapter 1, we obtain the OZ equation for a binary homogeneous mixture shown as follows,

\[
\begin{align*}
\rho_1(r) &= c_{11}(r) + \rho x_1 \int c_{11}(r-r') h_1(r') dr' + \rho x_2 \int c_{12}(r-r') h_2(r') dr' \\
\rho_2(r) &= c_{12}(r) + \rho x_1 \int c_{11}(r-r') h_2(r') dr' + \rho x_2 \int c_{12}(r-r') h_2(r') dr' \\
\rho_2(r) &= c_{22}(r) + \rho x_1 \int c_{21}(r-r') h_2(r') dr' + \rho x_2 \int c_{22}(r-r') h_2(r') dr'
\end{align*}
\]

(4.1)

where subscripts 1, 2 represent the quantities for species 1 and 2, \( \rho \) is the homogeneous density of bulk fluid, \( x_i \) is the concentration of species \( i \) and \( h \) and \( c \) are the total correlation functions, respectively. Under the assumption that the size of species 2 grows to infinite \( \sigma_2 \to \infty \) and the concentration approaches zero \( x_2 \to 0 \), the set of above equation decouples to the OZ equation for the bulk-bulk interaction (i.e. equation (1.5)),

\[
h_b(r) = c_b(r) + \rho b \int c_b(r-r') h_b(r') dr'
\]

(4.2)

and a singlet OZ equation for the bulk-wall interaction,

\[
h(z) = c(z) + \rho b \int c_b(r-r') h(z') dr'
\]

(4.3)
where $\rho_b$ is the reduced density of the bulk fluid, $c_b$ is direct correlation function of the bulk fluid, which is independently given by an appropriate theory for the bulk fluid, $h(z)$ and $c(z)$ are wall-particle total and direct correlation functions, respectively. Here $z$ represents the distance of the particle from the wall. The wall-particle distribution function $g(z)$ is given by $g(z) = h(z) + 1$ and the prime quantity in the confined fluids of interest is the density profile $\rho(z)$, which can be calculated by

$$\rho(z) = \rho_b g(z)$$  \hspace{1cm} (4.4)

To solve the singlet OZ equation above, another relationship between $h(z)$ and $c(z)$ is needed. The suitable choice is in the form of closure,

$$h(z) = \exp[-\beta u_{wp}(z) + h(z) - c(z) + b_s(z)] - 1$$  \hspace{1cm} (4.5)

where the $u_{wp}(z)$ is the wall-particle potential interaction and $b_s(z)$ is the slit-fluid bridge function.

### 4.2.2 Slit-Fluid Bridge Function

The integral equations (4.3) and (4.5) are exact, yet the slit-fluid bridge function is unknown, thus all present implementations are approximate by necessity. Recalling that the bulk-fluid bridge function can be expressed as a series in the density expansion (i.e. equation (1.13)) and the first two orders of bridge diagrams constructed with $h$-bonds are shown in Figure 1.5. In this subsection, we will obtain the slit-fluid bridge function from these diagrams. In the singlet OZ equation, the total correlation function $h(z)$ between the wall and fluid particle at a distance $z$ is the sum of the direct correlation $c(z)$ between
and the indirect interactions (i.e. the second term in the RHS of equation (4.3)) from the other fluid particle exerted on them; the slit-fluid bridge function include the interactions between the wall and fluid particle at a distance \( z \). we can construct the wall-particle bridge diagrams by taking the second order bridge coefficient \( b_{2(wp)} \) as an example, as shown in Figure 4.1, one of the root particles (i.e. white cycles) labeled by 1 is fixed at one of the wall surfaces and the other root particle labeled by 2 moves perpendicularly to the wall in \( z \) direction, the field particles (i.e. black cycles) inside the silt-pore can move with periodic boundaries in \( x \) and \( y \) directions and the bonds represent the total correlation functions of the bulk fluid, which are \( h_b(r) \). Note here \( L \) is the slit width and the walls are located at \( z = \pm L/2 \).

![Figure 4.1. Schematic of the wall-particle bridge diagram in the second order slit-fluid bridge coefficient. The open circles represent two root particles (labeled by 1 and 2) and the solid circles denote the field points (labeled by 3 and 4), which are subjected to be integrated over the connecting \( h \)-bonds.](image-url)
Since the slit pore is symmetric, the slit-fluid bridge function can be represented by

\[
b_s(|z|) = b_{wp} [L/2 + |z|] + b_{wp} [L/2 - |z|] \tag{4.6}
\]

Note that the first term in the RHS represents the effect of the upper wall and the second term for the lower wall as shown in Figure 4.1.

### 4.2.3 TMMC Mayer-Sampling

The wall-particle bridge diagrams can be evaluated by the TMMC Mayer-sampling [102] method proposed in previous chapter. This method is developed from the general MC Mayer-sampling method [28, 29] and the governing sampling involved is based on the magnitude of the interactions with the TMMC weight function \( \eta \), for which a working equation (i.e. equation (3.1)) can be expressed as,

\[
\Gamma(z) = \Gamma_o \frac{\left\langle \mathcal{Y}(z) / \mathcal{E}(N) \pi \right\rangle_{\zeta \pi}}{\left\langle \mathcal{Y}_o / \mathcal{E}(N) \pi \right\rangle_{\zeta \pi}} \tag{4.7}
\]

where \( \Gamma(z) \) is the value of a desired cluster integral or sum of integrals in a relative distance \( z \) of two root points and \( \mathcal{Y}(z) \) is the value of integrand (or sum integrands). The subscript \( e^{\eta} \pi \) is the probability distribution that governs the sampling of all configurations and the ensemble average over all configurations is indicated by the angle brackets. The subscript “\( o \)” refers to the reference system, for which \( \Gamma_o \) is known. The \( N \) stands for the quantity for macrostate and is defined by regularly partitioned distances in the relative distance \( z \) of two
particles, which is equal to the total number of bins relevant to $z$. The TMMC weight function $\eta$ is introduced to ensure that all ranges are sampled with sufficient frequency and is given by $\eta(z) = -\ln \Pi(z)$. To obtain $\eta$, a TMMC scheme is employed and more details can be found in Chapter 3.

4.3 Simulation Models and Details

For the hard sphere fluid inside a slit-pore, which is formed by two planar walls (i.e. the hard sphere-wall model introduced in Chapter 2), the pair interaction potential of hard spheres at a distance $r$ is calculated as same as equation (2.25) and the interaction potential between a planar wall and a hard sphere at a distance $z$ is calculated as same as equation (2.28).

We introduced $\gamma(z)$ as the sum of the diagram(s) defining a term $b_a(z)$ of slit-fluid bridge function $b_s(z)$. Further, we chose the reference $\gamma_o$ as a single ring-cluster of field particles (i.e. no root particles) with the same number of particles as appropriate to $\gamma(z)$. The interaction bonds in $\gamma$ are based on the Mayer function of a hard sphere potential of unit diameter, which is the same diameter as the target system of interest. The value of $h_b$-bond in $\gamma(r)$ and $c_b(r)$ in the singlet OZ equation is obtained from the bulk-fluid OZ equation with the HNC closure with the cut-off length of the bond $r$ as $10.24\sigma$ and $\Delta r=0.005$, indicate the bin width and the total number of bins is 2048. Regarding the probability distribution $\pi$ and $\pi_o$, they are necessarily non-negative and we them as the absolute values of $\gamma(z)$ and $\gamma_o$, respectively, which consequently simulate the umbrella sampling. To obtain $\eta$, the distance $z$ between two root points are regularly partitioned and the index follows the number of bins. Since
natural discretization of $z$ does not exist, a bin width is set to $\delta z = 0.025 \sigma$ to capture the probability distribution by TMMC moves that restrict the new separation distance to the random range within $z-\delta z$ and $z+\delta z$ given the current distance $z$. Values of $\Gamma(z)$ in equation (4.7) can be collected at different values $z$ in one simulation and the contributions to the averages for $\gamma(z)$ are binned according to the value of $z$. Reported values of $\gamma(z)$ are

$$\gamma(z_i) = \frac{1}{LM} \sum_{k=1}^{m_i} \gamma_{i,k} \quad (4.8)$$

where $m_i$ is the number of times where the movable root particle was observed in a distance within $z_i$ to $z_i+\delta z$, $\gamma_{i,k}$ is the $k^{th}$ contribution in the bin $i$ to the average, $M = \sum m_i$ is the total number of contributions made to all bins, and $L = \frac{4}{3} \pi (\Delta z)$ is the length of the bin $i$ with weight. Here the weight is due to the way we generate MC steps, if the root particles can move freely in 3D, then the weight is $\frac{4}{3} \pi (r + \Delta r)^3 - r^3$, if the root particles move in a 2D planar, then the weight is $\frac{4}{3} \pi (r + \Delta r)^2 - r^2$, else if the root particles move in a 1D line, then the weight is $\frac{4}{3} \pi (\Delta r) = \frac{4}{3} \pi (\Delta z)$. These weights have been tested by calculating the bulk-fluid bridge function using different root particle movements and the results are the same with employing the weights.

We performed simulations for two slit sizes $3.0 \sigma$ and $4.0 \sigma$, for three densities $\rho_b \sigma^3 = 0.3$, 0.5 and 0.7. The number of configurations generated is
for \( b_2(z) \) and \( 2 \times 10^{10} \) for \( b_3(z) \) and update the weight functions at every \( 10^5 \) MC steps. We applied Neville’s algorithm [88] to interpolate between points of \( b_n(z) \) to produce the smooth results with the bin size \( \Delta z = 0.005 \). The calculated wall-wall-particle correlation functions are then used to solve the slit-fluid OZ equation using Labik’s algorithm [52] to determine the structure of the fluid in the pore. To test the theory, we will compare our results with GCMC simulation data. It is convenient to perform the GCMC for confined fluids by fixing the fluid chemical potential at certain value and inserting and deleting hard sphere particles until the chemical potential of the slit pore fluid is equal to that of bulk fluid at the same density. The value of bulk fluid chemical potential is obtained from Labik and Smith’s work [94]. During the GCMC simulation, the displacement moves for the hard spheres were about 70% and the additions or deletions of hard spheres were 15% each. After an equilibration cycles of \( 10^9 \) to \( 2 \times 10^9 \), the final results were collected by \( 10^{10} \) to \( 2 \times 10^{10} \) cycles depending on density. The density profiles of the slit pore fluid were determined by counting the particles located within slabs parallel to the walls.

**4.4 Results and Discussion**

The top and middle plots in Figure 4.2 show the behaviors for \( b_2(z) \) and \( b_3(z) \) at slit widths \( L=3.0\sigma \) and \( 4.0\sigma \) respectively at densities 0.3, 0.5 and 0.7, respectively. For the slit width 3.0\( \sigma \), \( b_2(z) \) shows a single maximum at the for all densities and minimum at the edges and this behaviour is strengthened as the density increases. While \( b_3(z) \) shows a minimum at the center and maximum at the edges for low density 0.3. As the density increases to 0.5 and 0.7, single peaks at the centre appear, but the maximum still appears at the edges.
for the slit width $4.0\sigma$, $b_2(z)$ shows a single peak at the center at low densities and 0.5, then become lower and splits into peaks, if the density is further increased as shown in Figure 4.2. In the same way, we can see $b_3(z)$ shows two minima at vicinities of the edges with a maximum at the center at low density followed by the minimum plumps up and the maximum flattens as the density increases.

Figure 4.2. Plots of two slit-fluid bridge coefficients $b_2(z)$, $b_3(z)$ and a bridge
function $b_3(z)$ versus the reduced distance from the wall surface for $L=3.0\sigma$ and $L=4.0\sigma$, respectively. The solid, dash and dash-dot lines represent the values at density 0.3, 0.5 and 0.7, respectively.

Comparing $b_2(z)$ and $b_3(z)$ at the same slit width, the cancellation of the odd and even coefficients is observed especially around the edges, and we speculate that this behaviour may remain the same, which results in the odd and even functions affecting the correlation function such that $b_3(z)$ oscillates around 0; the interactions of the bridge function are all negative, yet as pore increases, oscillation around 0 is observed in the bulk fluid. We know that the value of bridge coefficients $b_2(r)$ and $b_3(r)$ for the bulk fluids are always negative at the small distance region and values increase as the relative distance $r$ increases, then oscillates around 0 at the middle distance region. Therefore, the cancellation of the odd and even coefficients is not observed for the bulk fluid at the small regions, this differs from the confined fluid, and we speculate that the cancellation of the odd and even coefficients around the edges for the confined fluid is due to the influence of the walls [29].

We also obtain the slit-fluid bridge function $b_3(z)$ containing $b_2(z)$ and $b_3(z)$ terms as shown in bottom plots in Figure 4.2. The bridge function containing and $b_3(z)$ shows a similar behaviour as $b_2(z)$ when the density increases since is a dominant term in the bridge function under low densities. The value of the bridge function is negative near the wall surface and closer to zero at the central region, and the behaviour is changed as pore size varies. When the pore size is $3.0\sigma$, all the values are negative at all densities of interest. The value of the function oscillates around 0 as the pore size increase to $4.0\sigma$ at density 0.7, but
negative for other densities.

Figure 4.3. Density profiles of hard sphere fluids within \( L=3.0\sigma \). The slit pore fluid is in equilibrium with a bulk fluid of the reduced density at 0.3, 0.5 and respectively. The dot, dash-dot and solid lines represent results of the GCMC simulation, the HNC closure and the HNC closure with \( b_s(z) = \) respectively.

Figure 4.3 and Figure 4.4 show the density profiles as the functions of the particle-wall separation distance at densities 0.3, 0.5 and 0.7, of slit widths 3.0\( \sigma \) and 4.0\( \sigma \), respectively. Generally, the good agreements between the theoretical results (i.e. HNC and HNC with \( b_s(z) \)) and the GCMC simulation data are observed except at the contact values of the pure HNC density profiles, which overestimate their corresponding GCMC values for all densities. These
discrepancies are reduced with the inclusion of the bridge function proposed in this chapter as shown in the figures. Additionally, the qualitative behavior is predicted correctly by the HNC closure with $b_3(z) = b_2(z) \rho_b^2 + b_3(z) \rho_b^3$ and the quantitative agreement with the GCMC simulation data is superior to the pure HNC closure especially at the center and the edges. All above results implicitly represent that the slit-fluid bridge function provides a way to show a correct behavior of the density profile and as more coefficients are included in the function, a better prediction of the GCMC data is expected at moderate range.

Figure 4.4. Density profiles of hard sphere fluids within $L=4.0\sigma$. The symbols are the same as shown in Figure 4.3.

We also obtain the reduced pressures $p'_w$ normal to the wall, which is equal to the values of the wall-particle density profiles at contact [51].
\[ p_w^* = \beta p_w = \rho \left[ \left( L - \sigma \right)/2 \right] = \rho_b g \left[ \left( L - \sigma \right)/2 \right] \] (4.9)

The results are compared with the GCMC values from literature data [52] in Table 4.1 at slit widths 3.0\(\sigma\) and 4.0\(\sigma\) with densities at 0.3, 0.5 and 0.7, respectively. The pressures from the pure HNC are higher than the GCMC results at low density 0.3 and medium one 0.5, but a bit higher at density 0.7. These discrepancies may occur due to the truncation of the bridge coefficients in the density expansion. We expected that if one or two more bridge coefficients are included in equation (1.13), more accurate density profiles and normal pressures can be obtained with these pore ranges at densities of fluid phase.

Table 4.1. The reduced pressures normal to the wall \( (p_w^*) \) at slit widths 3.0\(\sigma\) and 4.0\(\sigma\) for reduced bulk densities \( \rho_b \sigma^3 \)=0.3, 0.5 and 0.7.

<table>
<thead>
<tr>
<th>( \rho_b \sigma^3 )</th>
<th>GCMC*</th>
<th>HNC</th>
<th>HNC with ( b_s(z) = b_2 \rho_b^2 + b_3 \rho_b^3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( L/\sigma=3.00 )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>0.58 ± 0.01</td>
<td>0.63</td>
<td>0.59</td>
</tr>
<tr>
<td>0.5</td>
<td>1.64 ± 0.02</td>
<td>1.93</td>
<td>1.66</td>
</tr>
<tr>
<td>0.7</td>
<td>3.92 ± 0.05</td>
<td>5.33</td>
<td>4.56</td>
</tr>
<tr>
<td>( L/\sigma=4.00 )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>0.59 ± 0.01</td>
<td>0.64</td>
<td>0.60</td>
</tr>
<tr>
<td>0.5</td>
<td>1.64 ± 0.02</td>
<td>1.90</td>
<td>1.64</td>
</tr>
<tr>
<td>0.7</td>
<td>4.15 ± 0.04</td>
<td>5.04</td>
<td>4.31</td>
</tr>
</tbody>
</table>

4.5 Conclusion

In this chapter, we constructed the bridge function of the hard sphere fluid
inside a slit-pore from the wall-particle bridge diagrams, which were evaluated by using previously proposed TMMC Mayer-sampling. The slit-fluid bridge function’s second order coefficient $b_2(z)$ shows a cancellation with the third coefficient $b_3(z)$ especially around the edges of the walls. The slit-fluid bridge function’s even coefficients were cancelled with the odd ones to some extent especially around edges, compared with the bulk-fluid bridge coefficients, the cancellation does not happen at the small distance region, thus we speculate that the existence of the confining walls in fact shows a strong influence on that particular cancellation of the bridge coefficients. A comparison shows a very good agreement between the HNC closure with the slit-fluid bridge function the GCMC result; the slit-fluid bridge function studied in this chapter can the pure HNC under the slit confinement so that more accurate density profiles can be obtained. We also calculated the normal pressures and the HNC closure with the slit-fluid bridge function correctly predicts those at low and medium densities, while a little larger at high density was obtained compared to the GCMC simulation result. We expect to reduce the discrepancy by adding higher order bridge coefficients. These results together with the density profile comparison show that the direct bridge function evaluation can in fact improve the quality of the singlet IE theory for the fluid confined in a narrow slit-pore to predict its structural and thermodynamic properties. The method presented in chapter is not restricted to the study of hard sphere systems but can be easily extended to study any single component systems; one can expect to use the method for studying unified-atom or coarse-grained systems of complex molecules (i.e. drug particulates, monomers, caged molecules, etc.) confined in planar walls by relatively simple modification on the total correlation function.
Thus, this approach can reduce tremendously the computational recourses needed to run such large-scale simulations. Nevertheless, more insightful investigation might be useful to apply the present method to reveal the first-phase transition, which is an inherent problem continuously challenged by the theory.
PART II: Human Beta Defensin 28
Chapter 5
Background

5.1 Introduction

Antimicrobial peptides (AMPs) contain sets of small molecules that contribute to host defense in multicellular organisms [104]. Among these peptides, defensins that contain six invariant cysteine residues are of particular interest as they exhibit a broad spectrum of antimicrobial activity against Gram-Gram-positive and Gram-negative bacteria, yeast, fungi and some enveloped viruses [105, 106]. The human β-defensins (HBDs) are members of the defensins family and deserve a special attention due to their prominence in potent antimicrobial activity and as a chemo-attractant, thereby playing a key role in innate and adaptive immunity [107]. Their great potentials are found in developing ideal therapeutic drugs as antibiotics and modulators of inflammation; however, the less knowledge has been developed for this HBDs subfamily to further study the structural effect on their antimicrobial property; the interaction mechanisms involving membrane depolarization and permeabilization are still a matter of dispute. Therefore, much effort are to investigate the membrane interactions of HBDs. In order to investigate these interactions, insight into three-dimensional (3D) structural information about HBDs is of critical importance.

To date, the predicted peptide sequence is available for over 40 HBDs, and only six HBDs (HBD-1 to HBD-6) have been characterized and only three
structures of them (1 through 3) have been determined [108]. Despite low acid sequence conservation among HBD-1 to HBD-3, they share a similar tertiary structure containing a triple-stranded, antiparallel $\beta$-sheet with a short N-terminal $\alpha$-helical region. The $\beta$-sheet constrained by three disulfide bridges constitutes the core of defensin and is suggested as the central to the defensin’s structure, and presumably, its function. The high cationicity and ability to dimerize have been considered to contribute to the broad spectrum and salt-salt-insensitive behavior of HBD-3 [109]. However, it is also postulated that the hydrophobicity and cationicity are more important for good antimicrobial behavior than the ability to oligomerize [110]. There is no universal rule to suggest a fixed structure-function relationship for HBDs and remains an active area of research. To better understand the relationships between the structure of HBDs and their multiple biological properties, functions, and their potential for pharmaceutical applications, it should be necessarily antecedent to determine 3D structures of HBDs.

NMR data indicates that the HBDs can form dimers or higher-order oligomers in solution by the interactions between residues on the first or second $\beta$-strand. Recent studies [111, 112] also discover that circular dichroism (CD) spectroscopy shows variations in composition with respect to HBDs, indicating the presence of several polymorphic variants. Therefore, it might be difficult to correlate with the behavior of a pure HBD molecule in the physiological conditions due to the lack of precise structure and its possible conformational heterogeneity in solution. To obtain the 3D structure of protein, NMR or X-ray can be used after a series of purifications or crystallization, but we have not yet
found any related experimental observations in newly discovered HBDs. Therefore, apart from the generic laboratory investigations of HBDs, the research specifically aims to employ protein modeling and simulations as following:

1. Design possible 3D models of the HBDs using homology modeling and validate the homology models using molecular dynamics (MD).

2. Study the conformations changes of HBDs models in different solution environments by molecular simulations.

In order to address these two objectives, we choose the HBD-28 which is a newly identified defensin as our target protein [113]. We describe the modeling methods implemented as well as the comparison among the resulting models based on the HBD-2 and HBD-3 as templates. We use the stabilities of the models after energy minimizations (EMs) and MD simulations, as well as the secondary structure information with respect to consistence with CD data, to probe the validity of the models. Additionally, the configurational changes of HBD-28 models in trifluoroethanol (TFE)/water mixture are investigated.

The second part of this thesis is arranged as following: in the rest of this chapter, we give a brief overview of amino acids, peptides and HBDs regard their characterizations, antimicrobial activities, structures and structure-function relationship, as well as simulation methodologies including homology energy minimization and molecular dynamics. In the next Chapter, we construct initial and refined homology models for the HBD-28 based on HBD-2 and HBD-3 of known structures as templates. Since the 3D structures of homology
models for a protein with low sequence identity to template protein(s) are unavoidably affected with some uncertainties, we investigate extra information during the creation of the 3D models. Therefore the modeling and validation processes are guided by continually testing the model stability and Once possible HBD-28 models are obtained, the configurational changes of HBD-28 models induced by TFE are studied and compared with the CD experimental results.

5.2 Human β-Defensins

5.2.1 Amino Acids and Peptides

An amino acid is a small molecule consisting of an amino group (-NH₂), a carboxyl group (-COOH) and a side-chain (-R) that characterizes an amino acid as shown in Figure 5.1.

![Figure 5.1. A generic structure of a peptide, consisting of three amino acids and two peptide bonds.](image)

From the figure, we can see that the general formula of an amino acid is \( R-\text{R-CH-NH}_2-\text{COOH} \). There are 20 kinds of amino acids residues in living cell which are usually represented by three (or one) letters, as shown in Table 5.1.

Table 5.1. Amino acid full names, three-letter abbreviations (in bold type), and one-letter abbreviations (between brackets).

<table>
<thead>
<tr>
<th>Amino Acid</th>
<th>Three-Letter Abbreviation</th>
<th>One-Letter Abbreviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alanine</td>
<td>(A)</td>
<td>Cysteine (C)</td>
</tr>
<tr>
<td>Aspartic Acid</td>
<td>(D)</td>
<td>Glutamic (E)</td>
</tr>
<tr>
<td>Phenylalanine</td>
<td>(F)</td>
<td>Glycine (G)</td>
</tr>
<tr>
<td>Histidine</td>
<td>(H)</td>
<td>Isoleucine (I)</td>
</tr>
<tr>
<td>Lysine</td>
<td>(K)</td>
<td>Leucine (L)</td>
</tr>
<tr>
<td>Methionine</td>
<td>(M)</td>
<td>Asparagine (N)</td>
</tr>
<tr>
<td>Proline</td>
<td>(P)</td>
<td>Glutamine (Q)</td>
</tr>
<tr>
<td>Arginine</td>
<td>(R)</td>
<td>Serine (S)</td>
</tr>
<tr>
<td>Threonine</td>
<td>(T)</td>
<td>Valine (V)</td>
</tr>
<tr>
<td>Tryptophan</td>
<td>(W)</td>
<td>Tyrosine (Y)</td>
</tr>
</tbody>
</table>

A peptide is a short biopolymer consists of amino acids joined together by peptide bonds between the carboxyl and amino groups of adjacent amino acid residues which are the units of a peptide (see Figure 5.1). Usually, a peptide has an amino end (i.e. N-terminus) and a carboxyl end (i.e. C-terminus).

The primary structure of a peptide is its amino acid sequence, which is the order of the amino acid residues as they appeared in a peptide. It is of essential importance in the peptide structure prediction. The secondary structure of a peptide is the characteristic conformation of amino acids in local regions of a
peptide, which is typically maintained by hydrogen bonds. There are two main secondary elements, i.e. $\alpha$-helix and $\beta$-sheet structures. The tertiary structure of peptide is the three-dimensional conformation of all atoms within a peptide, which is largely stabilized by disulfide bonds.

### 5.2.2 Characterization

AMPs are short, cationic and amphililic peptides, consisting 12 to 60 amino acids, which are very important in the innate immune system [114]. An important class of AMPs is the defensin that is rich in sheet structures and cysteine residues. The defensins family can be further classified into three different subfamilies ($\alpha$, $\beta$, $\theta$-defensins) based on the pattern of six conserved cysteine residues forming three disulfide bridges [115]. However, it has been found that only $\alpha$- and $\beta$-defensins are endogenously present in humans.

HBDs are members of the $\beta$-defensins subfamily and have attracted the attention of researchers due to their potent antimicrobial activities and important roles in the human immunity system. The first HBD (i.e. HBD-1) was found and isolated from human plasma [116], later HBD-2 and HBD-3 were discovered in the extract of lesional scales from patients suffering from psoriasis and their coding nucleotide sequences also have been identified [105, 106, 110]. With the development of bioinformatics (e.g. biological sequence analysis using 'Profile Hidden Markov Models' and ‘Basic Local Alignment Search Tool’), new HBDs are continuously being identified, of which the recent ones are HBD-25 to HBD-29.
HBDs are also small (3-5 kDa), cationic and amphipathic cysteine-rich peptides. The spacing between the cysteine residues and the connectivity of the disulfide bridges in HBDs are different from that of α-defensins. The arrangement found in α-defensins are Cys²-Cys⁶, Cys²-Cys⁴ and Cys³-Cys⁵ (according to the relative Cys numbering), whereas in HBDs are Cys¹-Cys⁵, Cys²-Cys⁴ and Cys³-Cys⁶ meaning that the first cysteine in the amino acid sequence form a disulfide bond with the fifth, and so on [115]. Although disulfide bonds are important for tertiary structure maintenance of β-defensins, some studies have indicated that disulfide bond is not absolutely necessary for the antimicrobial ability [109, 117, 118].

5.2.3 Antimicrobial activities

Table 5.2. Antimicrobial spectrum of HBDs 1-4. [106 , 119-121]

<table>
<thead>
<tr>
<th>Defensin</th>
<th>Pathogen</th>
</tr>
</thead>
<tbody>
<tr>
<td>HBD-1</td>
<td>E. coli, P. aeruginosa, K. pneumonia, S.aureus</td>
</tr>
<tr>
<td>HBD-2</td>
<td>E.coli, P.aeruginosa, K.pneumonia, S.aureus, S.pneumoniae, c.albicans, C.parapsilosis, C.krusei, E.faecalis, HIV-1</td>
</tr>
<tr>
<td>HBD-4</td>
<td>E.coli, S.carnosus, P.aeruginosa, B.cepacia, S.Pneumoniae, S.aureus, S.cerevisiae</td>
</tr>
<tr>
<td>HBD-28</td>
<td>E.coli, P.aeruginosa, K.pneumoniae, S.Pneumoniae, S.aureus</td>
</tr>
<tr>
<td>HBD-18</td>
<td>E.coli</td>
</tr>
<tr>
<td>HBD-6</td>
<td>E.coli</td>
</tr>
</tbody>
</table>
HBDs have been recognized to exhibit a broad spectrum of antimicrobial activity. Among all HBDs, only the antimicrobial activities of HBD-1 to HBD-4 have been characterized in detail [106, 119-121]. The antimicrobial properties of HBDs are shown in Table 5.2.

5.2.4 Structures

5.2.4.1 Primary Structures

To present, the predicted peptide sequence is available for over 40 HBDs, which typically consists 41 to 50 amino acid residues and is rich in basic and hydrophobic amino acids. It has an identifiable consensus sequence as \( X_{2-10}C X_{5-6}(G/A)X C X_{3-4}C X_{9-13}C X_{4-7}C C X_n \) (where \( X \) is any amino acid). The sequence alignment of HBD-1, HBD-2 and HBD-3 is shown in Figure 5.2 (a). By comparing the sequences, it is shown that HBD-1 to HBD-3 contain six conserved cysteine residues that form three common disulfide bridges (Cys\(^1\)-Cys\(^5\), Cys\(^2\)-Cys\(^4\) and Cys\(^3\)-Cys\(^6\)), as well as a conserved motif Gly-X-Cys that forms a \( \beta \)-bulge. In addition, the first conserved cysteine residue is situated close to N-terminus and most cationic residues (Lys, Arg) clustered close to the C-terminus, as shown in HBD-1 to HBD-3. It is also reported that high cationicity and its ability to aggregate are important for antimicrobial activity.
Figure 5.2. Structural comparison of human β-defensins. (a) The amino acid sequence alignment of HBD-1, HBD-2 and HBD-3. The extent of the secondary structure elements is shown above each sequence and the numbers in the brackets represent charges. Six conserved cysteine residues are colored in yellow. (b) The ribbon representations of monomeric β-defensins (left) are accompanied by the electrostatic potential maps projected on the solvent-accessible surfaces shown in the equivalent orientations (center) and after 180° rotation (right). The positively and negatively charged areas of the solvent-accessible surfaces are colored in blue and red, respectively. [107]
5.2.4.2 Secondary Structures

The secondary structure of HBDs typically consists of a $\alpha$-helix and three $\beta$-strands (see Figure 5.2 (a)). The $\alpha$-helix is formed by the N-terminal fragment of the peptide and its length is usually very short and variable. However, it is suggested that the $\alpha$-helix is not necessary needed in the structure of HBDs due to its small size and adjustable length. The three $\beta$-strands are arranged in an antiparallel sheet and stabilized by three intramolecular disulfide bonds (see Figure 5.2 (b)), which have been considered to contribute to the oligomerization of the peptides. For some HBDs, a $\beta$-bulge structure is found in the second $\beta$-strand, which consists of the conserved motif Gly-X-Cys and contributes to the twist of the $\beta$-strands.

5.2.4.3 Tertiary Structures

The tertiary structures have been determined only for three HBDs (i.e. HBD-1 to HBD-3) and their representative 3D structures can be found in the Protein Data Bank (PDB) [122] (i.e. with accession ID: 1E4S for HBD-1 [123], 1FD3 for HBD-2 [124] and 1KJ6 for HBD-3 [125]). Despite the low amino acid sequence conservation, the tertiary structures of HBDs are very similar as shown in Figure 5.2 (b). The core of the HBDs’ structure contains an antiparallel $\beta$-sheet that stabilized by three disulfide bonds. The $\beta$-sheet is flanked by a $\alpha$-helix whose orientation in relation to the $\beta$-sheet is also stabilized by the disulfide bond (Cys$^1$-Cys$^5$) and is thought to be a contribution to the antimicrobial activity and chemo-attractant of the HBDs [107].
5.2.5 Structure-Function Relationship

The relationship between structure and function of defensins is still poorly understood. The $\beta$-sheet constitutes the core of defensin and is suggested as the central to the defensin’s structure, and presumably, its function [107]. It is found that disulfide bridges are not necessary for maintain the antimicrobial activity of some HBDs [109, 117, 118]. It is also postulated that the cationicity, amphipathicity and ability to oligomerize are considered as key factors to the mechanisms of antimicrobial activity [109, 125]. However, there is no universal rule to suggest a fixed structure-function relationship for HBDs and remains an active area of research.

5.3 Homology Modeling

The 3D structure of a protein is a prerequisite for a better understanding of its functions at the molecular level. There are several experimental techniques determine 3D structure of proteins. Among them, X-ray crystallography and NMR spectroscopy are the most widely used methods. However, it may be a challenge to determine structures by using these techniques for some reasons. Generally, many proteins cannot crystallized for X-ray crystallography and are simply too large for NMR spectroscopy. In addition, the acquisition of information by these techniques is a slow and expensive process. Thus protein modeling provides us an alternative route to obtain the structure and it is the way when experimental fails. There are three major methods for protein prediction, which are homology modeling, threading and ab-initio methods. Ab-initio folding is a simulation-based method. The basic idea is to build
empirical function that simulates real physical force and potentials of chemical contacts. Since there is no use of sequence alignment and no direct use of structure, this method is not very accurate and only small proteins can be properly simulated. In contrast, the template-based methods have achieved success in recent years, due to the enlargement of the PDB database. The idea of the template-based method is to find a similar structure from PDB for new protein. Both homology (comparative) modeling and threading belong to this kind of method. Homology modeling has a good prediction accuracy, but it works only if the new protein and the template share more than 25% identical residues. The threading method is more sensitive than the homology modeling method. However, the prediction accuracy of the threading method is not very good. In addition, homology modeling is by far the easiest prediction method in this field [127].

Homology modeling is a technique based on the observation that both the structure of proteins and their sequence are tend to conserved, at least for some key amino acids, during evolution in the folding process [127]. Therefore, similar aminoacid sequences usually fold into similar structures. It is now widely used to produce reasonable protein structures [128-133]. This trend implies the possibility of generating sequence alignments of the target protein one or several templates having 3D structures already solved. For example, homology modeling is used to build structures of toxins [128, 129] and enzyme-substrate complexes [133] based on single-template modeling, and structures of glycine receptor [130] and its ligand binding domain [131] based multiple-templates modeling. In general, homology modeling is a process involving two main steps: (i) template recognition and sequence alignment, and
(ii) model building, refining and finally evaluation of the model. We give a brief overview of these two steps in the subsection below.

### 5.3.1 Template Recognition and Sequence Alignment

An important step in homology modeling is template recognition which is identification of well suited protein structures related to target sequence and choosing those with higher homology score as template for the desired model [127]. This is done by sequence alignment between target and template. Homology modeling produces reasonable protein structures, as long as an alignment with at least 25% sequence identity has been found as shown in Figure 5.3. From the figure, it is shown that the homology modeling is fast and simple when the sequence identity of target and template proteins is higher than 75%. Moreover, the accuracy of the homology modeling in this range is comparable to that of NMR and X-ray. When the sequence identity lowers to 50% to 75%, more time is needed to find the details of the model and to correct the alignment. For sequence identity is 50% to 25%, the limiting step is the sequence alignment. More effect has been made to obtain most possible alignment in this range.

![Figure 5.3. The limiting steps in homology modeling as function of percentage sequence identity between the structure and the model [127].](image)
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There are two common techniques for sequence alignments. One is single-template alignment, and another is multi-templates alignment that aligns several homologous protein sequences together. In some cases, the methods rely on multiple templates that combine the good parts of several templates in one model have been proven successful in identifying more distantly related homologues [134, 135]. It would be anticipated that using multiple templates rather than a single one is better in the case the target-template similarity is low.

5.3.2 Model Building, Refining and Evaluation

5.3.2.1 Model Building and Refining

Once a reasonable alignment is found, the actual model building can be carried out. Generally, the coordinates of backbone atoms of the target protein simply copy the coordinates of those template atoms according to the sequence alignment. It is simple to arrange all the atoms according to the template when they are conserved. However, there are loop regions that often show little sequence conservation and may diverge in length from the template sequence. For these regions, it is very trivial to generate the coordinates. There are three major methods for loop modelling. A widely used method is employing a loop search, which searches PDB for a reference peptide with identical length that can match the gap in the protein model without introducing large distortions. This approach is supported for major molecular modelling programs and servers, such as Modeller [136], Swiss-Model [137] and WHAT IF [138].

So far, the backbone of the target protein is created and we need to add the sidechains. It is reported that aminoacid sidechains have certain energetically
favoured conformations (referred as rotamers). Thus, one of commonly used methods is adding missing sidechains according to backbone conformations from backbone-dependent rotamer library, which is based on that certain backbone conformations strongly favour certain rotamers. To predict the sidechain rotamers accurately, we need the correct backbone, which in turn depends on the rotamers and their packing. Therefore, iteration is introduced to refine the model until certain convergence is satisfied.

**5.3.2.2 Model Evaluation**

A 3D protein structure created from homology modelling will be subject to many source of error. Therefore, it is essential to have an assessment of a structure’s overall quality and be able to identify poorly folded regions. This is achieved by carry out the model evaluation, which aims to determine whether the model is acceptable or not. There are serveral softwares developed for this purpose, and in this research we use the protein structure validation software suite (PSVS) [139] which is a package including Procheck, MolProbity, Verify-3D and various structure-validation tools.

**5.4 Molecular Mechanics**

Molecular mechanics is a widely used technique in molecular modeling using the classical mechanics/Newtonian mechanics to search low energy states of molecules based on force field (i.e. empirical potential energy function) It provides the physical basis behind the model, and is also commonly used in several biochemical and biophysical systems, such as conformational analysis of proteins, protein-membrane interactions and drug designs.
The molecular mechanics simulation program used in this work is Gromacs (Groningen Machine for Chemical Simulation), which is a free software for performing energy minimization (EM) and molecular dynamics (MD) based on molecular mechanics force fields [140]. A brief overview of force field, EM and MD methods are given below.

### 5.4.1 Force Fields

A force field is a set of equations with some parameters, which defines the potential energy of the system. Usually, the parameters in the equation describe the properties of atoms and molecules, such as atomic masses, charges, bonds and angles, as well as force constants and reference which have been determined experimentally. The potential functions of the system can be divided into the bonded interactions part, non-bonded interactions part and restraints part, as given in equation (5.1),

$$E_{total} = E_{bonded} + E_{non-bonded} + E_{restraints} \quad (5.1)$$

The bonded interactions can be further subdivided into the bond stretching (2-body), bond angle (3-body) and dihedral angle (4-body) interactions based on the number of atoms involved, as shown in equation (5.2),

$$E_{bonded} = E_{stretch} + E_{angle} + E_{dihedral} \quad (5.2)$$

There are several functions to represent the bonded interactions: typically, the Harmonic potential is used for bond stretching and angle bending interactions, and periodic cosine function for the torsion potential. The non-non-bonded interactions are computed between all pairs of atoms within a
certain separation distance. Generally, it contains der Waals interactions (short range) and electrostatic interactions (long range) as show in equation (5.3),

\[ E_{\text{non-bonded}} = E_{\text{electrostatic}} + E_{\text{vdw}} \]  

(5.3)

Usually, van der Waals interactions are calculated based on Lennard-Jones potential and the Coulomb potential is used for electrostatic interactions.

### 5.4.2 Energy Minimization

EM method is a technique to minimize the potential energy of a system to local minima [140]. Since the protein structures obtained from both experiments and computer modelings may have steric clashes and distorted bonds, it is necessary to perform EM to relax the worst conflicts and to find a more energetically favorable conformation. There are mainly two EM methods involved in Gromacs: the steepest descent (SD) method and the conjugated gradient method. The SD method is a first order EM which simply moves along negative gradient and hence the convergence is quite slow. This drawback could be improved by using conjugated gradient method. However, the latter method may bring you away from the minimum. Thus it is recommended to run a SD EM followed by a conjugated gradient EM.

### 5.4.3 Molecular Dynamic Simulation

Proteins are non-rigid molecules and can twist along the bonds of the backbone. Therefore, there are more than one local minimum in the potential energy surface of a protein, and consequently the protein has a large number of
possible conformations. Based on the Anfinsen’s dogma thermodynamic hypothesis, the protein’s native (or stable) structure is the one that minimizes the global free energy of the protein [126]. However, it is impossible to escape from one local minimum to another and find a global energy minimum by using EM, but this problem can be overcome by using MD which is a more sophisticated method for searching the all possible conformations of the molecules.

MD provides information about the dynamical behavior of molecular systems such as molecular conformations by solving the classical Newtonian equations of motion for the molecules. It is a time-dependent process which provides an ensemble of molecular conformations (usually converged to a local energy minimum). These generated molecular conformations are averaged to obtain the global minimized conformation of molecules. This time-averaged structure is considered as a stable structure that describes the geometric average shape of molecules. Therefore, MD simulation is a powerful method for molecular structure validation and refinement. In our work, we used MD to validate the homology models and to obtain a more energetically favorable protein model with lower potential energy from the initial models.
Chapter 6
Structure of Human $\beta$-Defensin 28

6.1 Introduction

HBD-28 is a member of the human $\beta$-defensin subfamily and was first found in the male genital tract in 2003 [113]. It is a newly identified defensin which shows a similar broad range \textit{in vitro} antimicrobial activity against all microbes tested and is only slightly less active than HBD-3, the most potent HBD [141]. Although its explicit functions are yet to be studied in detail, HBD-HBD-28 makes a promising candidate for antibiotic therapy due to its low susceptibility to develop resistance. However, the extraction cost of HBD-28 is very expensive due to the concentration of HBD-28 is low in its natural resource. Therefore there are insufficient amount of pure HBD-28 for detailed characterization and structural studies. Thus the exact tertiary structure and antimicrobial mechanism of HBD-28 were poorly understood. Therefore finding an efficient simulation method to obtain the structure of HBD-28 is critical necessary for further study of HBD-28. By employing molecular modeling (homology) and simulation (MD) methodologies in a systematic way, we bypass the difficulties in the structural determination in this work and study the antimicrobial behaviors of HBDs later in future work.

In the rest of this chapter, we first build initial models of HBD-28 based on HBD-2 and HBD-3 of known structures by homology modeling. This approach is justified by observing that similar amino acid sequences usually fold into
similar conformations [127]. However, the target-template sequences identified are low (mostly less than 25%) in this case. To resolve this issue, both single-multiple-template sequence alignments, which may provide more comprehensive coverage across the target sequence, were attempted to improve overall alignment accuracy. In order to determine which of the possibly alignment produces the most physically reasonable model, we generated quality scores for models based on different alignments using the PSVS [139] . The models of good qualities are chosen for the subsequent MD simulations to their structural stability in pure water and TFE/water mixture. Previous study [112] has shown that the HBD-3 was flexible and random in aqueous solution, and its conformation was dictated by solution environment. Therefore, it is interesting to examine the conformations of HBD-28 in different solution environments. The TFE has been widely used in protein structure studies as it can stabilize the secondary structure of protein in aqueous solution, especially α-helix. It is found that the HBD-28 underwent a marked conformational transition in the presence of TFE as observed in experimental CD spectra, which shows the increased helical conformation [142]. By molecular modeling and simulation, we display the similar experimental phenomena.

6.2 Simulation and Experimental Details

6.2.1 Homology Modeling

The structure of templates HBD-2 and HBD-3 used in this work were in PDB with accession ID: 1FD3 for HBD-2 and 1KJ6 for HBD-3. Sequence alignments of single and multiple templates were generated by the CLUSTALW
program. For the multiple-template sequence alignment, the alignment was manually adjusted to conserve the Cys residues. Model building was performed using the MODELLER [136] protocol in Discovery Studio (DS) 2.5 software [144], which is an automated homology modeling software. Single-multiple-template modelings (see Table 6.1) were performed using the alignments generated in the previous step to obtain the initial models of HBD. The positions of Cys residues that form the disulfide bridge were constrained the aligned Cys residues and corresponding disulfide bridges in templates using “Disulfide Bridges” parameter in DS. We apply CHARMM 27 force field [145] to all models of our interest.

6.2.2 Molecular Dynamics Simulation

The preliminary 3D models obtained from the homology modeling using DS were first refined by EM in vacuum, subsequently the energy-minimized systems were subjected to MD simulation in water. In these refinement steps, the structural stabilities of the models are investigated. We consider a model to be acceptable if its overall structure is reserved after EM in vacuum (i.e. intrinsic stability) and MD in water. The models generated in this process were put together with 50% TFE/water mixtures to adopt similar experimental environment in MD simulation.

The intrinsic stabilities of initial HBD-28 models were tested by a combination of two EM methods in vacuum: the SD method and the conjugate gradient method. The SD was first run until a minimization criteria (i.e. the of maximum force being less than 1000 kJ mol$^{-1}$ nm$^{-1}$.) was satisfied, followed
by conjugate gradient until the maximum force was smaller than 100 kJ mol$^{-1}$ nm$^{-1}$.

The intrinsically stable structures obtained from EM steps were then placed with water molecules as a starting model for MD treatment. After SD minimization of solvated protein for 500 iteration steps, the temperature of the system was gradually increased to 300K over 20 ps, followed by 80 ps of MD steps with position restraints on non-hydrogen atoms of the protein at constant pressure 1 bar to relax the system. The restraints on non-hydrogen atoms were removed, after that the simulation was then continued for 10 ns to assess the stabilities of the structures, where the coordinates were saved every 1 ps for a detailed analysis. After NPT MD simulation (i.e. constant number of atoms $N$, pressure $P$ and temperature $T$) is completed, another 6 ns independent simulation was performed with different simulation ensemble scheme (i.e. NVT MD simulation - constant number of atoms, volume $V$ and temperature) in order to check the stability of the model reliably. Note that the volume predicted from the NPT MD simulation was applied in the NVT MD simulation.

After the completion of NVT simulation, the highly plausible HBD-28 models were obtained; in order to evaluate the influence of the realistic solution to the structure of HBD-28, the MD simulations of the highly plausible HBD-28 models were performed in 50% water/TFE mixtures for 20 ns under NPT condition. The simulation results of the secondary structure of HBD-28 models in the present of TFE were compared with the CD experiments (see Section 6.3.5). These simulations further prove the reliability of the NVT-simulation-NVT-simulation-refined HBD-28 models.
All EM and MD simulations were performed with the GROMACS 4.07 [140] program package. We also employed the CHARMM force field for the TIP3P [146] water model. The TFE model was obtained from the work of Chitra et al. [147, 148]. To neutralize the system, sodium counterions were added and water molecules were removed if they overlapped with the sodium ions. Covalent bonds in the protein were constrained using the SHAKE algorithm [149], whereas the water molecules were constrained using the SETTLE algorithm [150]. The simulation box was 54 × 54 × 40 Å in dimensions and periodic boundary conditions were applied. The amount of water molecules is closer to 3000 for all models, which provides a layer of pure water with a width of approximately 10 Å to avoid interface with the boundaries. The particle mesh Ewald [84] method was used to treat electrostatic interactions with a cut-off value of 10 Å and space grid size of 1.2 Å. The cut-off distance of van der Waals interactions was 12 Å. The time step for integration was 2 fs and the neighbor list was updated every five steps. The temperatures were maintained at 300 K by velocity-rescaling thermostat with a coupling time of 0.1 ps in both NPT and NVT simulations [151]. The constant pressure in NPT simulation was 1 bar using the Parrinello-Rahman barostat with a coupling constant of 2 ps [152, 153]. All data for analysis were collected after equilibrium, which was achieved until the averaged temperature, pressure and structure remain stable.

### 6.2.3 Simulation Data Analysis

The qualities of the initial models generated by homology modeling using DS were assessed by the PSVS scores [139]. The secondary structure of was analyzed by the dictionary of secondary structure of proteins (DSSP) [154]
program every 10 ps and the 3D structure of peptide was visualized using the visual MD [155] software. All analyses of resulting trajectories were performed by using GROMACCS program package. The value of root mean square (RMSD) of the backbone atoms related to the structure at the beginning of equilibrium was calculated by

\[
RMSD(t) = \sqrt{\frac{\sum_{i=1}^{N} (x_i^t - x_i^0)^2 + (y_i^t - y_i^0)^2 + (z_i^t - z_i^0)^2}{N}}
\]  (6.1)

where \((x_i^t, y_i^t, z_i^t)\) and \((x_i^0, y_i^0, z_i^0)\) are the positions of the atom \(i\) at time \(t\) and beginning time 0, respectively, and \(N\) is the total number of atoms in the molecule. The root mean square fluctuation (RMSF) measures the molecular fluctuations about the time-averaged molecule structure. The RMSF of particular atom \(j\) can be calculated by

\[
RMSF(j) = \sqrt{\frac{1}{n_j M} \sum_{i=1}^{N} \sum_{k=1}^{M} [(x_{i,t_k} - \langle x_i \rangle)^2 + (y_{i,t_k} - \langle y_i \rangle)^2 + (z_{i,t_k} - \langle z_i \rangle)^2]}
\]  (6.2)

where \(M\) is the total number of recording configurations. \((x_{i,t_k}, y_{i,t_k}, z_{i,t_k})\) and \((\langle x_i \rangle, \langle y_i \rangle, \langle z_i \rangle)\) denote the position of atom \(i\) at time step \(t_k\) and the averaged position of atom \(i\) over \(M\) time steps, respectively.

6.2.4 Circular Dichroism Spectra

The CD spectra were recorded on the Chirascan™ CD Spectrometer (Applied Photophysics, Surrey, UK) in the range of 190-260 nm at room temperature. HBD-28 solutions were prepared at concentrations of 100 and 50...
µg/ml in 20 mM tris(hydroxymethyl)aminomethane-HCl (Tris-HCl) buffer at 7.4 and 20 mM Tris-HCl with 50% v/v TFE at pH 7.4 (Fluka, Spain). An average of 5 repeat scans for each sample was calculated as the final CD. The data were also analyzed using the CDNN/PFPFIT program [156], which predicts the percentage of α-helix, parallel and antiparallel β-strands, turns, and others.

6.3 Results and Discussion

6.3.1 Sequence Alignment

The most important step in homology modeling method is the sequence alignment. A number of modeling examples have shown that the differences in alignments affect the final models, in turn the quality of homology modeling [134, 135, 157, 158]. There are two important factors in the accuracy of alignment: (i) the template identification and (ii) the target-template(s) [135]. Usually, the methods developed for template identification relies on the single template [159, 160]. However, in some cases, the methods rely on templates have proven successful in identifying more distantly related homologue [134, 135]. It would be anticipated that using multiple templates rather than a single one is better in the case the target-template similarity is low. In our study, the quality of the single-template sequence alignment was by sequence identity, which is 21.6% for HBD-1, 30.2% for HBD-2 and 28.9% for HBD-3. Since the sequence identity of HBD-28 to HBD-1 is lower than which is the threshold for safe homology modeling [127], it is considered as an improper template. The sequence identities of the other two templates are a
higher than 25%, thus we use multiple-template modeling to increase the accuracy of the modeling. Table 6.1 shows the sequence alignments of HBD-28 with different templates, and A, B, and C alignments were determined using CLUSTALW tool. It is reported that the HBDs have an identifiable consensus sequence: $X_{2.10}C_{5.6}(G/A)X_{3.4}C_{9.13}X_{4.7}C_{n}$ (where $X$ is any amino acid) and three common disulfide bridges (Cys$^1$-Cys$^5$, Cys$^2$-Cys$^4$ and Cys$^3$-Cys$^6$). From the Table, we found that all defensins were aligned according to the conserved pattern of six cysteine residues except alignment B. As cysteine residues that sit in disulfide bridges do not mutate easily, the cysteine residues should be preserved in the alignment. In this sense, we manually adjusted the alignment B to conserve the cysteine residues and to obtain the alignment D. Based on these four alignments, we constructed four models and labeled as HBD-28_A, HBD-28_B, HBD-28_C and HBD-28_D, respectively.

Table 6.1. The sequence alignments of HBD-28 with different templates. Here HBD-28 is aligned with HBD-2, HBD-3 and their combinations. Conserved residues are highlighted by asterisks at the bottom of each alignment and A, B, and C are determined using CLUSTALW tool.
6.3.2 Initial HBD-28 Models

Table 6.2 shows the detailed residue numbers of the predicted secondary structure elements for four initial models generated by DS in $\alpha$-helix and $\beta$-strands. Despite the fact that the secondary structures of four models are similar and generally agreed with each other, minor differences are observed in $\beta_2$ and large differences appeared in the location of $\alpha$-helix.

Table 6.2. Comparison of the secondary structure elements in different HBD-28 models predicted by DS, EM and MD. Here numbers represent the residue numbers in each HBD.

<table>
<thead>
<tr>
<th>Model</th>
<th>Secondary Structure Elements</th>
<th>$\alpha$-helix</th>
<th>$\beta_1$</th>
<th>$\beta_2$</th>
<th>$\beta_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>HBD-28_A</td>
<td>DS</td>
<td>3-7</td>
<td>13-15</td>
<td>23-24</td>
<td>33-36</td>
</tr>
<tr>
<td></td>
<td>EM</td>
<td>3-5</td>
<td>13-15</td>
<td>23-24</td>
<td>33-36</td>
</tr>
<tr>
<td></td>
<td>MD</td>
<td>3-8</td>
<td>13-15</td>
<td>24-27</td>
<td>33-35</td>
</tr>
<tr>
<td></td>
<td>DS</td>
<td>7-10</td>
<td>13-15</td>
<td>24-25</td>
<td>33-36</td>
</tr>
<tr>
<td></td>
<td>EM</td>
<td>2-9</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>MD</td>
<td>0</td>
<td>0</td>
<td>25-27</td>
<td>33-36</td>
</tr>
<tr>
<td></td>
<td>DS</td>
<td>2-8</td>
<td>13-15</td>
<td>23-24</td>
<td>33-36</td>
</tr>
<tr>
<td>HBD-28_B</td>
<td>EM</td>
<td>3-6</td>
<td>13-15</td>
<td>0</td>
<td>33-35</td>
</tr>
<tr>
<td></td>
<td>MD</td>
<td>0</td>
<td>12-15</td>
<td>23-25</td>
<td>33-36</td>
</tr>
<tr>
<td></td>
<td>DS</td>
<td>2-9</td>
<td>13-15</td>
<td>24-25</td>
<td>33-36</td>
</tr>
<tr>
<td>HBD-28_C</td>
<td>EM</td>
<td>3-5</td>
<td>13-15</td>
<td>24-25</td>
<td>33-36</td>
</tr>
<tr>
<td></td>
<td>MD</td>
<td>3-7</td>
<td>14-15</td>
<td>24-27</td>
<td>33-36</td>
</tr>
</tbody>
</table>

To illustrate the magnitude of the difference observed in models, we
superposed four models to obtain the averaged structure, and calculated the per-residue RMSD of superimposed structures from the averaged structure by using SuperPose [161] software. The results are shown in Figure 6.1. The largest deviations are found in initial residues from 1 to 10 where α-helix located with RMSD values higher than 2.0 Å. Most RMSD values of residues from 11 to 37 are less than 2.0 Å, and those become less than 1.5 Å for β₁ and β₃ regions. From this observation, it is proposed that this is a structural distinctness and all four models are considered as reasonable candidates for the 3D structure of HBD-28 by homology modeling.

![Figure 6.1](image)

Figure 6.1. Average RMSD of all Cα atoms of the HBD-28 models relative to the averaged structure as a function of residue number.

The quality of the four initial models obtained from homology modeling step is first checked using the PSVS software, which includes Procheck,
MolProbity, Verify-3D and various structure validation tools. The results of Verify-3D [162] score are plotted with respect to the residue numbers as shown in Figure 6.2. The Verify-3D indicates how well each aminoacids fits in its current environment and it is very sensitive to distinguish misfolded models. Generally, the value approaching to or falling below 0 indicates incorrect and a higher positive value indicates a better one. From the figure, we can see that models HBD-28_A and HBD-28_D generally yield higher scores than models HBD-28_B and HBD-28_C, and the model HBD-28_D has the highest Verify-3D score.

![Verify-3D score of the HBD-28 models as a function of residue number. The solid, dot, dash-dot-dot and dash lines represent the values for HBD-28_A, HBD-28_B, HBD-28_C and HBD-28_D, respectively.](image)

Figure 6.2. Verify-3D score of the HBD-28 models as a function of residue number. The solid, dot, dash-dot-dot and dash lines represent the values for HBD-28_A, HBD-28_B, HBD-28_C and HBD-28_D, respectively.

We also calculated other structure-quality assessment scales of four
with Ramachandran plot (phi/psi dihedral angle distribution), ProsalII (correct and incorrect folds), Procheck G-factor (all dihedral angle distribution) and MolProbity clash (accuracy of predicted models), and the results yielded the same outcome (detailed values are provided in appendix C). All measures indicate that the quality of models HBD-28_A and HBD-28_D is better than of models HBD-28_B and HBD-28_C. Considering that the reason of the difference between models HBD-28_B and HBD-28_D was inherited from the different alignments where the position of the cysteine residues were different, we can deduce that the cysteine residues should be conserved when aligning the sequence to template in the case of HBDs. By comparing quality of models HBD-28_A (single template: HBD-2) and HBD-28_D (single template: HBD- with HBD-28_C (multiple templates: HBD-2 and -3), we also observe that multiple-template alignment may not improve the quality.

6.3.3 Stability of the Initial HBD-28 Models

A comparison of the initial secondary structure elements of HBD-28 predicted by DS with that refined by EM in vacuum is given in Table 6.2. Table 6.2 shows that the application of EM has caused significant changes in the predicted structures. The secondary structures of initial models HBD-28_A and HBD-28_D do not vary much, but those of models HBD-28_B and HBD-28_C change significantly. The $\beta$2 of the model HBD-28_C disappeared and all the $\beta$-strands lost in the model HBD-28_B, which means that the models built on alignment C and B are very intrinsically unstable. Furthermore, to observe this phenomenon in water, we run models HBD-28_A to D, which were treated with EM in vacuum, to explore the conformational changes in water solution. Table
6.2 also shows the results refined by MD simulation. We found that the $\beta_2$ was extended and $\alpha$-helix was shortened after the EM and MD refinement for the model HBD-28_A. For the model HBD-28_D, it shows small variations, which are shortened $\alpha$-helix and $\beta_1$ with longer $\beta_2$. However, the models HBD-28_B and HBD-28_C are either free of $\beta$-strand(s) or $\alpha$-helix, which indicates their structural instability in water due to incorrectly folded states. From two modeling analyses, the stabilities of models HBD-28_A and HBD-28_D are better than the others, and this finding consequently supports that cysteine residues should be conserved in the alignment and the multiple-template alignment does not necessarily improve the quality of the model.

Now we turn our focus to two stable models for further study. Figure 6.3 shows the secondary structure of each residue as a function of time for models HBD-28_A and HBD-28_D in water under NPT simulation. Different colors represent different secondary structures: red color represents $\beta$-strand and blue (and violet) color represents helical conformation. From the figure, there are continuous fluctuations in secondary structure conformations of models HBD-HBD-28_A and HBD-28_D over the time. The $\beta_2$ and $\alpha$-helix in the model HBD-28_A were disappeared at the beginning of the simulation and reappeared at later time. Compared to the model HBD-28_A, which is unfolded at the beginning and refolded later, the secondary structure of the model HBD-28_D is well preserved during the simulation as shown in Figure 6.3, in which several clear color-bands without wide gap were observed. This result shows that the most stable structure in water environment was the model HBD-28_D.
Figure 6.3. Secondary structure of each residue (on y-axis) as a function of time (x-axis) of four models in pure water simulation under NPT condition. Here, different color represents different secondary structure types, red color denotes β-strand, blue and violet colors denote helical conformation. Secondary structures are obtained from the DSSP program.

In order to evaluate the relative structural change or magnitude of the displacements of each structure in MD simulation, we calculate the RMSD (based on the backbone atoms) from the relevant initial structure as a function time as shown in the Figure 6.4. The values of RMSD for models HBD-28_A and HBD-28_D were measured every 1 ps. We found that the RMSD values
rapidly increase at the beginning of the simulation, illustrating that the
structures of the models rapidly alter from the initial structures. For the model
HBD-28_A, a slow increase of RMSD after 1 ns is observed, which means the
structure gradually stabilized. For the model HBD-28_D, the structure
significantly deviate around 2 ns, and then become relatively stable after 4 ns.
The RMSD values in both models HBD-28_A and HBD-28_D are less 2.5 Å
during the entire MD simulation, which indicates the total structure change is
small and overall stability is reserved.

The relative mobility of each residue in HBD-28 models can be measured
by plotting the RMSF with respect to the average structure. Figure 6.5 shows
the RMSF as a function of the residue number, and we can see that residues in
the β-strands were least mobile with RMSF values below 1 Å. The most
flexible parts of HBD-28 models are N and C termini, but within the aminoacid
sequence, there are also regions with large RMSF values, which represent the
region connecting β1 and β2. This is partly due to the Gly-21, which is the
smallest aminoacid and therefore it is very flexible. Comparing these two
models, the model HBD-28_D has smaller RMSF values than the model HBD-
28_A, thus the model HBD-28_D is mechanically more stable structure.
Figure 6.4. The RMSD value of the HBD-28 models as a function of time. The black and red lines represent the values for HBD-28_A and HBD-28_D, respectively.

Figure 6.5. The RMSF value of the HBD-28 models as a function of residue number. Other symbols are the same as in Figure 6.4.
6.3.4 Final HBD-28 Models

In order to confirm the stabilities of the models HBD-28_A and HBD-28_D, those weakly fluctuated structures seen after NPT refinement were submitted to another round of MD simulation with NVT ensemble, which is run for 6 ns, to check any abnormality occurred. If statistical behaviors of the model in these two simulations were similar, one might consider a model to be a highly plausible model for HBD-28.

Figure 6.6. Secondary structure of each residue (on y-axis) as a function of time (x-axis) of four models in pure water simulation under NVT condition. Other symbols are the same as in Figure 6.3.
Figure 6.6 shows the secondary structures of each residue as a function of time for models HBD-28_A and HBD-28_D under the NVT condition. We observe that short transitions occur in the middle of the simulation but the structure elements quickly return to their previous states for both models HBD-28_A and HBD-28_D. The analysis of the RMSD value obtained between the starting conformation and the final structure shows 0.96 Å for the model HBD-28_A and 0.51 Å for the model HBD-28_D, respectively. Both structures were stable during NVT MD, and mechanical stability favors to the model HBD-28_D. Finally, the RMSD between the models HBD-28_A and HBD-28_D was calculated to see their structural similarity, and the value was 2.97 Å before the NVT MD refinement and 1.95 Å after the NVT MD refinement.

Figure 6.7. Comparison of the 3D structures between HBD-28_A and HBD-
HBD-28_D after NVT MD simulation. The $\alpha$-helix is colored in red, $\beta$-strands yellow and others in blue.

Figure 6.8. Structural comparison of HBD-28_A (top) and HBD-28_D (bottom) by surfaces shown in the front view (left) and back view (right). The $\alpha$-helix is colored in red, $\beta$-strands in yellow and others in white.

Recalling Figure 6.4, refined models HBD-28_A and HBD-28_D are very similar in shape. The final conformations obtained during this step were presented in Figs. 7 and 8. It is shown that the secondary structures of models HBD-28_A and HBD-28_D were well conserved and their 3D structures are very similar. With surface displayed (Figure 6.8), positions of $\alpha$-helix and $\beta$-strands are located in similar space but with different surface areas.
6.3.5 Comparison with Circular Dichroism Spectra

These final structures obtained from the NVT MD refinement were compared with CD experimental data in Tris-HCl buffer. In these experiments, the Tris-HCl was added to control the pH at 7.4 and the amount of Tris-HCl is very small (50 µM in 20 mM Tris-HCl buffer). For the simulation, we construct a similar pH environment with pure water to mimic the Tris-HCl buffer at pH 7.4, as there is no good forcefield available for Tris-HCl buffer in GROMACS and the major component in the solution is water (i.e. two Tris-HCl molecules per 5546 water molecules). The secondary structural analysis of the HBD-28 by the CD spectra in Tris-HCl buffer indicated that HBD-28 has three β-strands with a short α-helical segment. Table 6.3 shows the presence of the molar populations of both α-helical and β-strand conformations in NVT-simulation-refined models HBD-28_A and HBD-28_D with that of CD experiment.

From the experiment, the helical segment is estimated to be 24.3%, and β-β-strands to be 22.9%. From the Table, we can see that the populations of helical conformations of models HBD-28_A and HBD-28_D are slightly lower than experimental values and β-strands are comparable to those. Note that solution environments from experiment (Tris-HCl) and simulation (H2O) are similar in pH, but different due to unavailability of force-field parameters for Tris-HCl.
Table 6.3. The molar percentage of secondary structure configurations of HBD-HBD-28 by experiment and MD simulation in pure water. Here antiparallel $\beta$-$\beta$-strand stands for $\beta_2$ and parallel $\beta$-strand contains $\beta_1$ and $\beta_2$.

<table>
<thead>
<tr>
<th></th>
<th>Pure Water</th>
<th>20mM Tris-HCl buffer (pH 7.4)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HBD-28_A</td>
<td>HBD-28_D</td>
</tr>
<tr>
<td>Helix</td>
<td>16.2%</td>
<td>13.5%</td>
</tr>
<tr>
<td>Antiparallel $\beta$-strand</td>
<td>10.8%</td>
<td>10.8%</td>
</tr>
<tr>
<td>Parallel $\beta$-stand</td>
<td>16.2%</td>
<td>16.2%</td>
</tr>
</tbody>
</table>

To further elucidate the structure and folding of HBD-28 in different environment, TFE/water mixture was chosen. The TFE has been extensively used in CD and NMR studies of peptides in solution since it plays a role as a $\alpha$-$\alpha$-helix promoting solvent. In the Tris-HCl with 50% v/v TFE buffer CD experiment, the $\alpha$-helical conformation of HBD-28 is largely increased in the presence of 50% TFE in water, which is known to stabilize this type of conformation. The stability of $\beta$-strands is sensitive to solvation force so that it decreases in the TFE buffer. The comparison of experimental results and simulation data is shown in Table 6.4. We observe that the $\alpha$-helix of the model HBD-28_D increases a little from 13.5% to 21.6% and that of the model HBD-HBD-28_A is invariant. The antiparallel $\beta$-strand ($\beta_3$) of the model HBD-28_A decreases but remains same in the model HBD-28_D, but the opposite is observed for the parallel $\beta$-strand ($\beta_1$ and $\beta_3$). This may be due to the different surface characteristics (i.e. different contributions of $\alpha$-helix and $\beta$-strands, cationicity and amphipathicity) of models HBD-28_A and HBD-28_D as
in Figure 6.8. Although the MD results were different from the experiment data, the tendency to form helix and decreased $\beta$-strands was still observed in the model HBD-28_D. There are three possible reasons for the differences in $\alpha$- and $\beta$-strands percentages between refined models and experiment. First, the solution environments in simulation are not exactly same as in experiment. In the simulation, the HBD-28 and Tris-HCl concentrations are so low that we can treat them as being infinitely dilutes. These approximations assume that protein-protein, protein-Tris, protein-HCl, TFE-Tris and TFE-HCl interactions are negligible. Second, it is assumed that there is only one state of HBD-28 (monomer) and no oligomers are involved. However, it is known that the HBDs have the ability to oligomerize and this possible conformational heterogeneity may be contributing to the helix formation in the present of TFE. The third possible reason is the less accurate forcefield. It is very difficult to evaluate a forcefield that can accurately describe the properties of interest. As a result, the differences between experimental observation and MD simulations are unavoidable as the existing errors in the forcefield.

Table 6.4. The molar percentage of secondary structure configurations of HBD-HBD-28 by experiment and by MD simulation in the present of 50% TFE. Notations as shown in Table 6.3.

<table>
<thead>
<tr>
<th></th>
<th>50% TFE/Water</th>
<th>20mM Tris-HCl</th>
<th>50% TFE (pH 7.4)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HBD-28_A</td>
<td>HBD-28_D</td>
<td></td>
</tr>
<tr>
<td>Helix</td>
<td>16.2%</td>
<td>21.6%</td>
<td>69.0%</td>
</tr>
<tr>
<td>Antiparallel $\beta$-strand</td>
<td>5.4%</td>
<td>10.8%</td>
<td>3.2%</td>
</tr>
<tr>
<td>Parallel $\beta$-stand</td>
<td>16.2%</td>
<td>10.8%</td>
<td>3.0%</td>
</tr>
</tbody>
</table>
6.4 Conclusion

In this chapter, we have obtained a stable 3D structure of HBD-28 by homology modeling and MD simulation in the absence of experimental determined by X-ray or NMR. Both single- and multiple-template alignments were used to improve the alignment quality due to the low sequence identity of HBD-28 matched to HBD-2 and -3. However, the results show that multiple-multiple-template alignment do not improve a model generated from the single-single-template alignment. Modeling quality is also proportionally related to the sequence alignment accuracy. In case of HBDs, we have shown that the six cysteine residues are significant to the sequence alignment accuracy and should be conserved in the alignment. We carried out MD simulations of four HBD-28 models in water solution using CHARMM force field by the GROMACS simulator. Structural analysis of the MD results showed that HBD-28_A and HBD-28_D are initially deviated slightly from the initial model and remain stable during simulation, whereas models HBD-28_B and HBD-HBD-28_C lose some characteristic secondary structures, e.g. $\alpha$-helix or $\beta$-$\beta$-strands. Additionally, the model HBD-28_D showed a more satisfactory stability of the core in the MD simulation and more stable secondary structure as well than any other models of our interest. The overall structure drift of models HBD-28_A and HBD-28_D did not exceed 2.5 Å, which means that are very similar. By comparing the simulation result with CD experiment data, we found that models HBD-28_A and HBD-28_D are possible models for HBD-28. For NVT-simulation-refined models HBD-28_A and HBD-28_D, we studied the structure and folding of the HBD-28 in 50% TFE/water mixture. By
comparing the CD spectra results with the data obtained from MD simulations refined models HBD-28_A and HBD-28_D in TFE buffer, we found that the refined model HBD-28_D exhibited a higher variation in the presence of TFE and showed elongated $\alpha$-helix and shortened $\beta$-strands, which implicitly illustrate the experimental behavior of HBD-28. To this end, the model HBD-HBD-28_D is currently the closest tertiary structure to the real one. This is an encouraging result as the HBDs template has low sequence identity (one of the main areas of difficulty in homology modeling) with our target sequence. Our approach including homology modeling followed by MD treatment is not likely restricted only to HBDs but applicable to aminoacid mutants or to other proteins.
Chapter 7
Conclusions

Molecular simulation techniques were employed to improve the performance of the IE theories via application of bridge functions and also to predict the structure of HBD-28 via homology modelling and MD approaches.

For the IE theory, we proposed two modified Mayer-sampling methods to calculate the integrated diagrams appearing in the coefficients of bridge namely TMMC Mayer-sampling and overlap sampling. The bridge coefficient $b_n(r)$ was constructed in terms of $h(r)$ for a hard sphere system and calculations were performed using prescribed $h(r)$ for reduced densities at 0.2, 0.5 and 0.8 to the third order expansion in density. The reliability and precision of these two methods were tested in detail. The comparison of the results from the proposed methods and the original Mayer-sampling method revealed that the TMMC Mayer-sampling approach shows better precision over the core and tail regions of $b_2(r)$ and $b_3(r)$, except the moderate distance region. This is due to the scheme enables the root particles to pass through low-probability regions to reach extreme separation distances and evenly sample an entire range. It was concluded that overlap sampling method shows overall improvement in the precision of the bridge coefficients and the efficiency of this method is related the degree of the overlapping region between the target and reference systems. Moreover, both methods can be straightforwardly applied to calculate the order bridge function coefficients and to any model systems with relatively simple modifications.
We have also investigated the bridge function required to yield a singlet IE theory up to the second power in density for the hard sphere fluid confined in a slit-pore. The slit-fluid bridge function can be divided into wall-particle bridge diagrams with $h_b$-bond which were evaluated by recently proposed TMMC Mayer-sampling method. The $h_b(r)$ used in cluster integrals was determined by the solution of the bulk-fluid OZ equation with a HNC closure. The calculation was performed for the reduced density of bulk fluid in equilibrium with the fluid in slit-pores from 0.3 to 0.7 with narrow slit width of 3.0σ and 4.0σ. The quantity of the slit-fluid bridge function was assessed by a comparison of the density profiles obtained from the singlet IE theory and GCMC simulation. Good agreement between the proposed approach and the GCMC data was observed. The reduced normal pressure was also calculated. The calculated result agrees with the simulation data at low to medium densities but becomes a little larger at high density. It was expected that the data can be improved by adding higher order bridge coefficients. The direct evaluation of the slit-fluid bridge function seemed to be practical since a great improvement of the quality of the singlet IE theory had been achieved for prediction of the structural and thermodynamic properties of fluids confined in narrow slit-pores.

For the HBD-28, we created a stable 3D structure of HBD-28 by modeling and MD simulations in the absence of experimental structure. With known high-resolution structures of HBD-2 and HBD-3, single- and multiple-multiple-template sequence alignments were applied to find highly probable candidates for HBD-28, which were in turn refined through MD simulations in pure water and 50% TFE/water mixture. The models obtained from homology modeling were assessed by PSVS software, which includes Verify-3D,
MolProbity and various structure validation tools. The results show that multiple-template alignment has no advantage over the single-template alignment and even worse in our case. We also found that modeling quality is proportionally related to the sequence alignment accuracy, and the six invariant cysteine residues play a key role in the alignment accuracy which should be conserved in the alignment. In Comparison with CD experimental data as well as stabilities of $\beta$-sheet and $\alpha$-helix, one of HBD-28 candidates exhibited a higher variation in the presence of TFE and implicitly illustrated the experimental behavior of HBD-28, which indicates a reliable 3D structure of HBD-28 was found. Last, our approach involving homology modeling followed by MD treatments is not likely restricted only to HBDs but adaptable to aminoacid mutants or to other proteins.
Appendix A

Numerical Solution for Bulk Fluids

The numerical solution of the OZ equation for hard sphere bulk fluid employed in this work is Labik’s algorithm and is summarized as below.

First all functions in \( r \) space are discretized on a linear mesh of \( N \) points \( r_i = i\Delta r \). Functions in \( k \) spaces are treated similarly. Secondly, the relationship between \( \Delta r \) and \( \Delta k \) is \( \Delta r\Delta k = \frac{\pi}{N} \).

To improve numerical efficiency, the following two new functions are introduced,

\[
\Gamma_i = \Gamma(r_i) = r_i\gamma(r_i) \quad \text{(A1)}
\]

\[
C_i = C(r_i) = r_i\gamma(c(r_i)) \quad \text{(A2)}
\]

such that the Fourier transform of equation (A1) becomes a one-dimensional sine transform, i.e.,

\[
\hat{\Gamma}_j = 4\pi\Delta r \sum_{i=1}^{N-1} \Gamma_j \sin\left(\frac{\pi}{N} ij\right), \quad j = 1, 2, ..., N - 1
\]

\[
\Gamma_i = \frac{\Delta t}{2\pi^2} \sum_{j=1}^{N-1} \hat{\Gamma}_j \sin\left(\frac{\pi}{N} ij\right), \quad i = 1, 2, ..., N - 1
\]

The following relations also hold in \( k \) space,
\[ \Gamma_j = \tilde{\Gamma}(k_j) = k_j \tilde{\gamma}(k_j) \quad (A5) \]

\[ \bar{C}_j = \bar{C}(k_j) = k_j \bar{c}(k_j) \quad (A6) \]

Then the OZ equation (i.e. equation (1.5)) may be rewritten as

\[ \tilde{\Gamma}_j = \frac{\rho \tilde{C}_j^2}{t_j - \rho \bar{C}_j} \quad (A7) \]

In a similar way, the closure equation (i.e. equation (1.8)) can be recovered such that \( C_i \) is expressed as a function of \( \Gamma_i \), i.e.,

\[ C_i = F(\Gamma_i) = (e^{-u(r_i)} + \frac{\Gamma_i}{r_i} + b(r_j)) - r_i - \Gamma_i \quad (A8) \]

If take Fourier transform of the first-order expansion of function \( C_i \) in equation (A8) and substituted in equation (A7), We got the linearized set of equation (A7) for the unknown \( \Gamma_i \), i.e.,

\[ \Delta \tilde{\Gamma}_j - \frac{\rho \tilde{C}_j}{t_j - \rho \bar{C}_j} (2 + \frac{\rho \tilde{C}_j}{t_j - \rho \bar{C}_j} \sum_{k=1}^{N} \bar{C}_{j,k} \Delta \Gamma_k - \frac{\rho \tilde{C}_j^2}{t_j - \rho \bar{C}_j} - \tilde{\Gamma}_j \quad (A9) \]

with

\[ \bar{C}_{j,k} = \frac{2}{N} \sum_{i=1}^{N} \sin \left( \frac{\pi}{N} i k \right) \sin \left( \frac{\pi}{N} i j \right) \quad j, k = 1, 2, ..., N \quad (A10) \]

\[ \phi_i^0 = \left( \frac{dF}{d\Gamma_j} \right)_{\Gamma_j = \Gamma_j^0} \quad (A11) \]

The algorithm used to solve the OZ equation is as follows: (1) Choose \( N \),
and initial guess of $\Gamma_i^0, i = 1, 2, ..., N - 1$. Calculate $\tilde{\Gamma}_j^0$. (2) From equation (A8) to calculate $C_i^0, \phi_i^0$ and $\tilde{C}_j^0$. (3) Choose $M$, calculate $\tilde{C}_{j,k}, j, k = 1, 2, ..., M$, from equation (A10). (4) The initial estimate for NR iterations is $\tilde{\Gamma}_j = \tilde{\Gamma}_j^0$. (5) Solve linear equation (A9). If

$$\left[ \sum_{j=1}^{M} (\Delta \tilde{\Gamma}_j)^2 \right]^{1/2} > 10^{-5} \tag{A12}$$

Correct $\tilde{\Gamma}_j$: $\tilde{\Gamma}_j = \tilde{\Gamma}_j + \Delta \tilde{\Gamma}_j, j = 1, 2, ..., M$ and repeat (5). If inverse is true, pass on to the next operation. (6) For $j > M$, correct the values of $\tilde{\Gamma}_j$ by equation (A7). Inverse transform of $\tilde{\Gamma}_j$ by equation (A4) to obtain $\Gamma_i, i = 1, 2, ..., N - 1$. If

$$\left[ \Delta \rho \sum_{j=1}^{N} (\Gamma_i - \Gamma_i^0)^2 \right]^{1/2} > 10^{-5} \tag{A13}$$

Set $\Gamma_i^0 = \Gamma_i$ and $\tilde{\Gamma}_i^0 = \tilde{\Gamma}_i, i, j = 1, 2, ..., N - 1$ and return to operation (2). If the reverse is true, the computation is finished.
Appendix B

Numerical Solution for Fluids in a Slit-Pore

The numerical solution of the singlet OZ equation for hard sphere fluid confined in a slit-pore employed in this work is also Labik’s algorithm and is summarized as following.

First all functions in $z$ space are discretized on a linear mesh of $N$ points $z_i = i\Delta z$. Functions in $k$ spaces are treated similarly. Secondly, the relationship between $\Delta z$ and $\Delta k$ is $\Delta z \Delta k = \frac{\pi}{N}$.

For computational reasons it is convenient to introduce the auxiliary function

$$\delta(z) = \gamma(z) - \beta(\frac{\partial p}{\partial \rho})_{\beta} + 1$$ \hspace{1cm} (B1)

where $\beta(\frac{\partial p}{\partial \rho})_{\beta}$ is the bulk-fluid inverse isothermal compressibility and $p$ is the pressure. The singlet OZ equation (i.e. equation (4.3)) and the closure equation (i.e. equation (4.5)) may be written in terms of $\delta(z)$ as

$$\delta(z) = \rho_b \int c_b \left| r - r' \right| g(z') dr'$$ \hspace{1cm} (B2)

and
\[ g(z) = \exp \left[ -\beta u(z) + \delta(z) + \beta \left( \frac{\partial p}{\partial \rho} \right)_\beta - 1 + b(z) \right] \]  \quad \text{(B3)}

The required bulk-fluid quantities can be obtained by solving the bulk-fluid OZ equation with an appropriate closure as shown in appendix A above. Taking the one-dimensional Fourier transform of equation (B2) gives

\[ \tilde{\delta}(k_j) = \rho_b \tilde{c}_b(k_j) \tilde{g}(k_j) \]  \quad \text{(B4)}

where

\[ \tilde{c}_b(k_j) = \frac{4\pi}{j\Delta k} \Delta r \sum_{i=1}^{N-1} r_i c_b(r_i) \sin \left( \frac{\pi}{N} ij \right), \quad j = 1, 2, ..., N - 1 \]  \quad \text{(B5)}

\[ \tilde{g}(k_j) = 2\Delta z \sum \cdot g(z_i) \cos(k_j z_i) \]  \quad \text{(B6)}

Defining \( \Delta \tilde{\delta}(k_j) = \tilde{\delta}(k_j) - \tilde{\delta}^0(k_j) \) and expanding equation (B3) to the first order, then taking Fourier transform and combining with equation (B4) we have

\[ \Delta \tilde{\delta}(k_j) = -\tilde{\delta}^0(k_j) + \rho_b c_b(k_j) \left\{ \hat{g}^0(k_j) + \frac{\Delta k}{\pi} \sum \left[ \tilde{D}^0(k_j - l_n) + \tilde{D}^0(k_j + l_n) \right] \Delta \tilde{\delta}(l_n) \right\} \]  \quad \text{(B7)}

where \( D^0(z) \) is a derivative depending on particular closure used for \( b(z) \)

\[ \tilde{D}^0(k_j) = \Delta z \sum D^0(z_i) \cos(k_j z_i) \]  \quad \text{(B8)}

\[ D^0(z_i) \equiv \left( \frac{\partial g(z_i)}{\partial \delta(z_i)} \right)^0 = g^0(z_i) \left[ 1 + \left( \frac{\partial b(z_i)}{\partial \delta(z_i)} \right)^0 \right] \]  \quad \text{(B9)}

and the symbol \( \sum \cdot \) denotes
The numerical solution procedure can be summarized as following: (1) Starting from an initial estimate \( \tilde{\delta}^0(k_j), j=0,1,\ldots,N \), the initial \( \delta(z) \) is calculated by

\[
\delta(z) = \frac{\Delta k}{\pi} \sum_j \delta(k_j) \cos(k_j z) \quad \text{(B11)}
\]

(2) Then \( g^0(z) \) and \( D^0(z) \) are obtained from equations (B3) and (B9), respectively, and their Fourier transforms \( \tilde{g}^0(k_j) \) and \( \tilde{D}^0(k_j) \) from equations (B6) and (B8). (3) For the next NR iteration, choose \( M \), the first \( M \) Fourier components \( \delta(k_j) \) are obtained by setting \( \Delta \tilde{\delta}(k_j) = 0, j \geq M \) and solving the first \( M \) components of equation (B7), and remaining components are obtained from equation (B4). (4) This procedure is repeated until convergence is considered to be obtained using the criterion

\[
\left\{ \sum_j \Delta \tilde{\delta}(k_j)^2 / N \right\}^{1/2} \leq 10^{-3}, \; j = 0,1,\ldots,N \quad \text{(B12)}
\]
Appendix C

PSVS Results and Discussions

Ramachandran plot is a way to visualize dihedral angles $\psi$ against $\varphi$ of amino acid residues in protein structure. It shows the possible conformations of and $\varphi$ angles for a peptide. From the Table C. I, we can see that the models HBD-28_B and HBD-28_C have some unfavorable conformations for some residues, while all the $\psi$-$\varphi$ conformational angles in models HBD-28_A and HBD-28_D are reasonable.

Table C. I. The Ramachandran statistics of initial HBD-28 models

<table>
<thead>
<tr>
<th>Model</th>
<th>Ramachandran statistics from Richardson</th>
<th>Lab's Molprobity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Favored regions</td>
<td>Allowed regions</td>
</tr>
<tr>
<td>HBD-28_A</td>
<td>85.7%</td>
<td>14.3%</td>
</tr>
<tr>
<td>HBD-28_B</td>
<td>88.6%</td>
<td>8.6%</td>
</tr>
<tr>
<td>HBD-28_C</td>
<td>85.7%</td>
<td>11.4%</td>
</tr>
<tr>
<td>HBD-28_D</td>
<td>88.6%</td>
<td>11.4%</td>
</tr>
</tbody>
</table>

Z-scores of Verify-3D and ProsaII are particularly useful in discrimination between homology models with wrong folds from those that are correctly folded. Homology models with higher Verify-3D Z-score and ProsaII Z-score indicate better folded ones. From the Table C. II, we can see that models HBD-28_A and HBD-28_D generally yield higher scores than models HBD-28_B and HBD-
HBD-28_C and the model HBD-28_D has the highest Z-scores. It is difficult to elucidate the accuracy of models by MolProbity clash and Procheck G-factor as Z-scores from both are comparable in quantity. Nevertheless, overall results Ramachandran statistics, Verify-3D and ProsaII indicate that the quality of models HBD-28_A and HBD-28_D is better than that of models HBD-28_B and HBD-28_C.

Table C. II. The PROCHECK G-factor, MolProbity clashscore and ProsaII Z-Z-scores of initial HBD-28 models. Note that all data are Z-score values calculated based on a set of 252 X-ray structures < 500 residues, of resolution 1.80 Å, R-factor <= 0.25 and R-free <= 0.28.

<table>
<thead>
<tr>
<th>Model</th>
<th>Verify-3D*</th>
<th>ProsaII*</th>
<th>Procheck G-factor*</th>
<th>MoleProbility clash*</th>
</tr>
</thead>
<tbody>
<tr>
<td>HBD-28_A</td>
<td>-0.96</td>
<td>-0.17</td>
<td>-3.49</td>
<td>-4.0</td>
</tr>
<tr>
<td>HBD-28_B</td>
<td>-4.98</td>
<td>-2.44</td>
<td>-1.48</td>
<td>-8.54</td>
</tr>
<tr>
<td>HBD-28_C</td>
<td>-3.69</td>
<td>-1.45</td>
<td>-2.90</td>
<td>-3.71</td>
</tr>
<tr>
<td>HBD-28_D</td>
<td>-1.61</td>
<td>-0.95</td>
<td>-3.25</td>
<td>-5.05</td>
</tr>
</tbody>
</table>
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