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Summary

This thesis investigates the techniques for high-resolution (HR) image reconstruction through image super-resolution (SR) and deconvolution algorithms. In many imaging applications, HR images are desired, but may not be available due to practical limitations. Using HR reconstruction, it is possible to restore high-frequency content, reduce noise, and increase spatial resolution when hardware modification is unrealizable.

In the first part of this thesis, we address the multi-frame SR from two points of view: blur identification and motion estimation. Multi-frame SR is the fusion of a set of LR images to produce a HR image. A main issue arising from the multi-frame SR problem is the availability of the knowledge on the blurring occurred during the image formation process. In many real-world applications, it is often difficult to know the blurring completely a priori. In view of this, we present a new soft maximum a posteriori (MAP) estimation framework to perform joint blur identification and HR image reconstruction. The proposed method incorporates a soft blur prior that estimates the relevance of the best-fit parametric blur model, and induces reinforcement learning towards it. An iterative scheme based on alternating minimization is developed to estimate the blur and HR image progressively. Another critical step in multi-frame SR is accurate motion estimation of the LR images, particularly when the motion is not purely translational between the LR images. In view of this, we present a new framework that performs simultaneous image registration and HR image reconstruction in Chapter 4. This is promising as more accurate motion parameters can be determined, thereby enhancing the performance of the HR reconstruction. Further, it is worth noting that unlike most algorithms that focus on the translational motion model, the proposed method adopts a more generic motion model that includes both translation as well as rotation. An iterative scheme is developed to solve the
arising nonlinear least squares problem.

In the second part of this thesis, we develop a new learning-based single-frame face SR method, which attempts to estimate missing HR details from a single face image by learning from training examples. The SR problem is challenging, as there is less observed data available and we have to take into account the specific features of human faces. An improved principle component analysis (PCA)-based method is used to synthesis a global HR face, followed by a patch-based residue prediction step for compensating detailed facial features. Compared with the conventional PCA-based method, the new method can be applied to new data more effectively, and a better HR image that bears closer resemblance to the original face while preserving usual characteristics of a human face. Furthermore, the estimation of the residual patch does not depend on a single nearest neighbor in the training set. Instead, it depends simultaneously on multiple nearest neighbors in a way similar to locally linear embedding for manifold learning.

The last part of this thesis deals with blind color image deconvolution, which aims to restore a single degraded color image at the same pixel resolution, given limited or no prior knowledge of the burring function. It is considered as a multi-input multi-output (MIMO) deconvolution problem, where intrachannel and interchannel blurring are taken into consideration. We present a new algorithm to address this problem based on a hybrid framework of single-input single-output (SISO) and single-input multi-output (SIMO) models in Chapter 6. We emphasize the importance of exploiting both spatial and spectral correlations in color image deconvolution and use a combination of SISO and SIMO blind algorithms to alleviate the intractable original MIMO problem.
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Chapter 1

Introduction

1.1 Motivation

Digital imaging devices are growing in popularity and commonly used in various imaging applications in recent years. Although a natural scene has infinitely many levels of details, a typical digital imaging device can only capture the scene at a limited range of spatial resolution. In many applications, there is a demand for obtaining high spatial resolution images. In general, the term "resolution" of an image often refers to the number of pixels in a digital image. Thus, it is often named as "pixel resolution". However, the concept of "spatial resolution" is more than this. It is also related to the ability to distinguish details in an image. For example, we take a digital image and scale it up by repeating its pixel data. It is evident that the spatial resolution of the image has not been increased. Therefore, images with higher spatial resolution not only have higher spatial density of pixels, but also have stronger resolving power. In other words, the details in the high spatial resolution image should be more discernable. For simplicity, the term "resolution" appearing in the rest of the thesis is referred to as "spatial resolution".

In many imaging applications, high quality and high-resolution (HR) images are desired, but may not be available due to practical limitations. Blurring, frequency aliasing and noise are common degradations found in digital imaging systems. For example, in a traffic surveillance application, a video-based vehicle tracking system tracks moving vehicles through a camera. The original scene is shown in Fig. 1.1(a). The captured video frame is usually distorted by
motion blurring due to rapid vehicle motion, or by optical blurring since the camera is fixed so that the sensor plane may not be in focus. The effect of blurring can be observed in Fig. 1.1(b). During the spatial sampling of the continuous scene, the tracking system may potentially produce an aliased low resolution (LR) image in Fig. 1.1(c). This often takes place when the target vehicle is far away from the camera. Moreover, it is noted that the imaging sensor array, such as charge-coupled device (CCD), is subject to various noise sources including the thermal and shot noise. The noisy effect is particularly evident under the environment of low lighting as shown in Fig. 1.1(d). Finally, the blurred, aliased and noisy LR image is shown in Fig. 1.1(e). It is obvious that under less than ideal situations, the image quality of the captured images through the imaging devices could be degraded severely.

Fig. 1.1: Effects of various imaging degradations. (a) Original image, (b) Blurred image, (c) Aliased image, (d) Noisy Image, (e) Blurred, aliased and noisy LR image.
To avoid the aforementioned degradations, the most direct solution is to improve the hardware by using an advanced optical system or CCD with more pixels. However, the advanced hardware can only improve the image quality to a certain level due to the practical constraints. The presence of shot noise, which is unavoidable in any imaging system, is associated with an upper limit on the resolution of CCD [1]. This upper limit arises from the fact that while reducing the sensor pixel size increases the resolution, the signal strength is correspondingly decreased, leading to a severe noise degradation of the image quality. Aside from the approaching limit due to the noise effect, cost is another concern in using high precision optics and image sensors in many commercial applications. Finally, another impediment to the use of the advanced hardware regarding HR image is that the imaging is often done under less than ideal situations, such as military surveillance or remote sensing. Hence, hardware modification is not always a feasible option. This motivates the study of employing software approaches for HR image reconstruction to overcome these limitations of the hardware.

This thesis will investigate how to reconstruct a HR image through the use of image processing algorithms. We focus on two topics involved in HR image reconstruction, namely image super-resolution (SR) and deconvolution as shown in Fig. 1.2. The objective of image SR
is to reconstruct HR images from aliased, blurred and noisy LR images, while the main goal of image deconvolution is to restore a blurred and noisy image, without increasing the pixel resolution. It is noted that image SR can generally be divided into two categories, multi-frame SR and single-frame SR. Multi-frame SR is the fusion of a number of LR images to produce a HR image. An illustration of multi-frame SR is shown in Fig. 1.3. The LR images with subpixel shift consist of an overlapping content of a scene, thus there is new information in the observations that can be used to reconstruct a HR image. On the other hand, the objective of single-frame SR is to estimate missing HR details from a single observed LR image, which could be learned from training set that consists of similar images to the target HR image. Fig. 1.4 illustrates a general process for single-frame face SR, in which a large database of facial images is used as the training set. Thus single-frame SR is often expressed in terms of “learning-based image SR” or “example-based image SR” [2]. Not surprisingly, image SR and deconvolution are closely related problems. In fact, image deconvolution is simply a special case of image SR.

Fig. 1.3: Illustration of multi-frame SR.
HR image reconstruction has been shown to be useful in many applications including astronomical imaging, medical imaging, video surveillance, and television signal conversion, amongst others. The first encounter with digital image deconvolution in the engineering community is in the area of astronomical imaging. Imaging systems in satellites are often subject to blurring for some reasons such as out-of-focus optics, spinning and tumbling of spacecraft, and atmospheric turbulence. The obtained images also suffer from the noise arising from the electronic components in the imaging system and broadcast transmission effects. Therefore, image deconvolution techniques are required so as to restore the blurred astronomical images. In addition, in remote image sensing, under-sampling is a common problem for an infrared imaging system. The detector arrays in the cameras are not sufficiently dense for the desired optics to meet the Nyquist criterion [3]. For example, a real infrared "tank" image is shown in Fig. 1.5. It is observed that there are obvious aliasing artifacts around the tanks. One way to overcome the under-sampling problem is to exploit multiple frames from an image sequence. This is possible if there is relative motion between the scene and the sensor during the image sequence acquisition. Thus, multi-frame SR techniques can be employed to provide HR images.
In the area of medical imaging, HR image reconstruction certainly plays an important role. The ultrasound imaging, for example, is one of the most widely used imaging modality in the clinical examination. The resolution of ultrasonic images is not only limited by the dimensions of the sound beam from the acoustic aperture, but also degraded by the speckle noise. Fig. 1.6 illustrates one ultrasonic image of a fetus. Enhancing ultrasonic resolution can increase the accuracy of diagnostic decisions, and lessen the burden of well-trained radiographers as well.

Another important application of HR reconstruction is video surveillance. One of the most frequent needs for HR image reconstruction arises when viewing poor quality videos. We have introduced a surveillance application in Fig. 1.1. In the scenario, a selected region on the license plate of the blurred, aliased and noisy image in Fig. 1.1(e) is enlarged in Fig. 1.7. Clearly, the HR reconstruction for the degrade image are needed so as to recognize the car number. Another

---

1 The image is shared by the website: http://www.soe.ucsc.edu/~milanfar/software/sr-images.html
surveillance example is shown in Fig. 1.8. A suspect in black shirt, who is using a stolen credit
card, is caught on the surveillance video in a convenience store. Due to the large distance
between the camera and the suspect, the face is too small and unrecognizable. If traditional
bicubic interpolation is used to estimate the HR face, the result is shown in Fig. 1.8 (c). We are
unable to establish the identity of the suspect. Thus advanced SR technology is desirable so as
to produce a recognizable face of the suspect to assist the police investigation.

It is worth noting that most existing applications of HR image reconstruction are focused on
specialized imaging products. HR image reconstruction is becoming a mainstream technique in
image processing. Our task in this thesis is to develop efficient HR reconstruction algorithms
that are useful for various imaging applications.
1.2 Objective

HR image reconstruction attempts to reconstruct HR images from the degraded images in imaging systems. The objective of this thesis is to develop efficient HR reconstruction algorithms through the use of image SR and deconvolution techniques. The forward relationship between the HR image and the corresponding degraded image is illustrated in Fig. 1.9. Following the work in [4] and [5], the general mathematical forward model for HR image reconstruction is linear in form:

\[ g = Cf + n \]  

(1.1)

where \( g \), \( f \) and \( n \) are the vectors representing the discrete and lexicographically ordered degraded image, original image, and noise, respectively. The matrix \( C \) in the model
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characterizes the imaging system, which consists of several degradations that affect the quality of the captured images. Different formations of $C$ could be adopted according to different problems. This will become clear in the following subsections.

$$f \xrightarrow{\text{System Matrix } C} + \xrightarrow{} g$$

Fig. 1.9: Forward relationship between the HR image $f$ and the corresponding degraded image $g$.

The HR reconstruction problem can be mathematically stated as given $g$, find a best estimate of $f$ by inverting the forward model. It is noted that the estimation of $f$ is a difficult ill-posed inverse problem resulting from the high condition number of the matrix $C$. Since the system matrix $C$ is typically ill-conditioned [6], huge and sparse, direct pseudo-inverse technique could make the solution intractable and sensitive to noise, as the uniqueness and stability of the solutions cannot be guaranteed. Thus, to tackle this problem, we should constrain the solution space according to a priori knowledge on the form of the solution. Proper prior constraints could turn the HR reconstruction problem into a well-posed one by limiting the space of acceptable HR images.

1.2.1 Multi-frame Super-resolution

Multi-frame SR is the task of estimating a HR image from a set of blurred, aliased and noisy LR images. In this case, the imaging system could include warping, blurring and downsampling processes. Fig. 1.10 illustrates the image degradation process for multi-frame SR problem. Then the $k$-th LR image can be modeled as:
\[ g_k = DH_k S_k f + n_k, \quad k = 1, 2, \ldots, N \] (1.2)

where \( N \) is the number of the observed degraded images. \( g_k \) and \( n_k \) are the vectors representing the discrete and lexicographically ordered \( k \)-th degraded image and noise, respectively. \( S_k \) represents the warping of the HR image for the \( k \)-th LR image. \( H_k \) represents the blurring process, such as out-of-focus blurring or atmosphere turbulence blurring, during capturing the \( k \)-th LR image. \( D \) denotes the downsampling operator. The objective of multi-frame SR is to solve the above set of linear equations to reconstruct \( f \).

![Image degradation process for multi-frame SR.](image)

A main issue arising in this formulation is the availability of the knowledge on \( H_k \) and \( S_k \).

Currently, most SR works assume that the blurring occurred during the image acquisition \( H_k \) is negligible or can be characterized fully \textit{a priori}. This assumption, however, is impractical, as it is sometimes difficult to know the blurring function completely \textit{a priori}. Therefore, this motivates the study of blind image SR, where the term "blind" denotes that there is limited or no knowledge of the blurring function during the HR estimation. Blind image SR attempts to incorporate blur identification into the SR image reconstruction.
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On the other hand, it should be pointed out that multi-frame SR is possible due to the presence of motion. A critical step in multi-frame SR is accurate registration (motion estimation) of the LR images, particularly when the motion is not purely translational between the LR images. The objective of image registration is to identify the pixel-to-pixel mapping between LR images in their overlapping region, i.e. find the information of $S_k$. Generally, most current SR algorithms ignore registration errors and assume the estimated motion parameters by existing registration methods to be error-free. Nevertheless, due to the presence of aliasing in the captured LR images, most existing registration algorithms for aliased images still experience registration errors. Therefore, this motivates the study of multi-frame SR, which takes into account the impact of unreliable initial registration while using a more flexible motion model.

1.2.2 Single-frame Super-resolution

Single-frame SR, also commonly known as learning-based image SR, attempts to estimate missing HR details from a single image by learning from training examples. Fig. 1.11 illustrates the imaging process for single-frame SR. It is observed that the imaging process does not include the warping operation, as there is only a single observation of the scene available. The observed LR image can be modeled as follows:

$$ g = DHf + n $$

where $H$ denotes the blurring operator. The task of single-frame SR is to solve the above linear equation with respect to $f$, with the help of a training database that consists of similar images to the target HR image. Another problem related to single-frame SR is image interpolation that is also used to increase the resolution of a single image. However, the missing pixel information for interpolation is estimated from the surrounding pixels of the observed LR image. The
quality of an image magnified from an aliased LR image is inherently limited, as there is no new information that can be used. For this reason, image interpolation is not considered as the SR technique. To overcome the limitation of the interpolation technique, single-frame SR utilizes a training database to allow SR reconstruction of the single observation.

In many imaging applications, of particular interest is to render HR face images from LR ones. This is especially useful in a surveillance system where the resolution of a face image can be low in video. One example has been shown in Fig. 1.8. In this thesis, we focus our attention on single-frame face SR, which aims to estimate the missing facial features from a single LR face image by learning from a large database of face images. However, the face SR has its unique challenges when compared with the SR for generic images, because people are familiar with facial features. A small error in a reconstructed HR face might be unacceptable to human perception, such as an asymmetry of the eyes or noses, whereas the errors in the textured regions of a reconstructed HR generic image usually go unnoticed. Therefore, the single-frame face SR problem is challenging, as there is less observed data available and we have to take into account the specific features of human faces.

1.2.3 Image Deconvolution

The objective of image deconvolution, also known as image restoration, is to restore a blurred
and noisy image, without increasing the pixel resolution. The diagram of the degradation process is shown in Fig. 1.12. We can formulate the blurred image as:

\[ g = Hf + n \]  

(1.4)

From the formulation, it can be seen that image SR and deconvolution are closely related problems. Unlike (1.2) and (1.3), \( g \) and \( f \) in (1.4) have the same dimension. In image SR, HR images could be reconstructed in three stages, namely (i) image registration from LR images, (2) image fusion and followed by (3) image deconvolution. Thus, image deconvolution can also be considered as one stage of image SR. This thesis focuses on blind color image deconvolution, which is an inverse problem that attempts to estimate the original color image from a single degraded blurred color image at the same pixel resolution, given limited or no prior knowledge of the blurring function. In this case, \( g \) and \( f \) represent the observed degraded color image and original color image, respectively.

![Image degradation process for image deconvolution.](attachment:image_degradation_process.png)

**Fig. 1.12:** Image degradation process for image deconvolution.

Most current algorithms on blind image deconvolution focus on the restoration of grayscale images. To the best of our knowledge, there is relatively little work addressing blind color image deconvolution. Most common approaches apply the grayscale image deconvolution algorithm to each of the color channels independently. However, these methods neglect the correspondence between the color channels, which should be utilized during the deconvolution process. Therefore, this motivates the study of blind color image deconvolution, which takes
into account the special characteristics of color images.

1.3 Contribution

The main contribution of this thesis is the development of a set of HR image reconstruction algorithms, which cover the techniques of image SR and deconvolution. For each topic, we propose the algorithms and verify them using experiments. The main contribution of this thesis can be summarized as follows:

1) **Blind Super-resolution Image Reconstruction**

We propose a new algorithm to address blind image SR problem, which aims to fuse multiple blurred LR images to render a HR image when there is limited information about the blurring function. We present a new soft maximum *a posteriori* (MAP) estimation framework to perform joint blur identification and HR image reconstruction. The proposed method incorporates a soft blur prior that estimates the relevance of the best-fit parametric blur model, and induces reinforcement learning towards it. It is assumed that the actual blur satisfies up to a certain degree of parametric structure, as there are many well-known parametric blurs in practical applications. Further, it can be tailored flexibly to include other blur types if some prior parametric knowledge of the blur is available.

2) **Joint Image Registration and Super-resolution Image Reconstruction**

A new algorithm is developed to integrate image registration into multi-frame SR. A critical step in multi-frame SR is accurate registration of the LR images, particularly when the motion is not purely translational between the LR images. In view of this, we present a new framework that performs simultaneous image registration and HR image reconstruction. This is promising as more accurate motion parameters can be determined, thereby enhancing the performance of
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the HR reconstruction. Further, it is worth noting that unlike most algorithms that focus on the translational motion model, the proposed method adopts a more generic motion model that includes both translation as well as rotation. An iterative scheme is developed to solve the arising nonlinear least squares problem.

3) Learning-based Super-resolution Face Image Reconstruction

We present a new learning-based single-frame face SR method, which attempts to estimate missing HR details from a single image by learning from training examples. The SR problem is challenging, as there is less observed data available and we have to take into account the specific features of human faces. A common issue in conventional methods is that, when the given LR face is a new face significantly different with those in the face database, the obtained result is less than satisfactory. To alleviate this difficulty, we develop an improved principle component analysis (PCA)-based method to render a HR face by incorporating an estimated initial HR face in the training set. The reconstructed HR face is able to preserve usual facial features. To further enhance the detailed local information, we develop a patch-based residue prediction approach by using a manifold learning method named locally linear embedding (LLE). Experimental results show that the proposed method is effective in performing single-frame face SR.

4) A hybrid Model Framework for Blind Color Image Deconvolution

We present a new hybrid model framework to address blind color image deconvolution, which aims to restore a single degraded color image at the same pixel resolution, given limited or no prior knowledge of the burring function. Conventional methods based on single-input single-output (SISO) model experience suboptimal results as each color channel is processed independently. On the other hand, there are limitations on the practicality of using multi-input multi-output (MIMO) model in solving this problem as the color channels are usually highly...
correlated. In view of these constraints, we propose a new framework to solve blind color image deconvolution by first decomposing the color channels into wavelet subbands, and performing image deconvolution using a hybrid of SISO and single-input multi-output (SIMO) models.

1.4 Organization

The remainder of this thesis is organized as follows:

In Chapter 2, we provide the background and literature review in HR image reconstruction. Many popular and recent HR reconstruction methods are presented.

In Chapter 3, we propose a new algorithm to address blind SR image reconstruction. The new method performs joint blur identification and HR image reconstruction from the observed multiple LR images. It develops a soft MAP estimation framework that incorporates likelihood and prior modeling of the HR image and the blur. Experimental results show that the new method is effective in performing blind SR image reconstruction where there is limited information about the blurring function.

In Chapter 4, we present a new algorithm to integrate image registration into multi-frame SR. We adopt a more generic motion model that includes both translation as well as rotation. A new framework using a nonlinear least squares technique is developed to perform simultaneous image registration and HR image reconstruction. Experimental results show that the new method is effective in performing image registration and SR for simulated as well as real-life images.

In Chapter 5, we investigate the single-frame face SR algorithm that estimates missing facial features by learning from a large database of face images. We develop a new framework by employing the PCA technique, and a manifold learning method named LLE. Experimental
results show the effectiveness of the proposed method in performing single-frame face SR.

In Chapter 6, we present a new algorithm to address blind color image deconvolution based on a hybrid framework of SISO and SIMO models. We emphasize the importance of exploiting both spatial and spectral correlations in color image deconvolution and use a combination of SISO and SIMO blind algorithms to alleviate the original intractable MIMO problem. Experimental results show that the proposed method is able to provide good restored color images when there is limited information about the blurring function.

Finally, Chapter 7 summarizes all the works in this thesis. Several promising avenues of future research for HR image reconstruction are given.
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Literature Review

This chapter provides the background and literature review in HR image reconstruction. We will review many popular and recent HR reconstruction methods. The approaches are classified into three categories: multi-frame SR, single-frame SR and blind image deconvolution.

2.1 Multi-frame Super-resolution Methods

Several articles have surveyed different classical multi-frame SR methods and compared their performances. In 1998, Borman and Stevenson [7] presented a complete overview of different techniques that address the problem of SR video restoration. Later, other review articles [8], [9] and book [10] had followed. In the following, we will review some popular and recent methods, which could be categorized into several categories as shown in Fig. 2.1. On top, the multi-frame SR algorithm can be divided into frequency domain-, spatial domain-, and wavelet domain-based methods. Earlier SR techniques are mostly developed in the frequency domain, but as their degradation model are more limited, later research has tended to concentrate on spatial domain formulation.
2.1.1 Frequency Domain-based Multi-frame Super-resolution Methods

The first SR work was proposed by Tsai and Huang in [11], motivated by the need for improved resolution images from Landsat image data. Their method is centered on the shifting and aliasing properties of the continuous and discrete Fourier transform. It formulates a linear equation in (2.1) to estimate the Fourier coefficients of the HR image using the least-squares criterion.

\[ \tilde{G} = \Phi \tilde{F} \]  

(2.1)

where \( \tilde{G} \) is a column vector with the elements of the discrete Fourier transform (DFT) coefficients of the LR images, \( \tilde{F} \) is a column vector with the samples of the continuous Fourier transform (CFT) of the continuous HR image, and \( \Phi \) relates \( \tilde{G} \) to \( \tilde{F} \). The method is computationally attractive. However, it does not take into account the blurring and noise effects during the image acquisition.

An extension of [11] for blurred and noisy images was proposed by Kim et al. [12]. They developed a weighted recursive least-squares algorithm for solving the linear equations in the
frequency domain. They further refined their work in [13], [14] by addressing the issue of the ill-posedness of the inverse problem by adopting the Tikhonov regularization method. The SR work is formulated as a minimization problem:

\[ \text{Minimize: } \| \tilde{G} - \Phi \tilde{F} \|^2 + R(\tilde{F}) \]  

(2.2)

where \( \| \cdot \| \) denotes the \( L_2 \) norm and \( R(\tilde{F}) \) is the regularization functional. Even though this method stabilizes the solution of the inverse problem, the results may suffer from the errors in the observation model, which arise from motion estimation or blur identification.

To alleviate this difficulty, Bose et al. [15] formulated a new observation model to solve SR problem using the method of total least squares (TLS) [16], which is known to provide robustness to errors in both the system matrix and observations. The minimization problem is transformed into:

\[ \text{Minimize: } \|[N E]\|_F \]  

subject to: \( \tilde{G} - N = [\Phi + E] \tilde{F} \)  

(2.3)

where \( \| \cdot \|_F \) denotes the Frobenius norm. \( N \) and \( E \) are the errors in the observation \( \tilde{G} \) and system matrix \( \Phi \), respectively. The recursive TLS algorithm in [17] was adopted to solve (2.3) efficiently. In contrast to the previous frequency domain approaches that use a band-limited image model, recent paper [18] adopted a non-band-limited stationary spectral model. Then the SR problem is considered to be finding a minimum mean squared error (MMSE) reconstruction solution for the generalized under-sampling problem. Although the aforementioned frequency domain-based methods are computationally attractive, the constraint of global translational motion model limits their application. Further, it is also difficult to apply \textit{a priori} knowledge in the frequency domain for regularization.
2.1.2 Spatial Domain-based Multi-frame Super-resolution Methods

Having examined a number of frequency domain-based multi-frame SR approaches, we look at some spatial domain-based SR methods in this subsection. Since a more general degradation model can be considered in the spatial domain, most researches in recent literature tend to concentrate on spatial domain techniques.

2.1.2.1 Non-uniform Interpolation Methods

An intuitive spatial domain-based method is the non-uniform interpolation method [1], [19], [20], [21]. The registered LR images can be considered as non-uniformly spaced sample points. These points could be interpolated and resampled on the HR sampling grids. Then deblurring is performed on the interpolated HR image. The advantage of the non-uniform interpolation methods is its low computational cost, however, the methods are suboptimal as they oversimplify the relationship between image deblurring and SR reconstruction. This causes the errors occurred during the reconstruction of the blurred HR image to affect the subsequent HR image deconvolution. Further, these methods require the strict assumption that the blurs are identical for all the observed LR images.

2.1.2.2 Iterative Backprojection (IBP) Methods

To alleviate the difficulty in the non-uniform interpolation methods, some methods assume that the blurring function can be estimated or characterized fully a priori before the SR process. In [22], Irani and Peleg proposed an iterative backprojection (IBP) method. It starts with an initial estimate of the SR image, compares the projected LR results with the observed images, and updates the HR estimate based on the predicted error. The scheme to update the HR estimation can be expressed by:
where $f'$ denotes the estimated HR image in the $i$-th iteration. $H^{bp}$ is a back projection matrix that projects the predicted error $(g_k - DH_k S_k f')$ onto the HR estimation. Similar to [22], Shah and Zakhor utilized a Landweber reconstruction method [23] to solve the SR problem [24]. They presented a novel approach for resolving problems caused by unreliable motion estimates in the SR restoration. It can be shown that the IBP method is similar to maximum likelihood (ML) estimation [4]. The advantage of the IBP method is that a more general motion model could be adopted [25]. However, the method is unable to ensure unique solution due to the ill-posed nature of the inverse problem. Further, the choice of $H^{bp}$ is difficult to determine.

### 2.1.2.3 Stochastic Methods

Tom and Katsaggelos [26], [27] solved the SR problem using three steps: registration of the LR images, restoration of these LR images, followed by an interpolation step that yields the SR reconstruction. The work is built on the ML formulation developed in [28], [29] for multi-channel blur identification and image restoration. A problem with this approach is that performing image restoration on the LR images is not effective because the sampling rate in the formation of LR images is often lower than the Nyquist rate. The observed LR images hence contain significant aliasing artifacts, leading to inadequate blind restoration.

Image SR is a typical ill-posed inverse problem. An effective method for solving this problem is the use of a prior knowledge, which constrains the HR image space. It is known that Bayesian estimation methods include a priori constraint in the form of prior probability density functions. Bayesian formulation solves the SR problem by maximizing the a posteriori (MAP) conditional probability $P(f | g_1, g_2, \cdots, g_N)$. To estimate the HR $f$, the MAP estimator can be
written,

\[ f = \arg \max_f \{ P(f | g_1, g_2, \ldots, g_N) \} \]
\[ = \arg \max_f \{ P(g_1, g_2, \ldots, g_N | f) P(f) \} \]
\[ = \arg \max_f \{ \ln(P(g_1, g_2, \ldots, g_N | f)) + \ln(P(f)) \} \]  

(2.5)

It is observed that (2.5) includes \textit{a priori} constraint in the second term represented by \( P(f) \), resulting in the stability of the HR estimation being guaranteed. If we drop the second term in (2.5), the problem formulation is equivalent to that of the ML estimation [4].

The distinct feature of the MAP methods is that they will define the prior probability \( P(f) \), which should reflect the characteristics of the HR image. A general model for the prior distribution can be defined as a Markov random field (MRF) that is characterized by Gibbs distribution [30]. Commonly, for simplicity in the computation, the Gaussian MRF is often used for image prior [31], [32]. In [33], [34] and [35], Tian and Ma exploited a Markov Chain Monte Carlo (MCMC) technique [36] to generate samples from the posterior probability distribution to compute the MAP estimation. To further enhance the edge information in the reconstructed HR image, an edge adaptive MCMC SR approach was further proposed in [37]. Some researchers [38], [39] also modeled the HR image as a simultaneously autoregressive (SAR) model. This simple model requires the estimation of one parameter, which can be computed iteratively using expectation maximization (EM) method. In [40], the image models of both the MRF and SAR were discussed. The paper presented a technique for SR imaging of a scene from several observations at different camera zoom settings. The parameters in the model of the MRF or SAR are learned from the most zoomed observation. Then a picture of the entire scene at a resolution corresponding to the most zoomed observation is obtained. However, either the MRF or SAR prior enforces smoothness uniformly across the image, leading to blurred edges in the reconstructed HR image. To address this problem, Woods and Galatsanos [41] proposed a
non-stationary image prior model that provides the flexibility to model spatially varying correlation. In [42] and [43], Schultz and Stevenson adopted a discontinuity-preserving model using the Huber-Markov Gibbs prior, resulting in sharper edges in the reconstructed image.

2.1.2.4 Deterministic Regularization Methods

There is another class of techniques named deterministic regularization approaches, which formulate the SR problem in a way similar to the MAP estimator. The deterministic approach aims to estimate the HR image \( f \) by minimizing the following cost function:

\[
    f = \arg \min_f \left\{ \sum_{k=1}^{N} \| g_k - C_k f \|_p^p + U(f) \right\}
\]

where \( \| \cdot \|_p \) denotes the \( L_p \) (\( p = 1, 2 \)) norm. The first term in (2.6) represents the data fidelity to the observed data. \( U(f) \) is the regularization term imposing constraints on the estimated HR image. Smooth constraint known as Tikhonov regularization is often adopted in formulation \( \| L f \|_2^2 \), where \( L \) denotes the high-pass filter. When \( p = 2 \) in the data fidelity term and the Tikhonov regularization is used, it can be shown that the cost function in (2.6) is equal to the MAP estimation in (2.5) where Gaussian process is used to model both the observed noise and image prior. Hardie et al. used this deterministic regularization method for SR reconstruction in [3]. They defined an observation model that incorporates the knowledge of the optical system and the detector array. Both gradient descent and conjugate-gradient (CG) optimization procedures are used to minimize the cost function. Nguyen et al. [44] further addressed the computational issues by using circulant-type preconditioners to accelerate the CG convergence for the Tikhonov regularized SR problem. They adopted the generalized cross-validation (GCV) criterion [45] to calculate the regularization parameters for the underdetermined systems. Later, a very fast SR algorithm for pure translational motion and common space
invariant blur was developed in [46]. Farsiu et al. [47] further proposed a fast and robust SR algorithm by using $L_1$ norm, both for the regularization and the data fidelity terms. It is shown that this method is robust to errors from the estimation of motion or blurs, and results in images with sharp edges.

### 2.1.2.5 Projection-onto-convex-sets (POCS)-based Methods

Another prominent approach in the spatial domain for SR reconstruction is based on the idea of projection-onto-convex-sets (POCS). POCS-based methods restrict the feasible solution space of SR to the intersection of the different constraints. These constraints include data fidelity to observation, finite energy and statistical characteristics of specific images (faces or texts). We define the constraint set as $Q_k$ for each constraint. Then the estimated HR image is restricted to $\bigcap_{k=1}^{m} Q_k$ ($1 \leq k \leq m$) and it can be obtained recursively as follows [48]:

$$f^{i+1} = P_m P_{m-1} \cdots P_1 f^i$$

(2.7)

where $P_k$ is the $k$-th projection operator that projects an image onto the convex set $Q_k$. Based on this idea, Stark and Oskoui [48] first proposed a POCS-based method in SR. To extend their method, Tekalp et al. considered the observation noise and sensor blurring in [49]. Later Patti et al. [50] further incorporated the motion blur occurring during the aperture time of the camera in the observation model. The problem of space varying blur and arbitrary sampling lattices is also considered. This extension of the observation models tends to suffer from the problem of reconstruction artifacts caused by unreliable motion estimates, since local motion estimates are generally less reliable than global motion estimates. Eren et al. [51] alleviated this difficulty by introducing two new concepts, a validity map and a segmentation map. The algorithm enables an object-based SR reconstruction to be reliable in the presence of registration errors. In [52], Patti and Altunbasak enhanced the previous POCS-based methods by using a high-order
interpolation method. They included edge adaptive constraints similar to the MAP estimation to produce sharp edges and reduce edge ringing. Recent paper [53] also aimed to reduce the Gibbs artifacts present on the edges of the HR image obtained by the POCS-based methods. Overall, it can be seen that the POCS-based methods are better than the IPB or ML-based methods, since nonlinear constraints can be integrated into the reconstruction process. Compared with the MAP-based methods, the POCS-based methods are easier to incorporate a priori constraints. However, they have the disadvantages of non-uniqueness of solution and slow convergence. To combine the benefits of the MAP or ML estimators, and the advantages of the POCS-based methods, Elad and Feuer [4] proposed a hybrid algorithm to ensure a single optimal solution for the HR image reconstruction.

2.1.2.6 Joint multi-frame SR methods

In most multi-frame SR algorithms, the blurring process is assumed to be either negligible or can be characterized fully a priori. In many practical situations, however, it is difficult to eliminate the blurring or to know the blurring function completely. Therefore, it is necessary to incorporate blur identification into the SR algorithms. Currently, there are a few works formulating image SR into a disjoint process of SR reconstruction followed by blind image deconvolution on the blurred HR image [20], [46]. The advantage of the approach is its low complexity and computational cost. Nevertheless, these methods require the assumption that the blurs are identical for all the observed LR images. To the best of our knowledge, there are still very limited works on blind image SR. These include the example-based image learning method [54] and the generalized cross-validation method [55]. However, these methods can only handle images degraded by specific parametric blur models. Recently, He et al. proposed a regularization framework for simultaneous estimation of both HR image and blurs [56]. However, the method does not utilize potential parametric blur information, leading to
underutilization of the information available.

Another class of SR methods takes registration errors into account. Registration is a critical step in multi-frame SR. In [57], a regularized constrained total least-squares method was proposed to minimize a nonconvex cost function. Similar to [31], the cost function is projected onto the image and motion parameter domains one at a time, and minimized iteratively. However, it has been shown in [58] that the optimization using the alternating minimization (AM) approach tends to be trapped at local minima. Woods et al. [59] proposed algorithms for joint estimation of HR image and motion parameters using Bayesian and MAP formulation. Similar to the idea of the AM framework, EM is employed to solve the problem.

Recently, some image SR methods based on the principle of variable projection (VP) have been developed in [60] and [61]. In [60], Chung et al. proposed a nonlinear cost function, and estimate the registration parameters and the HR image using the Gauss-Newton method. The method, up to a certain extent, shares many similarities with the AM method, as the cost function is projected onto the image and motion parameter domains iteratively. In [61], a VP-based SR method was also developed by Robinson et al. In their method, the registration parameters for general motion model are first estimated by minimizing a VP functional. Then the estimates of the motion parameters are used to reconstruct the HR image using ML or MAP estimation. The paper further describes an efficient implementation of the minimization process in the Fourier domain. In [62] and [63], two subspace methods were developed for registration of totally aliased signals. After the motion parameters are estimated, the HR image is reconstructed in the frequency domain by using the least squares method. These methods, nevertheless, do not consider the effect of uniform kernel during the downsampling process of LR image formation. Some other researchers [64], [65] attempted to model the registration errors using Gaussian noise and proceed to develop a regularized adaptive HR estimation
method. However, these methods can only handle global translational shift. This precondition constrains the application of these methods.

2.1.3 Wavelet Domain-based Multi-frame Super-resolution Methods

Another class of the SR methods is centered on wavelet-based technique. Nguyen and Milanfar first proposed an efficient wavelet-based SR reconstruction algorithm in [66]. They exploited the interfacing structure of the sampling grid in SR and derive a computationally efficient wavelet interpolation for interlaced two-dimensional data. Bose et al in [67] presented an image-formation system composed of a set of identical CCD sensor arrays which are shifted with respect to each other by subpixel displacement. As the assumption that perfect subpixel displacements can be achieved is impractical, they considered that blur functions in the multisensor HR image reconstruction are periodically shift-variant and are formed by sampling and summing different shift-invariant blurring operators. Based on the image system in [67], Zuowen Shen et al [68] extended the algorithm in [69] to propose a wavelet deblurring algorithm for spatially variant blurs for HR image reconstruction. They represented the different shift-invariant blurring operators by tensor products of different low-pass filters and designed a dual filter for each low-pass filter associated with the corresponding blurring operator. In [70], they further developed a minimally supported biorthogonal wavelet system for arbitrary resolution ratio. Experimental results showed that the new wavelet-based algorithm performs better than the one designed in [68] with fewer artifacts.

Recently, it has been shown that second-generation wavelets (SGWs) are inherently more suited for image SR than first-generation wavelets (FGWs) [66]. SGWs replace dilations and translations with an entirely spatial domain lifting scheme based on the operations of splitting, prediction, and updating. In [71], SGWs were firstly introduced to solve image SR by Bose et al. HR image reconstruction with noise reduction is restricted to semi-regular sampling lattices
(tensor product of 1D irregular sampling lattices). Consequently, the LR images are displaced only by translations from a reference LR image. Instead of only using translational motion model, 2D prediction and update operators are used to handle arbitrary sampling lattices in [72]. To extend their work [72], Chappalli et al. investigated the effect of the threshold level on the reconstructed image quality in SGW [73]. The selection of the optimal threshold involves a tradeoff between the impact of blur and noise.

2.2 Single-frame Super-resolution Methods

Most of SR literatures focus on multi-frame SR. With only one image, it is generally difficult to estimate the missing pixels with little prior information about the image. Single image resolution enhancement by estimating the missing pixel information from the surrounding pixels of the observed LR image is often referred to as image interpolation. Although this field has been extensively studied [74], [75], [76], the quality of the magnified image is inherently limited as there is no new information that can be used for HR reconstruction. The higher the scaling factor, the smoother the magnified image seems to be. In contrast to the existing interpolation methods, the learning-based single-frame SR methods use the learned knowledge from training data to increase image resolution. Generally, the LR images can be classified as generic images and domain-specific images, e.g. face or text images. According to this classification, single-frame SR methods can be categorized into two groups as shown in Fig. 2.2.
2.2.1 Learning-based Generic Image Super-resolution Methods

Learning-based generic image SR methodology has been drawing research attention in recent years. It aims to increase the resolution of single generic (natural) image by use of a database of HR natural images as training samples. The most popular methods are based on the idea of pattern matching technique [2], [77], [78]. The training database consists of a set of HR images and a corresponding set of LR versions obtained by applying degradation matrix on each HR image and adding noise. The basic idea is that given a LR pattern, e.g. small patches of LR images, seek similar LR examples in the database. The corresponding HR components could then be used for the HR reconstruction as they provide the high-quality content that fits the observation. Two learning-based SR methods were developed in [2]. The first employs a Markov network [77] to infer high frequency components. The second approach is a one-pass algorithm by finding the nearest neighbor of the medium frequency component in the training set and transferring the corresponding high frequency component to the interpolated LR image.

In [79], Hertzmann et al. also presented a learning-based method for performing SR, in the context of analogies between images. Based on the idea in [77], Sun et al. [80] only replaced the patches of detected primal sketches, and then applied the IBP method [22] to ensure reconstruction constraints. Inspired by recent locally linear embedding (LLE) manifold
learning method [81], Chang et al. in [82] assumed that the feature spaces for LR and HR face images share similar local manifold structure. Then the SR method through neighbor embedding was proposed. Extending their work, Chang et al. [83] formulated the single-frame SR problem as a direct energy minimization problem by using a three-layer Markov network to realize the manifold assumption.

Instead of encoding a fixed relationship between pairs of HR and LR image patches as described above, an entirely different way of exploiting training examples is to use them for training the parameters in image priors. The approaches introduce the training samples into inverse problems and exploit the examples to tune some parameters that control HR image priors. In [84], a sparse derivative prior was learned in the training database. The max-product belief propagation used in [77] is adopted to compute the MAP estimate. Roth and Black [85] developed a method for learning rich MRF image priors by exploiting ideas from sparse image coding. They modeled the prior probability of an image in terms of a random field with overlapping cliques, whose potentials are represented as a Product of Experts [86]. In contrast to the previous methods that learn the prior based on a set of HR images, the work in [87] uses all pairs of training images, the HR images and the corresponding degraded ones. The method enables the MAP estimation on all the LR training images and aims to minimize the reconstruction errors. Then the parameters controlling the HR image prior can be obtained, leading to the MMSE.

Another alternative approach to single-frame SR is based on the unsupervised learning technique. The algorithm in [88] relies on a generic model of HR images that is obtained from kernel principal component analysis (PCA), which is capable of capturing part of the higher-order statistics of images. In [89], Ji et al. proposed a single-frame SR algorithm using the contourlet transform. The contourlet coefficients at finer scales of the unknown HR image
are learned locally from a set of HR training images. Extending their work, the paper in [90] further studies the usefulness of different local and global learning-based single-frame SR reconstruction techniques in handling three specific tasks, namely, deblurring, denoising and anti-aliasing.

### 2.2.2 Learning-based Domain-specific Image Super-resolution Methods

It is noted that the use of training examples becomes much more effective when handling domain-specific images, such as text or face images. Based on the idea in [91], Dalley et al. [92] proposed a single-frame text SR method by adopting a full-Bayesian approach with an explicit noise model. In [93], a novel algorithm for text SR was developed by interpolation with a variable linear filter. The filter is modeled as a linear function of edge patterns, whose parameters can be trained in a text database. Pickup et al. [94] presented a texture image prior in the form of a distribution function based on texture samples. In [95], an efficient SR scheme for scanned documents was proposed. The algorithm starts by assigning each location in the LR image several HR patches. These are found as the nearest neighbors in the training set. Then the patches are used for the definition of an image prior expression, and later merged into a global MAP penalty function.

Baker and Kanade first proposed the term “hallucinating faces” for learning-based face image SR [96]. They proposed an algorithm to learn a prior on the spatial distribution of face image gradients. However, the method does not consider some global properties of a face, giving rise to suboptimal result, such as an asymmetry of the eyes. To overcome this shortcoming, a two-step approach to hallucinating faces was developed by using both global parametric and local nonparametric models in [97]. However, the degradation model in this method has to be determined explicitly, which is impractical in many applications. To alleviate this difficulty, Wang and Tang in [98] developed a face hallucination method by employing
eigentransformation. They used a linear combination of the HR images in the training set to render the HR image, while retaining the same weights as those in the LR image space. Although this algorithm has low complexity, it loses some detailed facial information. The use of PCA techniques for image zooming purposes has been investigated in [99]. It is assumed that the principal components remain unchanged across the scale. The method is applicable only to zooming up of images of a specific class of objects such as faces or fingerprints. A different method for enhancing the resolution of LR facial images using an error back projection method based on top-down learning was proposed in [100]. The approach represents a face by a linear combination of prototypes of shape and texture. Inspired by the generic image SR algorithm in [88] to further incorporate the knowledge of the imaging process, Chakrabarti et al. [101] used the kernel PCA for deriving prior knowledge about the face class. Valuable prior information is extracted in a computationally efficient manner and used with a MAP framework for improving the quality of the SR face. Recently, Stephenson and Chen [102] have proposed an adaptive MRF method for learning-based face SR. They adopted adaptive observation and transition functions, which are region-dependent. In [103], Liu et al. developed an associative learning method for learning dependencies between LR face data and HR data in the hidden parameter space rather than the observation space. Although the aforementioned learning-based algorithms are able to provide good visual results, they are usually not able to handle the real-time applications, since its performance depends on the training database that is usually huge, leading to larger computational cost.

2.3 Blind Image Deconvolution Methods

There is a large amount of work in the literature on blind image deconvolution. In the following subsection, we will review the most popular methods in three categories as shown in Fig. 2.3.
Most current algorithms on blind image deconvolution focus on image restoration of grayscale images. Some good reviews have been provided in [5], [104] and [105].

Blind Image Deconvolution Algorithms

- Blind Single-frame Grayscale Image Deconvolution Methods
- Blind Multi-frame Grayscale Image Deconvolution Methods
- Blind Color Image Deconvolution Methods

Fig. 2.3: The category of image deconvolution algorithms.

2.3.1 Blind Single-frame Grayscale Image Deconvolution Methods

Blind single-frame grayscale image deconvolution attempts to estimate the original grayscale image from a single observation of blurred grayscale image, given limited or no prior knowledge of the blurring function. To address this problem, some parametric methods were developed by using the autoregressive moving average (ARMA) parameter estimation techniques [106], [107], [108], [109]. These methods model the original image and blur as autoregressive (AR) and moving average (MA) processes, respectively. Based on this model, the objective of image deconvolution is to estimate the ARMA parameters. In [106], [107] and [108], the ML estimation technique was used to derive the restoration filters by estimating the blurs, variance of the noise, and the AR model coefficients of the original image. EM techniques are employed to optimize the cost function. Reeves et al. further proposed an alternative ARMA estimation algorithm based on the technique of GCV [109]. The GCV method could provide better results and has higher computational complexity when compared with the ML method. The aforementioned parametric methods are less sensitive to the noise.
However, the performance of the methods is susceptible to high-dimensional parametric vector, leading to poor local convergence. Moreover, the AR process may also be inadequate in modeling real-life images that consist of numerous non-homogeneous regions.

In contrast to the parametric methods, some researchers have developed nonparametric deterministic image constraints techniques to address blind image deconvolution. Ayers and Dainty proposed an iterative blind deconvolution (IBD) method by using the Wiener-based filter in frequency domain to restore the image and identify the blur alternately [110]. The method is popular for its computational complexity. However, the major shortcoming of IBD is its sensitivity towards the initial image estimate, thus leading to algorithmic instability. The uniqueness and convergence properties are uncertain. Another class of iterative methods include nonnegative and support constraints recursive inverse filtering (NAS-RIF) algorithms [111] [112]. The NAS-RIF methods involve recursive filtering of the blurred image to minimize a predictive cost function. However, the main drawback of the aforementioned iterative methods is that they require the image object to have a known support against a uniform background. This is inflexible as it conflicts with many real-life images.

Recently, inspired the work of learning-based single-frame SR works [77], [113], a vector quantization (VQ)-based image restoration algorithm was proposed [114]. A number of codebooks are designed corresponding to various versions of the blurring functions. Given a noisy and blurred image, one of the codebooks is chosen based on a similarity measure, therefore providing the identification of the blur. In [115] and [116], the Bayesian formulation was used for image deconvolution where the point spread function (PSF) was assumed partially known. Extending their works, a new algorithm based on a variational approximation was developed in [117]. The method has the benefits of the Bayesian model while bypassing some of its difficulties.
2.3.2 Blind Multi-frame Grayscale Image Deconvolution Methods

Unlike single-frame deconvolution, blind multi-frame grayscale image deconvolution attempts to estimate the original grayscale image from multiple blurred grayscale images of the same imaging scene. Using multiple measurements, the restoration algorithm can exploit the redundancy present in the observations. In principle it can achieve performance not obtainable from a single measure. One of the earliest intrinsic multi-frame deconvolution [118] was designed particularly for images blurred by atmospheric turbulence. Extending the work in [119], Pai and Bovik [120] proposed a restoration algorithm based on a subspace approach. In [121], a method based on the greatest common divisor was proposed. It has been shown that the algorithm is computationally efficient and relatively robust to noise.

Some efforts focus on blur identification that reduces the blind problem to the nonblind restoration. Harikumar et al. proposed an elegant one-step eigenvector-based algorithm (EVAM) which accomplishes image restoration and blur identification by finding a minimum eigenvector of a multi-channel (MC) condition matrix [122]. Giannakis et al. [123] developed another multi-frame deconvolution method based on Bezout’s identity of coprime polynomials, which finds restoration filters and restores the original image by convolving the filters with the observed images. Unfortunately, both the EVAM method and Giannakis’s method are susceptible to the noise and even for a moderate noise level, the restoration may break down. To overcome this disadvantage, Sroubek and Flusser proposed an algorithm that combines the TV technique with the EVAM in order to offer a solution that is more robust toward noise [124].

More recently, a generalization of the Bussgang blind equalization algorithm to the iterative MC deconvolution was developed in [125]. A Bayesian nonlinear estimator, acting in the spatial domain, has been derived for the case of uncorrelated images, while for highly correlated natural images a different approach to the nonlinearity design, based on the representation of
the image in a properly defined edge domain, has been described. All the above-mentioned
multi-frame deconvolution methods contain a common assumption. They require all the PSFs
in each blurred image to be coprime, which sometimes may be untrue in practice.

2.3.3 Blind Color Image Deconvolution Methods

Most current algorithms on blind image deconvolution focus on image restoration of grayscale
images. However, there has been little investigation of blind color image deconvolution. We
first review some classical color image restoration methods in the past. These methods assume
that the blurs or PSFs are known prior to image restoration.

Hunt and Kubler derived a MMSE multi-channel filter by introducing Karhunen-Loeve
(KL) transform in decorrelating the color channels, so that each channel can be processed
independently. This method, however, requires the assumption that the MC correlation
describing the interchannel and intrachannel relationship is separable [126]. The use of this
assumption is restrictive, and the method cannot handle the case when interchannel degradation
is present. Other researchers [127] had proposed techniques to alleviate this separability
condition by utilizing the information of interchannel correlation. Set theoretic and constrained
least squares restoration had been studied in [128]. Kalman filtering was employed in [129] to
perform color image restoration. A regularized framework of color image restoration using
cross-validation had been proposed in [130] by extending the work for grayscale images in
[131], while a MC restoration technique in frequency domain had been developed in [132].
Schultz and Stevenson developed a MAP-based color image restoration method [133]. A Gibbs
prior over a MRF containing spatial and spectral clique functions has been selected as the image
model. By extending the work in [127], Angelopoulos and Pitas further discussed the issues for
the design of MC Wiener filters both in the spatial and frequency domain [134]. However, these
techniques assume that the intra- and interchannel blurs or PSFs are known prior to image
restoration. This precondition, unfortunately, imposes rigid constraints on the practicality of these methods. Currently the amount of works on blind color image restoration is still very limited. Chow et al. [135] extended the framework of grayscale image deconvolution to blind color image restoration. A three-dimensional (3D) Laplacian operator is employed to regularize the color channels of the image. An iterative EM algorithm has been extended to the multi-channel and has been used for intra- and interchannel blur identification and image restoration [28], [29]. This approach assumes Gaussian stochastic models for both the image and the noise statistics. However, the assumption may not be realistic, as the Gaussian distribution cannot characterize a vast majority of images, whose histograms may not even be unimodal.
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Blind Image Super-resolution

3.1 Introduction

The objective of multi-frame SR is to fuse a set of aliased, blurred and noisy LR images so as to produce a HR image. This chapter mainly investigates blind image SR that is a process to perform multi-frame SR with limited or no knowledge of the blurring occurred during the image formation process. The observed LR images may be blurred due to many reasons, such as motion blurring due to running objects, or optical blurring since the sensor plane may not be in focus. Conventional SR image reconstruction algorithms assume the blurring to be either negligible [11], [20] or can be characterized fully a priori [4], [22], [44]. This assumption, however, is impractical as it is often difficult to eliminate the blurring completely in some applications or to know the blurring function completely a priori. Therefore, this motivates the study of blind image SR. It attempts to incorporate blur identification into the SR algorithms.

Most multi-frame SR algorithms either assume the blurring functions are known a priori or can be estimated reliably using blind image deconvolution on the LR images prior to SR image reconstruction. Often it is impractical to have full knowledge of the blurring function in some applications such as remote sensing. Further, performing blind image deconvolution on the LR images may not be effective because the sampling rate in the formation of LR images is often lower than the Nyquist rate. Thus, the observed LR images hence contain significant aliasing artifacts, leading to inadequate blind deconvolution.
In view of this, we propose a new soft maximum \textit{a posteriori} (MAP) framework to address blind image SR. The main contribution of this chapter is that we introduce and incorporate a new soft parametric blur prior to solve the SR problem. As opposed to the conventional notion of hard decision [54], [55], the new method proposes a soft blur learning scheme that attempts to integrate the parametric information of blurring function into the algorithm. The best-fit parametric model of the blurring function is estimated and incorporated into the blur prior to induce reinforcement learning towards it. This chapter also derives a total variation (TV) prior in the vector-matrix form for image regularization, which is an extension of the fixed point (FP) scheme [136]. The vector-matrix form of the TV prior simplifies the minimization of the quadratic cost function in the MAP estimation. A MAP framework based on alternating minimization (AM) is then developed to estimate the blur and the HR image iteratively. Conjugate gradient (CG) optimization is used to improve the computational efficiency of the algorithm. In contrast to the SR methods [20], [46], the new algorithm offers a joint process of blur identification and HR image reconstruction. This provides a unified framework where a more reliable blur identification from the HR image can be achieved, which in turn renders a better HR image reconstruction. Experimental results in later sections show that the new method is effective in performing blind image SR where there is limited information about the blurring functions.

The rest of this chapter is organized as follows. The problem formulation of blind image SR is introduced in Section 3.2. The soft MAP framework for blind SR reconstruction is presented in Section 3.3. Experimental results on simulated and real-life images are presented and discussed in Section 3.4. A brief summary is given in Section 3.5.
3.2 Problem Formulation

Let us start with the standard approach similar to the papers [46], [47] to model the acquired
k-th LR image $g_k(m,n)$ of sized $M_g \times N_g$ ($1 \leq k \leq N$) by shifting the HR image $f(x,y)$ of
sized $M_f \times N_f$ with a translational motion vector $s = (s_{xk}, s_{yk})$, blurring by point spread
functions (PSFs) $h_k$ and $h_c$, downsampling the result to the resolution of the observed image by
a decimation factor of $\gamma$, followed by additive noise $n_k$. Similar to most work on SR [8], [46],
it is assumed in this chapter that the imaging blur is spatial shift-invariant and the warping
between different LR images is translational. For tractability, the process can be linearly
expressed as:

$$g_k(m,n) = (f(x+s_{xk}, y+s_{yk}) \otimes h_k \otimes h_c) \downarrow + n_k(m,n) \quad (3.1)$$

where $\otimes$ is the two dimensional convolution operator representing the blurring process, $\downarrow$ is
the decimation operator, and $n_k$ denotes the additive white Gaussian noise (AWGN). $h_k$
represents the external blurring such as motion blurring in each LR image and $h_c$ represents the
effect of spatial integration of light intensity over a square surface region to simulate image
acquisition by the sensors during the downsampling process. $h_c$ takes the form of a uniform PSF
with support ($\gamma \times \gamma$), where $\gamma$ is dependent on the desired HR. Here we consider the
decimation factors in the horizontal and vertical directions to be the same. Then the decimation
factor $\gamma$ can be represented by $\gamma = \frac{M_f}{M_g} = \frac{N_f}{N_g}$.

In this work, it is considered that there is limited information on $h_k$. The objective of blind
image SR is to reconstruct the HR image $f(x,y)$ from $N$ observed LR images with little or no
information about the blurring functions. Using the commutativity property of block circulant
matrices and convolution, the SR formulation in (3.1) can be expressed in the vector-matrix
form as:
\[ g = Wf + n = Uh + n \]  
(3.2)

where \( f \) denotes the lexicographically ordered original image \( f, g = [g_1^T \cdots g_N^T]^T \), \( h = [h_1^T \cdots h_N^T]^T \) and \( n = [n_1^T \cdots n_N^T]^T \) are the vectors representing the discrete, concatenated and lexicographically ordered \( g_k, h_k \) and \( n_k \), respectively. The matrices of \( W \) and \( U \) are given as:

\[ W = \begin{bmatrix} W_1 \\ \vdots \\ W_N \end{bmatrix} = \begin{bmatrix} DH, H, S_1 \\ \vdots \\ DH, H, S_N \end{bmatrix}, \quad U = \begin{bmatrix} U_1 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & U_N \end{bmatrix} = \begin{bmatrix} DH, S, F & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & DH, S, F \end{bmatrix} \]

where \( D \) denotes the decimation operator which is considered to be the same for all LR images. \( S_k \) is a block circulant matrix that represents the translational warping of the HR image \( f \) for the \( k \)-th LR image. \( H_c, H_k \) and \( F \) are the corresponding matrices constructed from \( h_c, h_k \) and \( f \), respectively [47], [124], [137]. The matrices \( H_c \) and \( H_k \) are all block circulant as well.

### 3.3 A New MAP Framework to Blind Super-resolution

In this work, we propose a new MAP-based framework to address stochastic blind image SR reconstruction. We assume that \( f, h \) and \( g \) are random vectors with associated probability density functions (pdfs) of \( p(f) \), \( p(h) \) and \( p(g) \), respectively. To estimate the HR image and the blurs, we will determine the arguments that maximize the \textit{a posteriori} probability \( p(f,h|g) \). Applying the Bayesian theorem, we have

\[ p(f,h|g) = \frac{p(g|f,h)p(f)p(h)}{p(g)} \]  
(3.3)
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We will ignore $p(g)$ in the estimation of $f$ and $h$ since it is a common term that does not affect the maximization of $p(f, h | g)$. The objective is to model the likelihood $p(g | f, h)$ and the priors $p(f)$ and $p(h)$ so as to enable the MAP estimation. Assume that the noise $n_k$ is AWGN with variance $\sigma_k^2$, the likelihood $p(g | f, h)$ can be expressed as:

$$p(g | f, h) \propto \exp\left\{ -\frac{1}{2} (g - Wf)^T C^{-1} (g - Wf) \right\}$$  \tag{3.4}

As each LR observation is independent, the covariance matrix $C$ for the noise $n$ can be expressed by $C = \begin{bmatrix} C_1 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & C_N \end{bmatrix}$, where $C_k$ denotes the covariance matrix of the noise $n_k$ for the $k$-th LR image. Thus, $C_k$ can be represented by $\sigma_k^2 I$. For simplicity, the same noise variance $\sigma^2 = \sigma_k^2$ is assumed for all channels [32], [46]. Thus, $C$ can be represented as $\sigma^2 I$. In the following subsections, we will discuss the formulation of appropriate priors $p(f)$ and $p(h)$.

### 3.3.1 High-resolution Image Prior

The prior of the HR image can be chosen based on whether it is domain-specific or general-purpose. Domain-specific applications refer to example-based super-resolution [96], which uses the characteristics of specific domain (e.g. faces or text) to perform learning. On the other hand, it is difficult to construct learning samples for general-purpose applications. In this chapter, we will consider the general-purpose SR algorithms. A classical HR image prior is given as $p(f) \propto \exp\left\{ -\int |\nabla f|^2 \right\}$, where $\nabla f$ denotes the gradient of $f$ [138]. The prior essentially imposes smoothness constraint on the images, since the condition is satisfied in many real-life images. However, this prior tends to over-penalize the gradients at the edges, 
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giving rise to insufficient recovery of visual clarity at these regions. Therefore, the TV technique [136] is introduced here to overcome this shortcoming.

We employ the TV norm \( T_i = \sum x y |f(x+1,y) - f(x,y)| + |f(x,y+1) - f(x,y)| \) instead of the \( L_2 \) norm \( \sum |\nabla f|^2 \). By using the discretization of the image gradient \( \nabla f \), an approximation of the TV norm can be formulated as:

\[
T_i = \sum x y |f(x+1,y) - f(x,y)| + |f(x,y+1) - f(x,y)|
= \| Uf \|_1 + \| Vf \|_1
\]

where \( U \) and \( V \) are the first order derivative operators in the \( x \) and \( y \) directions, respectively. It can be shown that we need to solve the nonlinear partial differential equations (PDEs) in the MAP estimation [136]. Similar to the work in [124], we reformulate the TV norm as below to circumvent the difficulty of solving nonlinear PDEs.

\[
T_i = \sum x y \frac{1}{\varepsilon(x')} (f^{i+1}(x+1,y) - f^{i+1}(x,y))^2 + \frac{1}{\varepsilon(y')} (f^{i+1}(x,y+1) - f^{i+1}(x,y))^2
= f^T T(\varepsilon) f \quad (T(\varepsilon) = T_x(\varepsilon) + T_y(\varepsilon))
\]

where \( \varepsilon(x) \) and \( \varepsilon(y) \) are defined as \( \varepsilon(x') = \sqrt{(f'(x+1,y) - f'(x,y))^2 + \eta} \) and \( \varepsilon(y') = \sqrt{(f'(x,y+1) - f'(x,y))^2 + \eta} \), respectively. Here \( 'i' \) is the \( i \)-th iteration of the AM loop, which will be explained in Section 3.3.3. \( \eta > 0 \) is the regularization constant [139], which is required in the smooth regions where the absolute values of the gradients in the \( x \) and \( y \) directions are zero or very close to zero. The construction of \( T(\varepsilon) \) is outlined in Appendix A of this Chapter. It is noted that the values of \( \varepsilon(x) \) and \( \varepsilon(y) \) are calculated by using the estimated HR image \( f' \) in the previous iteration of the AM loop and fixed for the estimation of \( f^{i+1} \). Further, the gradient of the image could also include two additional diagonal directions apart...
from the $x$ and $y$ directions.

The prior pdf of the HR image can be obtained as follows:

$$ p(f) \propto \exp \left\{ -\frac{1}{2} \int |\nabla f| \right\} $$

$$ \propto \exp \left\{ -\frac{1}{2} f^T \mathbf{T}(e) f \right\} $$

In this work, we derive the TV prior in the vector-matrix form as an image prior, which simplifies the minimization of the quadratic cost function in the MAP estimation.

### 3.3.2 New Soft Blur Prior

In this section, we will propose a new reinforcement blur estimation framework. As opposed to the conventional notion of hard decision [54], [55], the new method proposes a soft blur learning scheme that attempts to integrate the parametric information of the blurring function into the algorithm. The best-fit parametric model of the blurring function is estimated and incorporated into the blur prior to induce reinforcement learning towards it.

We first define a blur function set comprised of different parametric blur types $b_i(\theta)$ with their defining parameters $\theta$, where $i$ is used to index different parametric blur models. In this work, we will focus on some commonly observed blur models, namely the Gaussian, the out-of-focus and the linear blurs. The learning set $\Theta$ is defined as follows:

$$ \Theta = \begin{cases} 
\text{Out-of-focus blurs: } b_1(r) = \frac{1}{\pi r^2} \left( \text{if } \sqrt{x^2 + y^2} \leq r \right) \\
\text{Gaussian blurs: } b_2(\sigma) = \exp\left(-\frac{1}{2} \frac{x^2 + y^2}{\sigma^2}\right) \\
\text{Linear blurs: } b_3(a,b) = b - a \sqrt{x^2 + y^2} 
\end{cases} $$

where $a, b, r$ and $\sigma$ are model parameters of blurs. It is worth noting that the construction of $\Theta$
is flexible as blur structures can be added, removed or modified based on the prior parametric information of the blurring functions.

The idea behind the framework is that it is well known that most real-life blur $h_k$ satisfy, up to a certain degree of, parametric structures in most practical applications. Therefore, we will try to find the best-fit parametric blur model $b_j(\theta_k)$ with respect to the current blur estimate $h_k$, and induce reinforcement learning towards it. This will integrate the parametric information progressively throughout the HR image reconstruction. The estimation of $b_j(\theta_k)$ is outlined as follows:

1. Find the best-fit parametric arguments $\theta_k$ corresponding to each blur type $b_j(\theta)$ for each estimated channel blur ($\hat{h}_k$):

   $\text{For all } k \text{ do}$
   
   $\text{For all } i \text{ do}$
   
   $\theta_k = \arg\min_{\theta} \| \hat{h}_k - b_j(\theta) \|$  \hspace{1cm} (3.9)

   $\text{end For}$

   $\text{end For}$

2. Determine the best-fit blur model $b_j(\theta_k)$ for each estimated channel blur ($\hat{h}_k$):

   $\text{For all } k \text{ do}$
   
   $\text{For all } i \text{ do}$
   
   $j = \arg\min_{j} \| \hat{h}_k - b_j(\theta_k) \|$  \hspace{1cm} (3.10)

   $\text{end For}$

   $\text{end For}$
The distance function $||\cdot||$ is the $L_2$ norm and denotes the currently computed estimate. The minimization problem in (3.9) can be solved using the `fminbnd` function in MATLAB Optimization Toolbox. The algorithm is based on golden section search and parabolic interpolation in [140]. The best-fit blur model $b_j(\theta_k)$ is determined by searching for the minimum of the Euclidean distance between each $b_j(\theta_k)$ with the estimated $\hat{h}$ in (3.10). Assuming the errors between the actual $h_k$ and the estimated $b_j(\theta_k)$ are additive, white and Gaussian, the proposed blur prior is given by:

$$p(h) \propto \exp\left\{ -\frac{1}{2}(h-b)^T(h-b) \right\}$$  \hspace{1cm} (3.11)

where $h = [b_1 \cdots b_k \cdots b_N]^T$ and $b_k$ is the parametric blur vector formed by $b_j(\theta_k)$. The new blur prior is a reinforcement learning term that induces learning toward the best-fit soft parametric model. The new framework can learn the relevance of current estimated blurs with respect to the parametric models, and integrates this knowledge progressively into the scheme.

### 3.3.3 Alternating Minimization for MAP Estimation

Expressing the a posteriori $p(f,h|g)$ using (3.3), (3.4), (3.7), (3.11), and taking the logarithm, the MAP estimation of the HR image and the blurs can be formulated as the minimization of the following cost function:

$$A(f,h) = \frac{1}{2}\{(g-Wf)^T(g-Wf) + \lambda f^T \mathcal{T}(\varepsilon)f + \beta (h-b)^T(h-b)\}$$  \hspace{1cm} (3.12)

where $\lambda$ and $\beta$ are the regularization parameters. It is noted that $A(f,h)$, as a joint function of several variables, is not convex. However, if we project $A(f,h)$ into $f$ or $h$ iteratively, $A(f,h)$ becomes convex with respect to $f$ or $h$. This implies that the minima of the projected
cost function in each domain can be reached. Therefore, an AM procedure is developed to search for the minimum of the function. Even though in general the proposed method may experience local convergence, however, as we have demonstrated in various experiments in Section 3.4, the initial estimates are sufficient to produce satisfactory convergence and results in the proposed algorithm. In order to explain the algorithm more effectively, we use the equivalent form of \( Uh \) instead of \( Wf \) in (3.2) when projecting \( A(f, h) \) onto the blur domain. The solution of the minimization problem can be determined by solving 
\[
\frac{\partial A}{\partial h} = 0.
\]
In short, the AM algorithm can be summarized as follows:

\[
\begin{align*}
\hat{h}^{t+1} &= \arg\min_h A(h | f^t) = (U^T U + \beta I)^{-1}(U^T g + \beta b) \\
\hat{f}^{t+1} &= \arg\min_f A(f | \hat{h}^{t+1}) = (W^T W + \lambda T(e')^{-1})W^T g
\end{align*}
\]

We derive the CG optimization method to solve (3.13) and (3.14). The CG optimization utilizes conjugate direction instead local gradient to search for the minima. Therefore, it can achieve faster convergence when compared with steepest descent method [47]. It also requires less storage requirement and computational complexity when compared with Quasi-Newton method. On the other hand, the blur in each channel is estimated separately as they may be independent. The mathematical formulations of the HR image estimation and the PSF estimation are derived in Tables 3.1 and 3.2, respectively.
Table 3.1: Summary of CG optimization for HR image reconstruction.

We denote:

\[
d'(f^i) = \frac{\partial J(f^i | h^i)}{\partial f^i} = (W^TW + \lambda T(e)) f^i - W^T g
\]

\[
= \sum_k (S_k^T H_k^T H_k^T D_k H_k S_k) f^i - \sum_k (S_k^T H_k^T H_k^T D_k g_k)
\]  

(3.15)

Step 1. Initialize the conjugate vector by setting:

\[
v^0 = -d^0(f^0)
\]  

(3.16)

Step 2. At the \((i+1)\)-th iteration

Update the \(i\)-th HR image:

\[
f^{i+1} = f^i + \psi' v^i, \quad \text{where} \quad \psi' = \frac{d(f^i)^T d(f^i)}{v^T (W^TW + \lambda T(e))v}
\]  

(3.17)

Step 3. Update the \(i\)-th conjugate vector:

\[
v^{i+1} = -d^{i+1}(f^{i+1}) + \eta' v^i, \quad \text{where} \quad \eta' = \frac{d(f^{i+1})^T d(f^{i+1})}{d(f^i)^T d(f^i)}
\]  

(3.18)

Step 4. Go to step 2 until convergence or a maximum number of iterations is reached.
We denote:

\[ d'(h_k^i) = \frac{\partial A(h_k^i | f^i)}{\partial h_k^i} \]

\[ = (F^T S_k^T H_k^T D^T D H_k S_k F + \beta I) h_k^i - (F^T S_k^T H_k^T D^T g_k + \beta b_k^i) \]

\[ \text{Step 1. Initialize the conjugate vector by setting:} \]

\[ z^0 = -d''(h_k^0) \]

\[ \text{Step 2. At the } (i+1)-\text{th iteration} \]

Update the \( i \)-th \( h_k^i \):

\[ h_k^{i+1} = h_k^i + \phi' z', \text{ where } \phi' = \frac{d(h_k^i) d(h_k^i)}{z^0 (U_k^i U_k + \beta I) z'} (U_k = DH_k S_k F) \]

\[ \text{Step 3. Update the } i \)-th conjugate vector:

\[ z^{i+1} = -d''(h_k^{i+1}) + \rho' z', \text{ where } \rho' = \frac{d(h_k^{i+1}) d(h_k^{i+1})}{d(h_k^i) d(h_k^i)} \]

\[ \text{Step 4. Go to step 2 until convergence or a maximum number of iterations is reached.} \]

The schematic overview of the proposed method is given in Fig. 3.1. The procedure of the proposed soft MAP algorithm on blind image SR is explained as follows. Given the LR images, we first perform image registration\(^2\) by using the phase correlation method proposed by Foroosh et al. in [141]. After the initialization, we perform the AM algorithm for joint estimation of the blurs and the HR image by using (3.13) and (3.14) iteratively. During the blur estimation, the proposed scheme determines and updates the best-fit blur model in the AM iteration. It progressively integrates the parametric information of blur structures into the SR

\(^2\) The effect of the registration errors in the blind SR work is discussed in Appendix B of this chapter.
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Fig. 3.1: Schematic diagram of the proposed algorithm.

3.3.4 Initialization and Selection of Regularization Parameters

It is useful if we can have good initial estimates of the SR image and the blurs, as this will enhance the convergence rate of the algorithm. The HR image $f^0$ is initialized based on cubic interpolation of the LR images. The following algorithm can obtain good initial estimates of blurs. We use a classical blur prior $p(h_k) \propto \exp\left(-h_k^T L h_k \right)$ where $L$ is the Laplacian operator, to ensure the blur smoothness. Then we minimize the following cost function to obtain the initial blur estimates:
\[ h_i^* = \arg \min_h A(f^0, h) = (U_i^T U_i + \alpha_k L^T L)^{-1}(U_i^T g_i) \quad (3.23) \]

A few papers have addressed the problem of estimating the optimal regularization parameters for image super-resolution [32], [64], [65]. However, the complexities of these methods make them incompatible with the simplicity of the proposed algorithm. Furthermore, the selection issue of regularization parameters, is up to a certain extent, heuristic. This is due to the lack of a widely accepted quantitative measure of image quality to decide rigorously which estimate is the best. We follow the algorithm [124] to estimate the regularization parameters \( \lambda, \beta \) and \( \alpha_k \).

The basic idea behind this method is the original image and correct blurs should satisfy (3.13), (3.14) and (3.23) when converged. The equations containing the regularization parameters are solved using the least squares method [124]. The algorithm described here gives an order-of-magnitude estimate for the regularization parameters. The experimental results show that the algorithm is robust towards different regularization parameters so long as they fall within a reasonable range.

### 3.4 Experiments

In this section, we illustrate the performance of the proposed method on two different sets of data: simulated and real-life images. To evaluate the performance, we used the following well-known metrics in this work: normalized mean squared error (NMSE) for the estimated blurs and peak signal-to-noise ratio (PSNR) for the reconstructed HR image. They are defined as follows [142]:

\[ \text{NMSE}(\hat{h}) = 100 \frac{|| \hat{h} - h ||^2}{|| h ||^2} \quad (3.24) \]
PSNR(f) = 10 \log_{10} \frac{255^2}{M_f \times N_f \| f - \hat{f} \|^2} \quad (3.25)

Generally, good algorithm is reflected by low NMSE and high PSNR. Nevertheless, the best performance measure remains human inspection of the reconstructed HR images.

### 3.4.1 Blind Super-resolution on Simulated Images with Additive Noise

The first experiment is based on the simulated images. In this experiment, we created a sequence of LR frames from a HR image. The "Text" image in Fig. 3.2(a) was selected as the test image. To generate the LR images, the HR image was shifted by random translations of (0,0), (0.15,0.75), (0.65,0.25), (1,1) pixels, and blurred by four out-of-focus blurs with different radii (2.0, 2.5, 3.0, 3.5). The results were then blurred by 2×2 uniform blur as a decimation factor of 2 was chosen. A sample of the LR images degraded by the out-of-focus blur with a radius of 2.0, scaled up to the same size as the HR image, is shown in Fig. 3.2(b). Fig. 3.2(d) shows the HR image reconstructed by the interpolation-deblurring method highlighted in [8].

To implement the method, we first performed image registration using [141] for all the given LR images. Then we used cubic interpolation [20] to reconstruct the blurred HR image. The result is shown in Fig. 3.2(c). Next, blind image deconvolution method in [136] was performed to obtain a deblurred HR image. It is observed that the obtained result is less than satisfactory. When the blurs are not identical for all the observed LR images, the result is unsatisfactory as shown in this experiment. The proposed algorithm was run to perform blind SR image reconstruction. We adopted $\lambda = 10^{-5}$, $\alpha_k = 10^3$ and $\beta = 50$ for the regularization parameters.

The simulations showed that the algorithm was robust toward different scaling coefficients so long as they fall within a reasonable range. The iterative AM algorithm was terminated when the maximum number of 25 iterations was reached. The result obtained using the proposed
algorithm is given in Fig. 3.2(f). We also compare our result with the reconstructed image in Fig. 3.2(g) when the exact blurs are known. This is achieved by using the exact blurs in (3.14) to reconstruct the HR image. Comparing our result with the reconstructed HR image in Fig. 3.2(g), we observe that despite our algorithm not having the knowledge of the exact blurs, it can still recover the HR image effectively. Our result is almost as good as the reconstructed image with the exact blurs. The PSNR of the reconstructed HR image using the proposed method is plotted in Fig. 3.5. It is observed that our result converges toward the case when the exact blurs are known. In other words, the PSNR values by both methods are very close after convergence. This demonstrates the effectiveness of the proposed scheme in blind SR reconstruction. In order to illustrate the performance of the blur identification, Fig. 3.6 shows the NMSE of the identified blurs by the proposed method. The NMSE tends to zero as the number of AM iterations increase. These objective performance measures further reconfirm our subjective evaluation of the reconstructed image. The satisfactory image quality is due to the proposed soft MAP framework performing joint blur identification and HR image reconstruction. We also applied the algorithm in [56] on the degraded LR images. The reconstructed HR image is shown in Fig. 3.2(e). It is observed that the proposed method offered better result than the method in [56]. In the blur estimation, the proposed method renders a NMSE of 0.002 as compared to NMSE of 3.5 offered by the method in [56]. This is because the proposed method utilizes the parametric blur information, hence resulting in better blur estimation. The effectiveness of the blur estimation in turn leads to the good performance of HR image reconstruction.
In order to illustrate the effectiveness of the proposed method to handle LR images degraded by AWGN at different noisy levels, AWGN is added on the LR images obtained in the previous experiment to produce two sets of signal-to-noise ratios (SNRs) at 30dB and 20dB, respectively. It is noted that a SNR of 20dB for image SR can be considered as a very noisy environment. The same experiment as before was conducted again. We adopted $\lambda = 5 \times 10^{-5}$, $\alpha_s = 10^3$ and $\beta = 50$ for SNR = 30dB and $\lambda = 5 \times 10^{-4}$, $\alpha_s = 5 \times 10^3$ and $\beta = 500$ for SNR = 20dB. The reconstructed HR images using the proposed algorithm and the method which assumes the exact blurs are known for different noise levels are given in Figs. 3.3(e)-(f) and Figs. 3.4(e)-(f), respectively. The PSNR of the reconstructed HR images and the NMSE of the estimated blurs by the proposed method are plotted in Figs. 3.5 and 3.6, respectively. The HR images reconstructed by the interpolation-deblurring method [8] for
different noise levels are given in Fig. 3.3(c) and Fig. 3.4(c), respectively. The HR images reconstructed by the algorithm in [56] for different noise levels are given in Fig. 3.3(d) and Fig. 3.4(d), respectively. From Figs. 3.3 and 3.4, it is observed that the proposed method produces the best results when compared with the results obtained using the interpolation-deblurring method [8] and the algorithm in [56]. It is noted that the reconstructed HR image by the proposed method is almost as good as the method which assumes the exact blurs are known for the same noise level. These results demonstrate the effectiveness of the proposed method in performing blind image SR. From Fig. 3.6, it is observed that the proposed method can achieve accurate blur estimation for different noise levels up to 20dB SNR. From Fig. 3.5, it is noted that the performance of the HR image reconstruction drops slightly for moderate noise level (e.g. 30dB SNR) and starts to decline for high noise level (e.g. 20dB SNR). Nevertheless, this observation is in agreement with previous studies on blind image restoration and super-resolution [143], [144]. We also computed the biases and variances of the blur estimates for each channel, which are shown in Figs. 3.7-3.8, where the $x$ axis represents the coefficients of the channel blurs ordered lexicographically and the $y$ axis represents the values of biases/variances for the channel blurs. It can be seen that the bias for each channel blur is small and tends to zero.
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Fig. 3.3: Blind image SR on LR images degraded by out-of-focus blur with 30dB additive noise. (a) A sample of the scaled-up LR images degraded by the out-of-focus blur with a radius of 2.0, (b) Reconstructed image using cubic interpolation without deblurring, (c) Reconstructed image using the interpolation-deblurring method, (d) Reconstructed image using the method in [56], (e) Reconstructed image using the proposed blind SR algorithm, (f) Reconstructed image using exactly known blur.

Fig. 3.4: Blind image SR on LR images degraded by out-of-focus blur with 20dB additive noise. (a) A sample of the scaled-up LR images degraded by the out-of-focus blur with a radius of 2.0, (b) Reconstructed image using cubic interpolation without deblurring, (c) Reconstructed image using the interpolation-deblurring method, (d) Reconstructed image using the method in [56], (e) Reconstructed image using the proposed blind SR algorithm, (f) Reconstructed image using exactly known blur.
Fig. 3.5: PSNR of the reconstructed HR image.

Fig. 3.6: NMSE of the estimated blurs.
Fig. 3.7: Bias of the blur estimate for each channel ($h_1, h_4$)

Fig. 3.8: Variance of the blur estimate for each channel ($h_1, h_4$)

Fig. 3.9: Blind image SR on LR images degraded by identical blurs with 35dB additive noise. (a) Original HR image, (b) A sample of the scaled-up LR images, (c) Reconstructed image using cubic interpolation without deblurring, (d) Reconstructed image using the interpolation-deblurring method, (e) Reconstructed image using the method in [56], (f) Reconstructed image using the proposed blind SR algorithm, (g) Reconstructed image using exactly known blur.
Next we study the capability of the proposed algorithm to handle the blurs not belonging to the predefined classes in Fig. 3.9. The “building” image in Fig. 3.9(a) was selected as the test image. A 5x5 nonstandard exponential blur was used for all the blurred channels. The blurs are identical for all the observed LR images. The nonstandard blur is given by

$$h(x, y) = \xi \exp(-\sigma \sqrt{x^2 + y^2})$$

where $$\sigma = 0.4$$ is the decay factor, and $$\xi$$ is the normalizing constant. The blurred LR image was further degraded by a 35 dB AWGN as shown in Fig. 3.9(b). Fig. 3.9(d) shows the HR image reconstructed by the interpolation-deblurring method. There are noticeable artifacts in the reconstructed HR image, especially near the wall. This is due to the disjoint process where the SR is followed by deblurring. Although the blurs in each channel are identical, the errors occurred during the reconstruction of the blurred HR image still affect the subsequent HR image deconvolution. The reconstructed image by the proposed algorithm is given in Fig. 3.9(f). Comparison with the results in Fig. 3.9(e) using the method in [56] and Fig. 3.9(g) where the exact blurs are known demonstrates the effectiveness of the proposed method.

Finally, we will provide an analysis on the computational complexity of the proposed method. As the exact number of arithmetic operations required is difficult to determine for the proposed method, we will use computational time to show the complexity of the proposed method. We used the method in [56] as the benchmark for comparison. In order to provide a good indication of the computational time, we used the above simulation, in which we reconstruct 64x64 “text” HR images based on noiseless LR images and noisy LR images at SNRs of 30dB and 20dB. The simulation environments are given as follows: Windows XP, MATLAB 7.1, CPU P4-3.4GHz, and 1G RAM. The average computational time is 96.4s for the proposed method, and 114.4s for the method in [56]. This shows that the proposed method has better computational time. It should also be noted that the proposed method is implemented in
MATLAB, which is an interpreter-programming platform with lower processing speed. The computational time of the experiments can be improved if the algorithm is implemented in a compiler language such as C.

### 3.4.2 Blind Super-resolution on Real-life Images

The real-life experiment was conducted by capturing four LR “calendar” images using a Canon PowerShot S60 camera under the wide-angle setting with relative shifting. This gives rise to four LR images that experience blurring. The degraded LR images are shown in Fig. 3.10(a). We chose a decimation factor of 2 so that the estimated HR image will have twice the resolution of the LR images. The phase correlation algorithm in [141] was used to estimate the relative shifts among the LR images. Next the proposed soft MAP framework was run to perform blind SR image reconstruction. We adopted $\lambda = 10^{-3}$, $\alpha_k = 10$ and $\beta = 100$ for regularization parameters in this experiment.

The reconstructed HR image using the proposed method is given in Fig. 3.10(e). It can be seen that the overall sharpness of the image has been recovered. Significant amount of details has also been restored near the number region. There is also no noticeable ringing artifact in the restored image. We compared the performance of the proposed algorithm with the interpolation-deblurring approach [8] and the method in [56]. The results are presented in Figs. 3.10 (c-d), respectively. Comparison reveals that our approach is superior in handling real-life blind SR image reconstruction, as it is able to recover more visual clarity from the blurred LR images particularly near the textual region.

### 3.5 Summary

In this chapter, we propose a new algorithm to address blind SR image reconstruction. The new
method performs joint HR image reconstruction and blur identification from the observed LR images. It develops a MAP framework that incorporates likelihood and prior modeling of the HR image. The blur prior, on the other hand, involves estimating the best-fit parametric blur model, and induces reinforcement learning towards it. Experimental results show that the new method is effective in multi-frame SR where there is limited information about the blurring functions.
Fig. 3.10: Blind image SR on real-life images. (a) Four LR images, (b) Reconstructed image using cubic interpolation without deblurring, (c) Reconstructed image using the interpolation-deblurring method, (d) Reconstructed image using the method in [56], (e) Reconstructed image using the proposed blind SR algorithm.
Appendix A: Construction of $T(\varepsilon)$

We will first explain how to construct $T_{x}(\varepsilon)$ based on the gradient of the image in the $x$ direction. $T_{x}(\varepsilon)$ should satisfy the following condition:

$$\sum_{x} \sum_{y} \frac{1}{\varepsilon(x)}(f(x+1,y) - f(x,y))^2 = f^{T}T_{x}(\varepsilon)f$$

(3A.1)

Adopting the scheme in [136], the coefficient $\varepsilon(x)$ can be calculated by using the estimated HR image $f$ in the previous iteration of the AM loop. Suppose the values of $1/\varepsilon(x)$ at each lexicographical location are given by $\{a,b,c\cdots,d,e\}$, then $\sum_{x} \sum_{y} (f(x+1,y) - f(x,y))^2$ can be expressed in the vector-matrix form as follows:

$$\sum_{x} \sum_{y} (f(x+1,y) - f(x,y))^2 = \|Uf\|^2 = f^{T}U^{T}Uf$$

(3A.2)

where $U$ is given as

$$U = \begin{bmatrix}
1 & -1 & 0 & 0 \\
0 & 1 & \ddots & \vdots \\
\vdots & \ddots & \ddots & -1 \\
0 & 0 & 0 & 1
\end{bmatrix}$$

The left hand side of equation (3A.1) can be computed as follows:

$$\sum_{x} \sum_{y} \frac{1}{\varepsilon(x)}(f(x+1,y) - f(x,y))^2 = f^{T}U^{T}ZUf$$

(3A.3)

where $Z$ is a diagonal matrix. It is given as $Z = \text{diag}\{a,b,c\cdots,d,e\}$. Then $T_{x}(\varepsilon)$ can be computed by $T_{x}(\varepsilon) = U^{T}ZU$. The extension to the $y$ direction follows the similar derivation. Then, $T(\varepsilon)$ can be obtained by: $T(\varepsilon) = T_{x}(\varepsilon) + T_{y}(\varepsilon)$, where $T_{y}(\varepsilon)$ is constructed by using $\varepsilon(y)$. The advantage of using this scheme is that it can effectively circumvent the difficulty of solving the nonlinear PDEs arising out of the TV norm. Further information on this scheme can
be found in [124].

Appendix B: Effect of Registration Errors

To analyze the effect of the registration errors in the proposed blind SR method, the SR formulation in (3.1) can be re-expressed in vector-matrix form as follows:

\[ g_k = W_k f + n_k = (\hat{W}_k + \Delta \hat{W}_k) f + n_k \]
\[ = \hat{W}_k f + \hat{n}_k \quad (\hat{n}_k = \Delta \hat{W}_k f + n_k) \quad (3B.1) \]

where \( \hat{W}_k \) is the estimate for \( W_k \). We use \( \Delta \hat{W}_k \) to represent the difference between \( \hat{W}_k \) and \( W_k \) due to the registration errors. Following the SR works in [64] and [65], the residual \( \hat{n}_k \) can be approximated as Gaussian noise. Therefore, the registration errors in the proposed blind SR method can be considered as the introduction of extra Gaussian noise in the SR formulation.

Currently, there are several registration algorithms for the translational movement which are able to provide satisfactory performance at the subpixel level, such as the phase correlation-based method in [141]. Experiments have shown that the estimate of the motion parameters obtained using the existing registration technique [141] is sufficient to produce satisfactory results for the HR image reconstruction and blur estimation.
Chapter 4

Joint Image Registration and Super-resolution

4.1 Introduction

In multi-frame SR problem, the LR images are typically shifted up to subpixel level, and hence the information available in each LR image can be extracted and combined to obtain a HR image. Registration is a critical step in multi-frame SR, particularly when the motion is not purely translational between the LR images. Conventional SR algorithms [145] assume the motion parameters are known a priori (such as the image-formation system using multiple CCD sensor arrays in [67]). This assumption, however, is only practical in certain applications.

Current SR techniques [4], [8], [9], [42], [146] are commonly performed in two disjoint stages, namely (i) image registration from LR images, followed by (ii) inverse estimation that integrates image fusion and deblurring into a single step. Generally, these SR algorithms ignore registration errors and assume the estimated motion parameters by existing registration methods to be error-free. Nevertheless, due to the presence of aliasing in the captured LR images, most existing registration algorithms for aliased images still experience registration errors. For instance, a frequency domain-based algorithm in [20] is developed for registering a set of aliased LR images with application to SR. Rotational and translational parameters are estimated based on the low-frequency part of the LR images. Nevertheless, accurate registration
in the LR domain remains difficult to achieve, giving rise to suboptimal results in the reconstructed HR images [62]. In the previous chapter, we have analyzed the effect of the registration errors. However, the analysis can be only applicable to global translational shift motion model. This motivates the study of progressive image SR in this chapter, which takes into account the impact of unreliable initial registration while using a more flexible motion model that includes both translation and rotation.

This chapter proposes a new framework for simultaneous image registration and HR image reconstruction. The main contribution of this chapter is two-fold. Firstly, the proposed method integrates image registration and SR into a single estimation process. As opposed to the current two-stage SR methods [20] that perform registration on the LR images, the image registration in the proposed method is performed iteratively using the progressively estimated HR image. This is promising as more accurate motion parameters can be determined, thereby enhancing the performance of the HR reconstruction. Further, the new method can overcome the shortcoming of the iterative alternating minimization (AM) framework [31], as the cost function is not projected onto the image and motion parameter domains one at a time. Instead, an iterative scheme based on a nonlinear least squares (NLS) method is developed to estimate the motion parameters and the HR image simultaneously. Although there is no guarantee of global convergence through a complete mathematical study, various experiments have demonstrated that our algorithm is effective in achieving satisfactory convergence and results.

The second contribution of this chapter is that a more flexible motion model that consists of translational and rotational motion is developed. As opposed to the translational motion model used in other SR methods, the adopted motion model is more realistic. It is noted that with this new model, a more challenging problem arises. The motion operator $S_k$ is no longer Toeplitz, thus, $S_k f$ is not linear with respect to motion (rotation and translation) parameters. This chapter
will address this issue by deriving the Jacobian matrix for our SR problem. Experimental results in later sections show that the proposed method is effective in performing image registration and SR for simulated as well as real-life images.

The rest of this chapter is organized as follows. The problem formulation of image SR taking account of registration errors is introduced in Section 4.2. An iterative algorithm using the NLS method is developed in Section 4.3. Experimental results on simulated and real-life images are presented and discussed in Section 4.4. A brief summary is given in Section 4.5.

### 4.2 Problem Formulation

The SR formulation in (3.2) can then be re-expressed in a vector-matrix form as:

$$g = W(a) f + n$$  \hspace{2cm} (4.1)

where the matrix $W(a)$ is formed by nonlinear, differentiable functions of an unknown motion parametric vector $a$. Without loss of generality, we have assumed the first LR image to be the referenced image. Hence, $W(a)$ can be rewritten as:

$$W(a) = \begin{bmatrix} W_1 \\ W_2(a_2) \\ \vdots \\ W_N(a_N) \end{bmatrix} = \begin{bmatrix} DH_1 \\ DH_2 S_2(a_2) \\ \vdots \\ DH_N S_N(a_N) \end{bmatrix}, \quad a = \begin{bmatrix} a_2 \\ \vdots \\ a_N \end{bmatrix} = \begin{bmatrix} [\cos \theta_2, \sin \theta_2, s_{x2}, s_{y2}]^T \\ \vdots \\ [\cos \theta_N, \sin \theta_N, s_{xN}, s_{yN}]^T \end{bmatrix}$$

where $D$ is the decimation operator. $H_k$ represents the blurring process, such as optics or sensor blurring. $S_k(a_k)$ ($2 \leq k \leq N$) represents the geometric motion operator for the $k$-th LR image. In this work, we consider the initial estimated motion parameters contain some errors. This is a more realistic assumption, as accurate registration for SR is difficult to achieve especially at the beginning of the algorithm. The objective of image SR, in this context, is to
reconstruct the HR image $f$ from $N$ observed LR images with the unknown motion parametric vector $\alpha$. As the first LR image is used as the reference, we need to estimate $3 \times (N - 1)$ unknown motion parameters and the HR image.

### 4.3 A Nonlinear Least Squares-based Super-resolution Algorithm

#### 4.3.1 Iterative Simultaneous High-resolution Estimation and Registration

Current disjoint two-stage SR methods perform image registration on the LR images, followed by HR reconstruction. The disadvantage of these methods is that they rely on the rough initial registration heavily, hence reducing the performance of subsequent HR reconstruction. To address this difficulty, we propose an effective iterative algorithm that integrates image registration and SR into a single estimation process.

The motion model that is considered in this work includes both translation as well as rotation. A challenge arising as a result of this is that the motion operator $S_k(\alpha_k)$ is no longer Toeplitz. Thus, traditional methods cannot address image SR effectively [147]. In view of this, an NLS-based method is proposed. In this section, we will explain how the nonlinear parametric estimation problem is formulated and solved to simultaneously estimate the motion parameters and the HR image.

Generally, the SR image reconstruction is an ill-posed problem. To address this issue, we adopt the MAP estimation method in Section 3.3. Different from (3.3), we drop the pdf $p(h)$, since we assume the blurring as known $a$ priori. Then it can be shown that the estimate of the HR image $f$ can be obtained by minimizing the following cost function:
where \( \| \cdot \| \) denotes the \( L_2 \) norm. \( r_t(f) = g - Wf \) and \( \bar{r}(a, f) = \bar{g} - \bar{W}(a)f \) are defined as the residual vectors, where \( \bar{g} = [g_1^T, \ldots, g_N^T]^T \) and \( \bar{W}(a) = [W_1^T(a_1), \ldots, W_N^T(a_N)]^T \). \( \lambda \) is the regularization parameter, which provides a compromise between the first and second terms in (4.2a). To choose \( \lambda \), we follow the algorithm in [124] to obtain an order-of-magnitude estimate. The basic idea behind this method is that the original image should satisfy the equation \( \partial A/\partial f = 0 \). Then the equation is solved using the least squares method. The definition of \( T(\varepsilon) \) can be referred in Chapter 3. Its pseudo-decomposition is given by \( T(\varepsilon) = L(\varepsilon)^T L(\varepsilon) \). In the proposed method, it is unnecessary to compute \( L(\varepsilon) \) explicitly during the minimization process. This will become clear in Section 4.3.2.

As the proposed method adopts the motion model comprising the translation and rotation, the minimization problem in (4.2b) is linear with respect to \( f \) but nonlinear with respect to \( a \). In order to solve this optimization problem, we develop an NLS-based approach to estimate the motion parameters and the HR image simultaneously. We extend the principle of the nonlinear parametric estimation algorithm in [148] to derive a linear approximation for \( \bar{r}(a, f) \). Let \( \Delta f \) represent a small change in the HR image \( f \), and \( \Delta a \) a small change in the motion vector \( a \). Ignoring the second order term \( J(\Delta f, a)\Delta a \) since its value is generally small with small \( \Delta f \) and \( \Delta a \), the residual vector \( \bar{r}(a, f) \) can be linearized with respect to \( \Delta a \) and \( \Delta f \) as follows:
\[
\begin{align*}
\tilde{r}(\alpha + \Delta \alpha, f + \Delta f) &= \tilde{g} - \tilde{W}(\alpha + \Delta \alpha)(f + \Delta f) \\
&= \tilde{g} - \tilde{W}(\alpha + \Delta \alpha)f - \tilde{W}(\alpha + \Delta \alpha)\Delta f \\
&= \tilde{g} - \tilde{W}(\alpha)f - J(f, \alpha)\Delta \alpha - \tilde{W}(\alpha)\Delta f - J(\Delta f, \alpha)\Delta \alpha \\
&\approx \tilde{r}(f, \alpha) - J(f, \alpha)\Delta \alpha - \tilde{W}(\alpha)\Delta f
\end{align*}
\] (4.3)

where \( J(\alpha, f) \) is the Jacobian of \( \tilde{W}(\alpha)f \) with respect to \( \alpha \). We will discuss how to construct \( J(\alpha, f) \) in Section 4.3.2. Therefore, given the current estimate of the HR image \( f \) and the motion vector \( \alpha \), the minimization problem in (4.2b) can be modified as:

\[
\begin{align*}
\min_{\Delta \alpha, \Delta f} & \quad \left\| \begin{array}{cc}
0 & W_1 \\
J(\alpha, f) & \tilde{W}(\alpha) \\
0 & \sqrt{\lambda}L(\varepsilon)
\end{array} \right\| \left( \begin{array}{c}
\Delta \alpha \\
\Delta f
\end{array} \right) + \left( \begin{array}{c}
-\tilde{r}(f) \\
-\tilde{r}(\alpha, f)
\end{array} \right) \\
&\text{subject to} \\
&\text{Subject to} \\
&\text{subject to}
\end{align*}
\] (4.4)

Compared with (4.2b), we have added a new term \( \| R \Delta \alpha \|^2 \) into (4.4). This is the regularization functional that introduces stability into the solution \( \Delta \alpha \). \( R \) is an adaptive regularization matrix, which is given by \( R = \sqrt{\beta}I \), where \( \beta \) is the regularization parameter in the motion parameter domain and \( I \) is a \( 4(N-1) \times 4(N-1) \) identity matrix. \( \beta \) is chosen similar to the idea given in [147] to ensure the stability of the solutions. By using the proposed method, the original problem for the direct estimation of \( \alpha \) and \( f \) by minimizing (4.2b) has been transformed into the minimization problem for the increment \( \Delta \alpha \) and \( \Delta f \) in (4.4). The proposed iterative algorithm to perform simultaneous image registration and HR reconstruction is summarized in Table 4.1.
Table 4.1: Summary of the proposed algorithm.

Step 1. Initialize $a^0$ by using an existing image registration method, then fix $a = a^0$, compute $f^0$ by minimizing (4.2a). This is equivalent to solving the following:

$$\begin{align*}
(W^T(a^0)W^T(a^0) + \lambda T(\varepsilon))f^0 &= W^T(a^0)g \\
&= (w^T(a^0)w^T(a^0) + \lambda T(\varepsilon))f^0
\end{align*}$$

(4.5)

Step 2. Construct $W'_1$, $\tilde{W}(a^0)$, $J(a^0, f^0)$, $r_i(f^0)$ and $\tilde{r}(a^0, f^0)$.

Step 3. At the $i$-th iteration

Solving (4.4) for $\Delta a^i$ and $\Delta f^i$ based on the following equivalent equation:

$$\begin{pmatrix}
\Delta a^i \\
\Delta f^i
\end{pmatrix} = P^T P \begin{pmatrix}
\tilde{r}(a^i, f^i) \\
\tilde{r}(a^i, f^i) \\
-\sqrt{\lambda L(\varepsilon)} f^i \\
0
\end{pmatrix}, \quad \text{where} \quad P = \begin{pmatrix}
0 & W'_1 \\
J(a^i, f^i) & \tilde{W}(a^i) \\
0 & \sqrt{\lambda L(\varepsilon)} \\
R & 0
\end{pmatrix}$$

(4.6)

Step 4. Update the estimates $a^{i+1}$ and $f^{i+1}$ with:

$$a^{i+1} = a^i + \Delta a^i, \quad f^{i+1} = f^i + \Delta f^i.$$

Step 5. Impose the following condition:

$$-1 \leq \cos \theta_i, \sin \theta_i \leq 1, \quad 0 \leq f(x, y) \leq 255.$$

Step 6. Update $\tilde{W}(a^{i+1})$, $J(a^{i+1}, f^{i+1})$, $r_i(f^{i+1})$ and $\tilde{r}(a^{i+1}, f^{i+1})$.

Step 7. Go to Step 3 and update $i = i + 1$ until convergence or a maximum number of iterations is reached.

During the initialization, the HR image is reconstructed by minimizing (4.2a) based on the
initialized $a^0$. The minimization problem is equivalent to solving (4.5). The closed-form solution $f^\theta$ in (4.5) requires inversion of the matrix $W^T(a^\theta)W^T(a^\theta) + \lambda T(\varepsilon)$, which is computationally intensive. To solve this problem, a numerical approach using conjugate gradient (CG) optimization is adopted. The CG optimization method has been discussed in detail in Chapter 3. Similarly in step 3, it is difficult to invert the matrix $P^TP$. Hence, the CG optimization method is again adopted due to its fast convergence. In this work, the dimension of the unknown motion parametric vector $a$ is much smaller than the dimension of the unknown HR image $f$. Hence, its computational cost is almost similar to the traditional SR algorithms where the estimated $a$ is considered to be accurate or known a priori.

As opposed to the current two-stage SR methods that perform registration on the LR images at the first stage, the image registration in the proposed method is performed iteratively using the progressively estimated HR image. This is promising as more accurate motion parameters can be determined, thereby enhancing the performance of the HR reconstruction. Further, the new method can overcome the shortcoming of the iterative AM framework as the cost function is not projected onto the image and the motion parameter domains one at a time. Instead, an iterative NLS-based scheme is developed to estimate the motion parameters and the HR image simultaneously and progressively. The theoretical justification for the proposed algorithm is presented in Appendix A of this chapter.

4.3.2 Derivation of the Jacobian Matrix

The main challenge in the development of the NLS method lies in the derivation and computation of the Jacobian matrix $J(a, f)$. $J(a, f)$ is the Jacobian of $\tilde{W}(a)f$ with respect to $a$. To minimize the cost function (4.4), $J(a, f)$ has to be constructed explicitly. It should be noted that due to the inclusion of rotational motion, the motion operator $S_k(a_k)$ is no longer
Toepplitz. Thus, $\tilde{W}(a)f$ is now nonlinear with respect to $a$. In other words, we cannot find an equivalent matrix such that $\tilde{W}(a)f = Xa$. Therefore, we propose the following technique to solve the problem.

As each LR observation is independent, $J(a, f)$ can be written as:

$$J(a, f) = \begin{bmatrix} J_1(a, f) & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & J_N(a_N, f) \end{bmatrix} \quad (4.7)$$

where $J_k(a_k, f)$ is the Jacobian of $DH_kS_k(a_k)f$ with respect to $a_k$ ($2 \leq k \leq N$). As the first LR image is used as the reference, we only need to estimate the unknown motion parameters for $N - 1$ images. Using the chain rule, $J_k(a_k, f)$ can be expressed as follows:

$$J_k(a_k, f) = \frac{\partial (DH_kS_k(a_k)f)}{\partial a_k}$$

$$= \frac{\partial (DH_kS_k(a_k)f)}{\partial (S_k(a_k)f)} \frac{\partial (S_k(a_k)f)}{\partial a_k}$$

$$= DH_k \frac{\partial (S_k(a_k)f)}{\partial a_k} \quad (4.8)$$

It is not easy to obtain $\partial (S_k(a_k)f)/\partial a_k$ directly since $S_k(a_k)f$ is nonlinear with respect to $a_k$. To solve the problem, we propose to use bilinear interpolation to derive the relationship between $S_k(a_k)f$ and $a_k$.

We first introduce the formation of relative shifted HR images $S_k(a_k)f$. Fig. 4.1 shows the four possible positions between the pixels in the shifted HR grid and the pixels in the reference HR grid. The images with HR grid (HR images) correspond to the observed LR images. We define $(x_1, y_1)$ as the coordinates of the reference HR grid and $(x_k, y_k)$ as the coordinates of the $k$-th shifted HR grid. $(\Delta x_k, \Delta y_k)$, the coordinate change, is defined as:
\[\begin{align*}
\Delta x_k &= x_k - x_1 = x_1 \cos \theta_k - y_1 \sin \theta_k + s_{ik} - x_1; \\
\Delta y_k &= y_k - y_1 = x_1 \sin \theta_k + y_1 \cos \theta_k + s_{ik} - y_1
\end{align*}\]

\[(4.9)\]

\(\Delta x_k, \Delta y_k\) may consist of both pixel-level and subpixel-level shifts. For simplicity of demonstration, the HR grids in Fig. 4.1 show the subpixel shift only. The pixel-level shift can be
taken into consideration by the floor(.) operator in (4.12). Using the vector-matrix form, we can express (4.9) as:

\[
\begin{bmatrix}
\Delta x_k \\
\Delta y_k
\end{bmatrix} = \begin{bmatrix} x_k \\ y_k \end{bmatrix} - \begin{bmatrix} x_i \\ y_i \end{bmatrix} = C a_k - \begin{bmatrix} x_i \\ y_i \end{bmatrix}
\]

where \( C = \begin{bmatrix} x_i & -y_i & 1 & 0 \\
y_i & x_i & 0 & 1 \end{bmatrix} \)

(4.10)

where \( \Delta x_k, \Delta y_k, x_k, y_k, x_i \) and \( y_i \) are the vectors representing the discrete and lexicographically ordered displacement vectors \( \Delta x_k, \Delta y_k, x_k, y_k, x_i \) and \( y_i \), respectively. \( I \) and \( \theta \) are vectors of all ones and zeros, respectively. From (4.10), it is clear that \( \begin{bmatrix} \Delta x_i^T, \Delta y_i^T \end{bmatrix}^T \) is linear with respect to \( a_k \). \( \frac{\partial}{\partial a_k} \left( \begin{bmatrix} \Delta x_i^T, \Delta y_i^T \end{bmatrix}^T \right) \) can be obtained as:

\[
\frac{\partial}{\partial a_k} \left( \begin{bmatrix} \Delta x_i^T, \Delta y_i^T \end{bmatrix}^T \right) = \frac{\partial (C a_k)}{\partial a_k} = C
\]

(4.11)

Next, we use bilinear interpolation to describe the dependency between \( S_k(a_k) f \) and \( \begin{bmatrix} \Delta x_i^T, \Delta y_i^T \end{bmatrix}^T \). The aim is to determine \( \frac{\partial (S_k(a_k) f)}{\partial \left( \begin{bmatrix} \Delta x_i^T, \Delta y_i^T \end{bmatrix}^T \right)} \). The pixel \((x_k, y_k)\) in the \( k \)-th HR grid is determined by four neighboring pixel values \( f_u, f_v, f_{u_l}, f_{v_r} \) as shown in Fig. 4.1. These four points are the reference HR grid points surrounding the pixel \((x_k, y_k)\) at the top-left, top-right, bottom-left and bottom-right locations, respectively. We denote \( \begin{bmatrix} d_k, e_k \end{bmatrix}^T \) as the distance vector between the pixel \((x_k, y_k)\) and the pixel at the top-left position in the reference HR grid. When examining the four possible coordinate positions in Figs. 4.1 (a)-(d), \( d_k \) and \( e_k \) can be seen to satisfy the following relationships:

\[
(a)-(d): \begin{cases} 
\begin{align*}
\Delta x_k = d_k = \text{floor}(\Delta x_k); \\
\Delta y_k = e_k = \text{floor}(\Delta y_k)
\end{align*}
\end{cases}
\]

(4.12)
where floor(.) denotes the operator rounding the number to the nearest integer less than or equal to itself. Using bilinear interpolation, the shifted and rotated \( S_k(a_k)f \) can be obtained by:

\[
S_k(a_k)f = d_k \odot (I - e_k) \odot f_n + d_k \odot e_k \odot f_r +
(I - d_k) \odot (I - e_k) \odot f_n + (I - d_k) \odot e_k \odot f_r
\]

(4.13)

where \( \odot \) is an entry-by-entry multiplication operator. \( f_n, f_r, f_h, f_s, d_k \) and \( e_k \) are the vectors representing the lexicographically ordered \( f_n, f_r, f_h, f_s, d_k \) and \( e_k \), respectively. For simplicity, we will use \( B_k \) to denote \( \partial(S_k(a_k)f) / \partial \left( [\Delta x_k^T, \Delta y_k^T] \right) \) for the rest of the derivation. Using (4.12) and (4.13), \( B_k \) can then be written as:

\[
B_k = \frac{\partial(S_k(a_k)f)}{\partial \left( [d_k^T, e_k^T] \right)} \frac{\partial \left( [d_k^T, e_k^T] \right)}{\partial \left( [\Delta x_k^T, \Delta y_k^T] \right)}
\]

\[
= \begin{bmatrix}
\text{diag} \{ (I - e_k) \odot (f_n - f_h) + e_k \odot (f_s - f_r) \}, \\
\text{diag} \{ (I - d_k) \odot (f_r - f_s) + d_k \odot (f_h - f_n) \}
\end{bmatrix}
\]

(4.14)

as \( \partial \left( [d_k^T, e_k^T] \right) / \partial \left( [\Delta x_k^T, \Delta y_k^T] \right) \) equals to the identity matrix due to (4.12). It can be shown that the same equation (4.14) can be obtained for all the cases in Figs. 4.1 (a)-(d). Combining (4.11) and (4.14), \( \partial(S_k(a_k)f) / \partial a_k \) can then be obtained as:

\[
\frac{\partial(S_k(a_k)f)}{\partial a_k} = \frac{\partial(S_k(a_k)f)}{\partial \left( [\Delta x_k^T, \Delta y_k^T] \right)} \frac{\partial \left( [\Delta x_k^T, \Delta y_k^T] \right)}{\partial a_k} = B_k C
\]

(4.15)

Substituting (4.15) into (4.8), we can obtain a simple expression for \( J_k(a_k, f) \) which is \( DH_k B_k C \). The Jacobian matrix in (4.7) can be finally integrated into the scheme iteratively as highlighted in Table 4.1.
\[ A \begin{bmatrix} \Delta a \\ \Delta f \end{bmatrix} = b \]  

(4.16)

where

\[
A = P^T P = \begin{bmatrix} J^T J + R^2 & J^T \bar{W} \\ \bar{W}^T J & \bar{W}^T W + \bar{W}^T \bar{W} + \lambda T \end{bmatrix}
\]

\[
= \begin{bmatrix}
    C^T B_n^T H_n^T D_n^T D H_n B_n C + \beta I & 0 & 0 & C^T B_n^T H_n^T D_n^T D H_n S_n \\
    0 & \ddots & \vdots & 0 & \vdots \\
    0 & \vdots & \ddots & \ddots & \vdots \\
    S_n^T H_n^T D_n D H_n B_n C & \cdots & S_n^T H_n^T D_n D H_n B_n C & H_n^T D_n^T D H_n + \sum_{k=1}^N S_n^T H_n^T D_n D H_n S_n + \lambda T \\
\end{bmatrix}
\]

\[
b = \begin{bmatrix} J^T f \\ W^T r + \bar{W}^T \bar{f} - \lambda Tf \end{bmatrix} = \begin{bmatrix}
    C^T B_n^T H_n^T D_n^T (g_n - D H_n S_n f) \\
    \vdots \\
    C^T B_n^T H_n^T D_n^T (g_n - D H_n S_n f) \\
    H_n^T D_n^T (g_n - D H_n f) + \sum_{k=1}^N S_n^T H_n^T D_n^T (g_n - D H_n S_n f) - \lambda Tf \\
\end{bmatrix}
\]

Finally, we can formulate equation (4.6) in Table 4.1 by using the explicit equations in (4.16) to compute the increment \((\Delta a, \Delta f)\). It should be noted that the matrix \(A = P^T P\) in (4.16) is a \([4(N-1) + M_f \times N_f]\times[4(N-1) + M_f \times N_f]\) sparse matrix and the vector \(b\) in (4.16) is \([4(N-1) + M_f \times N_f] \times 1\). To compute the closed form solution for this equation, we need to invert the matrix \(A\), which is computationally intensive. To address this problem, we employ the CG method as it can achieve fast convergence when compared with the other methods. After solving (4.6) in step 3 of Table 4.1, the estimates \(a\) and \(f\) can then be updated using the new increment \(\Delta a\) and \(\Delta f\). The algorithm will terminate until convergence or a maximum number of iterations is reached.
4.4 Experiments

In this section, we study the performance of the proposed method and compare it with other methods. We conducted various Monte-Carlo simulations to compare the results obtained using the proposed method with those of the two other SR algorithms, namely two-stage disjoint SR method similar to [4] and AM SR method similar to [31]. Finally, experiments using real-life images are presented to illustrate the effectiveness of the proposed method. To evaluate the performance, we used the following well-known metrics in this work: NMSE for the identified motion parametric vector and the PSNR for the reconstructed HR image. The definition of the NMSE for the identified motion parametric vector is given as follows:

\[
NMSE(\hat{a}) = 100 \frac{\| \hat{a} - a \|^2}{\| a \|^2}
\]  

(4.17)

where "\hat{a}" denotes the currently computed estimate. Generally, a good algorithm is reflected by low NMSE and high PSNR. Nevertheless, the best performance measure remains human inspection of the reconstructed HR images.

4.4.1 Convergence Study

In this section, we conducted various experiments to study the effect of the initial choices of motion parameters on the convergence of the proposed method. We conducted the experiments using the 90x90 "Building" image, shown in Fig. 4.2. To generate N=5 LR images for each HR image, the HR image was rotated by different randomly chosen angles of (0, 1.67, 9.42, -6.59, -2.74) degrees, shifted by randomly chosen translational shifts of (0, 0), (10.75, 5.86), (-14.42, -5.78), (1.27, 7.88), (-8.27, -11.25) pixels, and blurred by 2x2 uniform kernel before subsampling by a decimation factor of 2. The images were further degraded by AWGN to produce a signal-to-noise ratio (SNR) at 35 dB. The convergence performance was evaluated.
using different initial motion parameters. We denote $\theta_{\text{initial}}$ and $\theta_{\text{true}}$ as the initial estimate and true value for the rotation angle $\theta$, respectively. $s_{\text{initial}}$ and $s_{\text{true}}$ represent the initial estimate and true value for the shift $s$. $s'_{\text{true}}$ and $s''_{\text{true}}$ are denoted as the pixel- and subpixel-level of $s_{\text{true}}$, respectively. Then the motion parameters are initialized using the following:

$$\begin{align*}
\theta_{\text{initial}} &= \theta_{\text{true}} \pm \theta_{\text{error}}, \\
s_{\text{initial}} &= s'_{\text{true}} + s''_{\text{true}} \times (1 \pm e_s)
\end{align*}$$

(4.18)

where $\theta_{\text{error}}$ denotes the estimated angle error, and $e_s$ represents the percentage of the error in $s_{\text{true}}$. Using the existing registration algorithms such as [20], it is observed that $\theta_{\text{error}}$ is usually small and falls within the range of $-2 \leq \theta_{\text{error}} \leq 2$ degrees. Therefore, we considered the worst-case scenario and fixed $\theta_{\text{error}} = 2$ degrees in these experiments. Previous studies [20], [149], [150] have shown that existing registration methods can achieve accurate pixel-level registration. Therefore, the registration error is considered mainly coming from the inaccurate subpixel registration. In this study, four values of $e_s = 50\%, 150\%, 250\%, 350\%$ were used as the errors in the initial estimated $s'_{\text{true}}$. It is noted that we randomly chose '+' or '-' in (4.18) for each LR image. In the experiment, we considered that the algorithm had converged if the following convergence criterion was satisfied:

$$\frac{\| f' - f'^{-1} \|^2}{\| f'^{-1} \|^2} < 10^{-6}$$

(4.19)

We plotted the PSNR of the reconstructed HR images for our algorithm against the number of iterations in Fig. 4.3. It is observed that the experiments with these initial conditions all converge to the same solution. When the initial estimates are further away from the true values, the algorithm requires more iterations to converge. This provides empirical evidence on the convergence of the proposed method and an indication on the tightness of the initial estimates.
that are required to achieve convergence. In order to further illustrate the registration performance, the NMSE of the estimated motion parametric vector is plotted in Fig. 4.4. From the figures, it is observed that the motion parameters with different initial conditions converge to the true value. These results further reconfirm the PSNR of the reconstructed HR images in Fig. 4.3.

Fig. 4.2: Original “Building” HR image.

Fig. 4.3: PSNR of the reconstructed HR images with different initial conditions.
4.4.2 Super-resolution on Simulated Images with Additive Noise

In this section, we conducted various Monte-Carlo simulations to perform image SR based on multiple noisy LR images at different noise levels. The number of Monte-Carlo simulations was set to 10 at different noise levels. A section of “Building” image in Fig. 4.7 (a) was selected as the test image. To generate 5 different LR images in each simulation, the HR image was rotated by randomly selected angles from a uniform distribution over [-20, 20] degrees, shifted by randomly selected subpixel translations from a uniform distribution over [0, 1], and blurred by 2x2 uniform kernel before subsampling by a decimation factor of 2. The LR images were further degraded by AWGN to produce different levels of SNR (45, 35, 25, 15 dB). Two other SR algorithms, namely two-stage disjoint SR method similar to [4] and AM SR method similar to [31], together with the proposed method were applied to the observed LR images to perform image SR. We initialized the motion parameters by using the registration method in [20] for all three methods. The two-stage disjoint SR was implemented by minimizing the cost function in (4.2a) with respect to the HR image. The AM method was implemented by projecting and
minimizing the cost function in (4.2a) with respect to the HR image and the motion parametric vector iteratively. The state-of-the-art AM method that is based on CG optimization is used for comparison in this study. The proposed method was run based on the procedure outlined in Table 4.1.

The PSNR of the reconstructed HR images for different SNR noise levels is given in Fig. 4.5. The PSNR obtained are based on 10 Monte-Carlo simulations. From the figure, it is observed that the proposed method produces the best results among the three methods. The two-stage disjoint SR method has the lowest PSNR, as it does not take the impact of inaccurate initial registration into consideration. The proposed method, on the other hand, offers better results than the AM method as the HR image and the motion parameters are estimated simultaneously in the proposed method. This is as opposed to the AM method where the cost function is projected onto the HR image and motion parameter domains, and minimized iteratively. To further compare the registration performance of the three methods, the NMSE of the estimated motion parametric vector for different SNR levels is plotted in Fig. 4.6. From the figure, it is observed that the proposed method achieves the best estimated motion parameters. This observation further reconfirms the PSNR results given in Fig. 4.5.

We also compared the reconstructed HR images of an experiment at 35dB noise level using the proposed and AM methods. The results are given in Fig. 4.7. From the figures, it can be seen that the reconstructed HR images using the AM method contain more artifacts than those of the proposed method. Further, Figs. 4.8 and 4.9 show that the PSNR of the reconstructed HR image and the NMSE of the estimated motion parametric vector using the proposed method are superior to the AM method.
Finally, we will provide an analysis on the computational complexity of the proposed method. As the exact number of arithmetic operations required is difficult to determine for the proposed method, we will use computational time to show the complexity of the proposed method. Further, we have used the AM SR method as the benchmark for comparison. In order
to provide a good indication of the computational time, the above Monte-Carlo simulation experiment at SNR=35dB is used. The simulation environments are given as follows: Windows XP, MATLAB 7.1, CPU P4-3.4GHz, and 1G RAM. The total computational time, averaged over 10 runs, is 37.7s for the proposed method, and 45.9s for the AM method. This shows that the proposed method has better computational time. It is noted that although an average iteration in our algorithm requires more computation than that of the AM method, the total number of iterations required for the proposed method is much less than that of the AM method. This observation can be shown in Figs. 4.8 and 4.9 where the proposed method requires much smaller number of iterations to achieve convergence. It should also be noted that the proposed method is implemented in MATLAB for these Monte-Carlo simulations. MATLAB is an interpreter-programming platform with lower processing speed. The computational time of the experiments can be improved if the algorithm is implemented in a compiler language such as C.

![Fig. 4.7: SR on LR images ("Building") degraded by AWGN (a) Original HR image, (b) A sample of the scaled-up LR images, (c) Reconstructed image using the two-stage SR algorithm [4], (d) Reconstructed image using the AM method [31], (e) Reconstructed image using the proposed algorithm.](image-url)
To further show the performance of the proposed method, we used a section of “lighthouse” image as the test image. The experimental setting is similar to that in previous one. To generate $N=5$ LR images, the HR image in Fig. 4.10 (a) was rotated by different randomly chosen angles
of \((0, -17.23, -0.03, -15.72, 2.87)\) degrees, shifted by randomly chosen translational shifts of \((0, 0), (0.83, 0.18), (0.14, 0.68), (0.21, 0.46), (0.38, 0.97)\) pixels, and blurred by \(2 \times 2\) uniform kernel before subsampling by a decimation factor of \(\rho=2\). The images were further degraded by AWGN to produce a SNR of 35 dB. The two-stage disjoint SR method algorithm [4], the AM method [31] and the proposed method were run to perform SR image reconstruction. The reconstructed HR images using the three methods are given in Figs. 4.10 (c)-(e), respectively. It can be seen that the result by the proposed method has better quality and sharper edges e.g. near the fence, when compared with those of the other two methods.

![Fig. 4.10: SR on LR images ("Lighthouse") degraded by AWGN (a) Original HR image, (b) A sample of the scaled-up LR images, (c) Reconstructed image using the two-stage SR algorithm [4], (d) Reconstructed image using the AM method [31], (e) Reconstructed image using the proposed algorithm.](image-url)
4.4.3 Super-resolution on Real-life Images

The real-life experiment was conducted by capturing five “trademark” images using a web camera with relative translations and rotations. The LR images are shown in Fig. 4.11(a) and a sample of the scaled-up LR images is shown in Fig. 4.11(b). We chose a decimation factor of 2 so that the estimated HR image will have twice the resolution of the LR images. The registration algorithm in [20] was again used to estimate the initial shifts and rotations among the LR images. Next the two-stage SR algorithm, the AM method and the proposed method were run to perform SR image reconstruction. The reconstructed HR images using the three methods are given in Figs. 4.11(c)-(e), respectively. The estimated translational motions by using the proposed algorithm are given as in Table 4.2. To provide a fair comparison, an image with the resolution of the HR image was captured as the ground truth in Fig. 4.11(f). From Figs. 4.11(c)-(e), it is observed that the considerable clarity of images has been recovered by both the AM and the proposed methods. Further, it can be seen that the result by the proposed method has less artifacts than that of the AM method, in particular near the edge of the words. Comparison reveals that our approach is superior in handling real-life image SR, as it is able to estimate motion parameters accurately, leading to superior HR image reconstruction.

4.5 Summary

This chapter presents a new algorithm to integrate image registration into image SR. As opposed to the methods that treat image registration and HR reconstruction as disjoint processes, the new framework enables image registration and HR reconstruction to be estimated and improved progressively. Further, unlike most algorithms that focus on translational motion model, the proposed framework adopts a more generic motion model that includes both translation as well as rotation. An iterative scheme is developed to solve the
arising nonlinear least squares problem in order to perform simultaneous image registration and HR reconstruction. Experimental results show that the proposed method is effective in performing image registration and SR for simulated as well as real-life images.

![Image](image.png)

Fig. 4.11: SR on real-life images. (a) Five LR images, (b) A sample of the scaled-up LR images, (c) Reconstructed image using the two-stage SR algorithm [4]. (d) Reconstructed image using the AM algorithm [31]. (e) Reconstructed image using the proposed algorithm. (f) Ground truth.

**Appendix A: Justification of the Algorithm**

In this Appendix, a brief theoretical justification for the algorithm is presented. As discussed in Section 4.3, our joint framework for simultaneous image registration and SR can be stated in terms of minimizing the following differentiable function:

\[
A(\alpha, f) = \frac{1}{2} \| r(f) \|^2 + \frac{1}{2} \| f(\alpha, f) \|^2 + \frac{1}{2} \lambda f^T T(\varepsilon) f
\]

(4A.1)

The solution of the minimization problem can be determined by solving \( (\partial A / \partial \alpha) = (\partial A / \partial f) = 0 \). This condition can be expressed as:
\[ \frac{\partial A}{\partial a} = -J^T(a, f)\tilde{r}(a, f) = 0 \]
\[ \frac{\partial A}{\partial f} = -W^T_i r_i(f) - \tilde{W}^T(a)\tilde{r}(a, f) + \lambda T(\varepsilon)f = 0 \]  
\hspace{1cm} (4A.2)

The aim is to show that the proposed method can satisfy this condition when the convergence is reached.

In Section 4.3, the original problem for direct estimation of \( f \) and \( a \) has been transformed into finding the increment \( \Delta f \) and \( \Delta a \) by minimizing (4.4). We first show that the minimization problem is equivalent to solving the equation in (4.6). It should be noted that the sufficient condition for this equivalence is that the Hessian matrix of the minimized cost function is positive definite [6]. As the Hessian matrix is \( A = P^T P \), it can be shown that \( A \) is positive definite. Thus, we can obtain the minimum of (4.4) by solving (4.6) in our method.

Further, when the convergence of the algorithm is reached, the vector \( [\Delta a^T, \Delta f^T] \) will be zero, if and only if, \( b \) in (4.16) vanishes. Combining the expression in (4.16) and (4A.2), the following can be obtained at the convergence of the algorithm:

\[ b = -\begin{bmatrix} \frac{\partial A}{\partial a} \\ \frac{\partial A}{\partial f} \end{bmatrix} = 0 \]  
\hspace{1cm} (4A.3)

This means that the solution satisfying (4A.2) is obtained when the iterative algorithm reaches convergence. Experimental results in Section 4.4 support this theoretical analysis.
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Learning-based Single-frame Face Super-resolution

5.1 Introduction

Chapters 3 and 4 have presented the techniques for multi-frame SR, which is the fusion of a number of LR images to produce a HR image. In this chapter, we will investigate the learning-based single-frame SR algorithm that estimates missing HR details from a single observed LR image by learning from a set of training examples. It is worth mentioning that the multi-frame SR recovers high frequencies in the reconstructed HR image, as there is new information available. The new information comes from multiple observed LR images, each exhibiting a different aliasing effect. However, for the single-frame SR problem, only one image is given. Hence, an alternative source of new information is necessary, so as to compensate for the lack of observed data. In this case, a large training set of HR images could be employed as such source of new information. Then the missing HR details of the observed image are learned from the training set. This leads to the concept of learning-based single-frame SR.

It is noted that the use of training examples becomes much more effective when handling domain-specific images [151], such as text or face images. This is because the target image may share more characteristics with the training examples that will be helpful for SR reconstruction.
In this thesis, we focus our attention on the SR of human face images. In many imaging applications, of particular interest is to render a HR face image from limited LR observations. This can be especially useful in a surveillance system where the resolution of a face image may be low in poor video, and insufficient useful observation, in the extreme case, only a single face observation is available. Hence, this motivates the study of learning-based single-frame face SR, which aims to estimate the missing HR facial features from a single LR face image by using a database of HR face images.

This chapter proposes a new learning-based single-frame face SR method which uses the techniques: principal component analysis (PCA) and locally linear embedding (LLE) [81]. A common issue in conventional methods is that, when the given LR face is a new face significantly different from those in the training set, the obtained result is less than satisfactory. To alleviate this difficulty, we develop an improved PCA-based method to render a global HR face by incorporating an estimated initial HR face in the training set. The term "global" is used here as it denotes that the reconstructed HR face is able to maintain global characteristics of a human face. In other words, the global face is in agreement with ordinary facial features, e.g. eyes, mouth and nose. To further enhance the detailed local information, we develop a patch-based residue prediction approach by using a manifold learning method named LLE. Experimental results in later sections show that the proposed method is effective in performing single-frame face SR.

The rest of this chapter is organized as follows. The problem formulation of single-frame face SR is introduced in Section 5.2. A new learning-based algorithm using the techniques of PCA and LLE is developed in Section 5.3. Experimental results on simulated and real-life images are presented and discussed in Section 5.4. A brief summary is given in Section 5.5.
5.2 Problem Formulation

We formulate single-frame face SR problem as follows:

\[ g = Wf + n, \quad \text{where} \quad W = DH \]  \hspace{1cm} (5.1)

where \( g, f \) and \( n \) are the vectors representing the discrete and lexicographically ordered acquired LR face image \( g \), original HR face image \( f \) and additive noise \( n \), respectively. \( D \) and \( H \) denote the downsampling and blurring operators, respectively. The problem of solving for \( f \) in (5.1) is that the system is underdetermined, and hence has infinitely many solutions. To tackle this problem, we should constrain the solution space according to some prior knowledge. Based on the idea of the learning-based SR methods, the prior knowledge can be learned from the training examples for the SR reconstruction. It is worth mentioning that the face SR has its unique challenges when compared with the SR for generic images, because people are familiar with facial features. A small error in a reconstructed HR face might be unacceptable to human perception, such as asymmetry of the eyes or noses, whereas the errors in textured regions of a generic reconstructed HR image usually go unnoticed. Therefore, the single-frame face SR problem is challenging, as there is less observed data available and we have to take into account the specific features of human faces.

5.3 New Learning-based Face Super-resolution Method

It is worth pointing out that the global characteristics of a human face is essential for face SR [97], such as explicit contour, coherent illumination, symmetry of the eyes or noses. In view of this, the schematic overview of the proposed method is given in Fig. 5.1. Given a single LR image \( g \), a global HR image \( f_g \) is first reconstructed by using a PCA-based method. PCA
technique is employed to represent the LR image $g$ as a linear combination of the training LR face images. Then the combination weights can be used to render the global HR face as a linear combination of the HR face images in the training set. However, the obtained HR result often looks smooth due to lack of detailed local face features. Therefore, at the second stage, a patch-based method using the LLE technique is developed to estimate the residue image $f_r = f - f_g$, which represents detailed local features missing in the global HR image $f_g$. In this patch-based method, we divide the images into overlapped patches. Then the residual image can be reconstructed by putting together all the estimated residual patches. Inspired by the LLE technique, we assume that the patches in the high-pass filtered global images and residual images form manifolds with approximately the same local structure. Then each residual patch can be estimated from its neighbors in the training set. The local geometry is obtained by the corresponding patches in the high-pass filtered global images. Finally, the estimated HR image $\hat{f}$ can be reconstructed by adding the estimated residue image to the reconstructed global image. We will explain more on the estimation of $f_g$ and $f_r$ in the following subsections.

![Fig. 5.1: Schematic diagram of the proposed method.](image-url)
5.3.1 PCA-based Global Face Reconstruction

In the Wang's method [98], the reconstructed SR face is synthesized by the linear combination of HR images in the database. A main issue arising from the method is that, when the given LR face is a new face significantly different from those in the face database, the obtained result can be less than satisfactory. In this Chapter, we name this issue as the "new data" problem. To alleviate this difficulty, we develop an improved PCA-based method to render a global HR face $f_x$ by incorporating an estimated initial HR face $f_c$ in the training set.

We define $N$ as the number of the images in our face database. Different from the Wang's algorithm [98], our face training set for eigentransformation contains $N+1$ pairs of LR and HR face images as shown in Fig. 5.2. $I_j$ and $z_j$ ($1 \leq j \leq N$) represent the LR faces and the corresponding HR faces in the face image database. $f_c$ denotes the initial estimate of the HR face that can be obtained by using the restoration-based interpolation method given by:

$$f_c = (W^TW + \lambda R^TR)^{-1}W^Tg$$  \hspace{1cm} (5.2)

where $f_c$ denotes the lexicographically ordered $f_c$. $R$ is a conventional 2D Laplacian filter used as the regularization operator, and $\lambda$ is the regularization parameter moderating the weight of the regularization component.
The schematic diagram for estimating the global face $f_g$ is given in Fig. 5.3. In this scheme, PCA technique is used to decompose the LR image $g$ as a linear combination of the training LR face images. We define the combination weights as $w_j (1 \leq j \leq N+1)$, which represent the importance each LR image in the training set contributes to the reconstruction of the LR image. Previous studies in [98] have shown that it is reasonable to assume that the combination weights in both the LR and HR domains are similar. Then the HR counterparts in the training set can be linearly combined to render the global face $f_g$ with the same combination weights. The details are discussed as follows.
In order to estimate the combination weights, we first decompose the LR image $g$ from eigenfaces, which can be thought of as a set of features that together characterize the variation between face images. We denote $m_l$ and $m_z$ as the lexicographically ordered mean faces for the LR and HR image training sets, respectively. We construct a matrix $L$ in which each column represents each lexicographically ordered zero centered LR image in the training set. Then $L$ can be written as:
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\[ L = [\tilde{l}_1 \cdots \tilde{l}_n \tilde{g}], \text{ where } \tilde{l}_j = l_j - m, \text{ and } \tilde{g} = g - m, \]  

(5.3)

Similarly, we define a matrix \( Z \) for the HR image training set as follows:

\[ Z = [\tilde{z}_1 \cdots \tilde{z}_n \tilde{f}_c], \text{ where } \tilde{z}_j = z_j - m, \text{ and } \tilde{f}_c = f_c - m, \]  

(5.4)

To represent the observed LR image \( g \) by eigenfaces, we need to calculate the eigenvectors of the covariance \( C = LL^T \). Due to the large size of \( C \), determining the eigenvectors is an intractable task for medium-large image size. A computationally feasible method is to compute the eigenvector matrix \( V \) for a smaller matrix \( L^T L \) \([152]\). \( V \) is composed of \( q \) eigenvectors corresponding to the first \( q \) eigenvalues in decreasing order. Based on the PCA properties, the eigenvectors corresponding to the relatively very small eigenvalues have less contribution to the PCA synthesis in the sense of mean-square errors. To determine the number of required eigenvectors \( q \), we choose that the sum of the first \( q \) eigenvalues is above a certain threshold.

The impact of choosing different \( q \) is discussed in Section 5.4.1. The eigenvector matrix \( E \) of \( C \) can then be computed by \( E = LV \).

Following the PCA theory, the observed LR face \( g \) can be approximated by a linear combination of the eigenvectors. The combination weight vector \( b \) can be obtained by projecting the observed LR face \( g \) into the eigenface space as:

\[ b = E^T(g - m) \]  

(5.5)

Based on the combination weight vector \( b \), the synthesized LR face image \( g_s \) is computed by:

\[ g_s = Eb + m \]
\[ = LVB + m \]
\[ = Lw + m \]  

(5.6)

where the coefficients in \( w \) are the combination weights \( w_j \) and the vector \( w \) can be
computed by using \( w = Lb \). Previous studies in [98] have shown that it is reasonable to assume that the combination weights in both the LR and HR domains are similar. Therefore, the reconstructed HR global face \( f_g \) can be computed as:

\[
f_g = Zw + m_z \tag{5.7}
\]

where \( f_g \) denotes the lexicographically ordered global face \( f_g \). From (5.7), it is observed that the global face is a linear combination of the HR faces in the training set. It can be considered that the estimated \( f_g \) is an approximation of the true HR face. Experimental results in later sections have shown that the reconstructed global face is able to generate a better HR image that bears closer resemblance to the original face, while preserving common characteristics of a human face.

### 5.3.2 Patch-based Residue Prediction by LLE

An issue arising from the global image reconstruction is that the obtained global HR face \( f_g \) looks smooth, since the initial estimate of the HR face \( f_c \) in the training set has lost much of the detailed information. In this section, we aim to predict the residual image \( f_r = f - f_g \), which represents the detailed local features missing in the global image. The residual image can be divided into overlapped residual patches. We will try to find each residual patch \( f_{r_p} \) and put them together to render the residual image. In this section, a patch-based residue prediction method is developed by employing the LLE-based neighbor reconstruction technique, which estimates the residual patches as a linear combination of its \( k \)-nearest neighbors (\( k \)-NN) in the training set.

The schematic diagram for estimating the residual face \( f_r \) is given in Fig. 5.4. From the figure, we summarize the proposed algorithm as follows.
(1) Generate the global image set \( G \) corresponding to the LR images in the database by using the method presented in the previous Section.

(2) Generate the residual image set \( R \) from \( Z \) by using \( R = Z - G \).

(3) Partition and extract the patch set \( G_p \) from the high-pass filtered \( G \).

(4) Partition and extract the patch set \( R_p \) from the residual images \( R \).

(5) Partition and extract each patch \( f_{gp} \) in raster-scan order from the high-pass filtered global image \( f_g \).

(6) Search the \( k \)-NN \( f_{gp}^k \) of \( f_{gp} \) from \( G_p \), and compute the linear combination weights.

(7) Synthesize the residual patch \( f_r \) through its \( k \)-NN \( f_{rp}^k \) by employing the LLE algorithm.

(8) Reconstruct the residue image \( f_r \) by putting together all the residual patches.

In steps (1-4), we prepare our training data by extracting the patches from training images. Similar to [2] and [80], we believe that the high-frequency components of the reconstructed global face are important in predicting the residue image. Thus, the training data consists of two groups. One group contains the patches \( G_p \) extracted from the high-pass filtered \( G \). The other group includes the patches \( R_p \) extracted from the residual images \( R \). Then the patches \( G_p \) and \( R_p \) are considered as training pairs according to their locations. Now the problem for the patch-based residual image estimation can be stated as: given the patch \( f_{gp} \) in the estimated global image \( f_g \), find the corresponding residual patch \( f_{rp} \) with the help of the training pairs \( G_p \) and \( R_p \).
Table:

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>L</td>
<td>LR images in the database</td>
</tr>
<tr>
<td>Z</td>
<td>HR images in the database</td>
</tr>
<tr>
<td>G</td>
<td>Global images corresponding to L</td>
</tr>
<tr>
<td>R</td>
<td>Residual images corresponding to G</td>
</tr>
<tr>
<td>G_p</td>
<td>Patches in the high-pass filtered G</td>
</tr>
<tr>
<td>R_p</td>
<td>Patches in R</td>
</tr>
<tr>
<td>f_w</td>
<td>Each patch in high-pass filtered f_s</td>
</tr>
<tr>
<td>f_r</td>
<td>Each estimated patch in f_r</td>
</tr>
<tr>
<td>D</td>
<td>Patch level</td>
</tr>
</tbody>
</table>

Fig. 5.4: Schematic diagram for estimating the residual face $f_r$.

One direct method is to find the best match with respect to $f_w$ from the training patches $G_p$. The corresponding residual patch in $R_p$ could then be used for the estimation of $f_r$ [2]. However, if no suitable patch is available from $G_p$, a weighted average of several best matches can be used to produce an improved residue synthesis. In view of this, we employ the LLE-based neighbor reconstruction technique [81], [153] for the residual patch prediction. The LLE algorithm has been recently proposed for the purpose of manifold learning or nonlinear dimensionality reduction. It characterizes the local geometry of high-dimensional data by linear coefficients that reconstruct each data point from its neighbors. It is assumed that the high-and
low-dimensional data share the same local geometry. Then the low-dimensional points can be computed by employing neighborhood preserve mapping techniques. Inspired by the LLE technique, we assume that the patches in the high-pass filtered global images $G_p$ and residual images $R_p$ form manifolds with approximately the same local structure. For better understanding, Fig. 5.5 illustrates the basic idea for estimating the patch $f_{np}$ corresponding the patch $f_{np}$. The patch $f_{np}$ could be approximated by a weighted linear combination of its $k$-NN $f_{np}^k$, the $k$ best matched patches in $G_p$. The linear reconstruction weights $\xi_k$ can be found by minimizing the local reconstruction errors. This will be explained later. We denote the counterpart of $f_{np}^k$ in training pairs as $f_{np}^k$. Based on the LLE property, the residual patch $f_{np}$ can be estimated from $f_{np}^k$ by preserving local geometry formed by $f_{np}$ and its neighbors $f_{np}^k$. More specifically, the patch $f_{np}$ is linearly combined by its neighbors $f_{np}^k$, while retaining the same weights $\xi_k$.

![Diagram](image)

Fig. 5.5: Local structure of the patches in different spaces. (*Space A*: the space for the patches in the high-pass filtered global images $G_p$, *Space B*: the space for the patches in residual images $R_p$).
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The implementation of this LLE-based neighbor reconstruction algorithm is explained as follows. It is noted that our neighbor-searching algorithm takes local compatibility and smoothness into consideration. We decide that the predicted residue patches at their border are overlapped. Similar to Freeman’s method [2], we construct a search vector to seek the $k$-NN of $f$. The search vector is consisted of the pixel values in the patch $f$ and previous estimated residues at the border. Then we can use Euclidean distance to determine the $k$-NN $f^k$. After finding the neighbors, the optimal weights $\xi$ can then be obtained by minimizing the local reconstruction errors. We denote $f$ and $f^k$ as the vectors formed by $f$ and $f^k$, respectively. The minimization problem subject to the constraints is solved as follows:

$$
\xi = \arg \min_{\xi} \frac{1}{2} \left\| f - \sum_k \xi_k f^k \right\|^2 \text{ subject to: } \sum_k \xi_k = 1
$$

(5.8)

The problem is equivalent to solving a constrained least squares problem. The computation of the reconstruction of the weights $\xi$ is discussed in Appendix A of this chapter. Finally, the residual patch $f_r$ can be computed based on $\xi$:

$$
f_r = \sum_k \xi_k f^k
$$

(5.9)

After putting together all the residual patches, the final estimated HR image could be obtained by adding the predicted residue image $f$ to the reconstructed global image $f_g$ as shown in Fig. 5.1. However, some artifacts may appear in the HR face image. We use bilateral filtering in [154] to remove these artifacts.
5.4 Experiments

In this section, we study the performance of the proposed method and compare it with other methods. The subset of the FERET data set [155] was used as the face database, which consists of 454 face images. All the images were roughly aligned by affine transform based on the location of the eyes and the nose [96]. We conducted experiments on both simulated and real-life images. We compared the results obtained using the proposed method with those using bicubic interpolation and the Wang’s method [98]. However, the best performance measure is still human inspection of the reconstructed HR images.

5.4.1 Super-resolution on Simulated Images with Additive Noise

The first experiment is based on the simulated images. Following the works in [96] and [97], we randomly extracted images in the face database as test images, while using the remaining for training. To generate the corresponding test LR images, the HR images were blurred by uniform blurs with support of $4 \times 4$, downsampled by factor 4 and further degraded by AWGN to produce a signal-to-noise ratio (SNR) of 40dB. Some samples of the scaled-up LR faces are shown in Fig. 5.6(a).

We first study the impact of the number of eigenvectors $q$ for the reconstruction of the global face $f_g$. It is noted that we choose $q$ such that the sum of the first $q$ eigenvalues is above a certain percentage of total of eigenvalues. The percentage varies from 96%, 97%, 98% and 99%, and the corresponding results are shown in Figs. 5.6 (b)-(e). It is observed that with higher number of eigenvectors, the details of the facial features in the reconstructed global face increases. The difference of the results with respect to the percentage 98% and 99% are difficult

---

3 The image data are provided by Simon Baker from Carnegie Mellon University.
to perceive. Therefore, we selected 98% as the threshold during the reconstruction of the global face.

To further evaluate our method, we performed the patch-based algorithm discussed in Section 5.3.2 in order to predict the residue images. We chose the patch size as 5×5. The number of the nearest neighbors was set to 3. The final results are displayed in Fig. 5.7(e). Compared with the global faces shown in Fig. 5.7(d), the final results generate clearer faces with strong facial features, in particular near the eyes and nose. When compared with the results by bicubic interpolation in Fig. 5.7(b), it is seen that the interpolated results are able to maintain the general characteristics of human faces. However, they look too smooth and much facial details are lost. We also compared our results with that by the Wang’s method [98] in Fig. 5.7(c), it is observed that the proposed method can generate with satisfactory global appearance and detailed local facial features.

For objective performance evaluation, the PSNR of the reconstructed HR face image is used. From the Table 5.1, it is observed that the proposed method is able to provide the highest PSNR values among all three methods. We also conducted a survey on ten persons to evaluate the performance of the proposed method. A point scoring scheme (5, 4, 3, 2, 1, 0) that corresponds to the quality of the reconstructed face image (very good, good, average, not good, poor) is used. The average results are calculated and shown in Table 5.1. Female faces 1, 2 and male faces 1, 2 correspond to the ones in Fig. 5.7 from the left to the right. The subjective evaluation by survey further reconfirms the objective performance measure. Comparison reveals that the proposed method is able to reconstruct better HR face images when compared with the other two methods.
Table 5.1: Performance of different methods for single-frame face SR

<table>
<thead>
<tr>
<th>Method</th>
<th>Female 1</th>
<th>Female 2</th>
<th>Male 1</th>
<th>Male 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PSNR</td>
<td>Subjective score</td>
<td>PSNR</td>
<td>Subjective score</td>
</tr>
<tr>
<td>Bicubic interpolation</td>
<td>20.74</td>
<td>2.2</td>
<td>23.68</td>
<td>1.9</td>
</tr>
<tr>
<td>Wang's method</td>
<td>21.87</td>
<td>2.3</td>
<td>23.23</td>
<td>2.2</td>
</tr>
<tr>
<td>Proposed method</td>
<td>23.54</td>
<td>3.5</td>
<td>25.47</td>
<td>3.2</td>
</tr>
</tbody>
</table>

The proposed method is able to handle new face, which is interpreted as faces with characteristics significantly different from the rest of faces in the database. Under previous experimental setting, it is noted that all the faces in the database do not wear glasses. The test images, on the other hands, consist of faces wearing glasses, which could be considered as new faces. Some samples of the scaled-up LR faces are shown in Fig. 5.8(a). We compared the results using the proposed method with those obtained by the Wang’s method [98] in Fig. 5.8(c). It is observed that the proposed method can generate better HR images that bear closer resemblance to the original faces. The new experiment demonstrates that when the test image is a new face with characteristic significantly different from the rest of the faces in the database, the Wang’s method is unable to reconstruct a satisfactory HR face. Experimental results show that the proposed approach is able to generate better quality HR images.

We will use the Wang’s method as the benchmark for comparison of computational complexity. At the stage of global image reconstruction, both methods use a linear parametric model, resulting in similar run time. However, the proposed scheme further uses the LLE algorithm for residue prediction, which is time consuming due to the k-NN search. Therefore, the computational complexity of our algorithm is more than that of the Wang’s method. We use experimental simulation time to demonstrate this. The simulation environments are as follows: Windows XP, MATLAB 7.1, CPU P4-3.4 GHz, and 1G RAM. The average computational time for our method with a HR test image of dimension 96 × 128 is 127s. The average computational
time of the Wang's method is 33s. Nevertheless, it should be pointed out that the proposed method offers superior reconstructed face images when compared with the Wang's method, as shown in the experiments.

5.4.2 Super-resolution on Real-life image

We conduct real-life experiment to further illustrate the efficiency of the proposed method. Fig. 5.9(a) is a LR picture taken by a web-camera in a lab. The LR face was extracted, scaled-up and shown in Fig. 5.9(b). We chose a decimation factor of 4 so that the estimated HR face will have four times the resolution of the LR face. For training, we also used the image database in the previous experiments. The reconstructed HR faces using bicubic interpolation, the Wang's method and the proposed method are shown in Figs. 5.9 (c)-(e), respectively. It is observed that the result obtained by bicubic interpolation is too blurry and loses much of the facial details. Furthermore, it can be seen that the result by the Wang's method experiences significant degradation and can hardly preserve the facial characteristics. It is shown that the proposed method is able to generate better result, as it keeps the global as well as local appearance, in particular near the eyes and nose. However, it is observed that there are still some artifacts around the face contour and the margin of the mouth. We could employ some adaptive bilateral filtering works dependent on image locations to improve the final result. This can be pursued in future work.
Fig. 5.6: Reconstruction of global faces (a) Scaled-up LR faces, (b)-(c) Reconstructed global faces by using different numbers of eigenvectors corresponding to variant percentage of total of eigenvalues, 96%, 97%, 98% and 99%, respectively.
Fig. 5.7: SR on LR faces degraded by AWGN (a) Scaled-up LR faces, (b) Reconstructed faces by bicubic interpolation, (c) Reconstructed faces by the Wang’s method [98], (d) Reconstructed global faces by the proposed method, (e) Final results by the proposed method, (f) Original faces.
Fig. 5.8: SR on new LR faces degraded by AWGN (a) Scaled-up LR faces, (b) Reconstructed faces by bicubic interpolation, (c) Reconstructed faces by the Wang’s method [98], (d) Reconstructed global faces by the proposed method, (e) Final results by the proposed method, (f) Original faces.

Fig. 5.9: SR on a real-life face, (a) A LR image, (b) Extracted and scaled-up LR face, (c) Reconstructed face by bicubic interpolation, (d) Reconstructed face by the Wang’s method [98], (e) Reconstructed face by the proposed method.

5.5 Summary

This chapter presents a new algorithm to address single-frame face SR. An improved PCA-based method is proposed to render a global HR face, which is able to maintain common
characteristics of a human face. To compensate the global face for detailed features, we propose a patch-based residue prediction approach by using a manifold learning method named locally linear embedding. Unlike the method in [98], the proposed method is more effective in handling cases when the given LR image is significantly different from those in the face database.

Appendix A: Computation of Reconstruction Weights $\xi_k$

In this Appendix, we will briefly present the computation of the reconstruction weights $\xi_k$. The minimization problem subject to constraint in (5.8) is equivalent to a constrained least squares problem. The problem can be solved by using the Lagrange multipliers method [82], [156]. We construct a matrix $N$ in which each column is used by $f_{gr}^k$ and a vector $\xi$ in which each coefficient is $\xi_k$, respectively. Then the minimized cost function is modified as:

$$A(\xi) = \frac{1}{2} \left\| f_{gr} - \sum_k \xi_k f_{gr}^k \right\|^2 + \beta(\sum_k \xi_k - 1)$$

$$= \frac{1}{2} \left\| f_{gr} (I^T \xi - N\xi) \right\|^2 + \beta(I^T \xi - 1)$$

$$= \frac{1}{2} \left\| (M - N)\xi \right\|^2 + \beta(I^T \xi - 1), \quad \text{where } M = f_{gr} I^T$$

where $\beta$ is the Lagrange multiplier or regularization parameter and $I$ is a vector of all ones.

The solution of the minimization problem can be determined by solving $\frac{\partial (A(\xi))}{\partial (\xi)} = 0$ as follows:

$$\frac{\partial (A(\xi))}{\partial (\xi)} = (M - N)^T (M - N)\xi + \beta I = 0$$

(5A.2)

Then $\xi$ can be obtained by
\[ \xi = -\beta \left( (M - N)^\top (M - N) \right)^{-1} I \]  

(5A.3)

Substituting for \( \xi \) from (5A.3) in the constraint \( I^\top \xi = 1 \), we get:

\[ \beta = -\frac{1}{I^\top \left( (M - N)^\top (M - N) \right)^{-1} I} \]  

(5A.4)

Then the constrained least squared problem has the following closed-form solution as:

\[ \xi = \frac{\left( (M - N)^\top (M - N) \right)^{-1} I}{I^\top \left( (M - N)^\top (M - N) \right)^{-1} I} \]  

(5A.5)

Instead of calculating the denominator, a more efficient way is to solve the linear system of equation \( \left( (M - N)^\top (M - N) \right) \xi = I \), and then normalize the weights so that the summation of \( \xi_k \) equals to one. Further information on the computation of \( \xi_k \) can be found in [156].
Chapter 6

Blind Color Image Deconvolution

6.1 Introduction

This chapter focuses on the blind color image deconvolution (restoration), which is an inverse problem that attempts to estimate original color image from single degraded blurred color image at the same pixel resolution scale, given limited or no prior knowledge of the blurring function [135]. It is noted that image deconvolution and image SR in the previous chapters are closely related problems. In image SR, HR images could be reconstructed in three stages, namely (i) image registration from LR images, (2) image fusion and followed by (3) image deconvolution. Thus, image deconvolution can also be considered as one stage of image SR. It is used in the areas of photography deblurring, astronomical imaging, remote sensing, and microscopy imaging, among others.

Most current algorithms on blind image restoration focus on restoration of grayscale images. They can be divided broadly into two categories: (i) blind SC grayscale image restoration [104], [157], and (ii) blind MC grayscale image restoration [122], [124]. The amount of works on blind color image restoration is still very limited [135]. Blind SC grayscale restoration attempts to estimate the original grayscale image from a single observation of blurred grayscale image. In contrast, blind MC grayscale restoration attempts to estimate the original grayscale image from multiple blurred grayscale images of the same imaging scene. Efforts to extend these two frameworks to blind color image restoration have achieved only
limited success so far. Works to extend blind SC restoration to blind color image restoration include [135]. The results are usually unsatisfactory because: (i) the method ignores interchannel blurring due to causes such as channel crosstalk, and (ii) the information of interchannel correlation has not been fully utilized. On the other hand, attempts to extend blind MC restoration to blind color image restoration encounter the following problems: (i) there is only a single observation of blurred color image, and (ii) the color image degradation system follows multi-input multi-output (MIMO) modeling, rather than the single-input multi-output (SIMO) modeling used by blind MC restoration algorithms.

One of the most challenging issues in addressing blind color image deconvolution is that the solution to the original MIMO model is intractable. In other words, we cannot obtain a direct estimate to the original color image using conventional MIMO algorithms since the RGB color channels are highly correlated. Further, the computational cost involved in extending the one-dimensional (1D) MIMO algorithms in communication theory to two-dimensional (2D) images is significant. In view of this, there is a real need and motivation to reformulate the original MIMO model into a new framework so that the solution to the new model will provide a reasonably good estimate to the original color image, while preserving the visual quality of the solution.

The contribution of this chapter, therefore, is to propose a new framework that offers a tractable solution to alleviate the intractable original MIMO deconvolution problem. It also addresses the issues encountered when extending the SC and MC grayscale blind image deconvolution into the color image domain. In the proposed framework, the blind color image restoration is performed using a hybrid of SISO and SIMO models. The new method has two characteristics: (i) in SISO model, we utilize the local spatial smoothness of low frequency component in each channel to perform image regularization, and (ii) in SIMO model, the
technique exploits the spectral correlation between the high-frequency subbands of different channels to perform deconvolution. The method also takes intrachannel and interchannel blurring into consideration. Experimental results show that the new method is effective in restoring color images where there is limited information about the blurring functions.

The organization of the rest of this chapter is outlined as follows. The mathematical model of color image degradation is introduced in Section 6.2. A wavelet-based deconvolution scheme for color images and its justification are presented in Section 6.3. Section 6.4 discusses the approximate subband deconvolution using SISO modeling. In Section 6.5, the detailed subband deconvolution based on SIMO modeling is explained. In Section 6.6, the optimization procedure is discussed. Experimental results are presented in Section 6.7. Finally, a summary is given in Section 6.8.

6.2 Problem Formulation

The linear color image degradation processes are commonly modeled by [127], [135]

\[ g_j = \sum_{i=R,G,B} h_{ji} \otimes f_i + n_j , \quad j = R, G, B \]  \hspace{1cm} (6.1)

where \( g_j \), \( f_i \), and \( n_j \) are the \( j \)-th blurred color channel, \( i \)-th original color channel, and \( j \)-th channel noise, respectively. \( h_{ii} \) and \( h_{ij} (i \neq j) \) are intrachannel and interchannel PSFs or blurs. The operator \( \otimes \) denotes two-dimensional convolution operation. The intrachannel blurring usually dominates the interchannel blurring, or in other words, the coefficients of \( h_{ii} (i \neq j) \) are usually much smaller than that of \( h_{ij} \). The objective of blind color image deconvolution is to estimate \( f_i \), \( i = R, G, B \) given the three channels of the blurred image \( y_j , j = R, G, B \). It is obvious that this is a challenging problem as the information about the blurring functions \( h_{ij} \)
and \( h_y \) are not known and each color channel \( f_i \) is highly intercorrelated.

Before outlining the proposed restoration algorithm, we will first cover some preliminaries on the filter bank used in this chapter. Fig. 6.1 illustrates the analysis and synthesis stages of wavelet decomposition. The low-pass filters \( a_{lp}(x) \) and \( a_{lp}(y) \), and the high-pass filters \( a_{hp}(x) \) and \( a_{hp}(y) \) denote the analysis filter banks performing an undecimated wavelet transform in the vertical \((x)\) and horizontal \((y)\) directions, respectively. In contrast, the synthesis filters \( s_{lp}(x) \), \( s_{lp}(y) \), \( s_{hp}(x) \), and \( s_{hp}(y) \) reverse the process to obtain the original signal. As the redundant coefficients in the wavelet transform are useful for reconstruction in this case, we have chosen not to include the decimator in wavelet transformation. This operation is known as redundant discrete wavelet transform (RDWT). During the analysis stage, each decomposed channel of the blurred image is given as follows:

\[
\begin{align*}
    g_{j, LL} &= a_{lp}(x) \otimes [a_{lp}(y) \otimes f_j(x, y)] \\
    g_{j, HL} &= a_{lp}(x) \otimes [a_{hp}(y) \otimes f_j(x, y)] \\
    g_{j, LH} &= a_{hp}(x) \otimes [a_{lp}(y) \otimes f_j(x, y)] \\
    g_{j, HH} &= a_{hp}(x) \otimes [a_{hp}(y) \otimes f_j(x, y)]
\end{align*}
\] (6.2)

Fig. 6.1: Analysis and synthesis filter banks for color image deconvolution.
where $g_{j,LL}$ is the approximate subband (LL), and $g_{j,HL}, g_{j,LH}, g_{j,HH}$ are the horizontal (HL), vertical (LH), and diagonal (HH) detailed subbands of the $j$-th channel of the blurred image, respectively. Performing wavelet decomposition in similar fashion to (6.2) on both sides of (6.1), and ignoring the additive noise, we obtain the following:

$$
S_j U = \sum_{i=R,G,B} h_i \otimes f_i LL, \quad g_{j,HL} = \sum_{i=R,G,B} h_i \otimes f_i HL, \\
g_{j,LH} = \sum_{i=R,G,B} h_i \otimes f_i LH, \quad g_{j,HH} = \sum_{i=R,G,B} h_i \otimes f_i HH
$$

The formulation in (6.3) demonstrates that the original system in (6.1) can be transformed into an equivalent system consisting of subband decompositions of the original image $f_i$ and the observed blurred image $g_j$. The reason for performing this transform is because it is observed that there exists different characteristics between spectral correlations for different subbands, and therefore they should be handled differently. The procedures and rationales of the proposed blind color image restoration algorithm in the subband domains will be explained in greater details in the following sections.

6.3 A Wavelet-based Deconvolution Scheme

6.3.1 Schematic Overview

Current blind color image deconvolution schemes strive to extend the framework of SISO deconvolution in grayscale images to color images [135], [158]. These approaches, however, give rise to artifacts near the edges and textured regions, as they do not fully utilize the correlation between different color channels. Further, they ignore the interchannel blurs, which will inevitably lead to a certain amount of restoration error. On the other hand, conventional
MIMO algorithms cannot be employed in this case, as the color channels are highly correlated. In view of this, we propose a scheme that is able to alleviate this dilemma.

The development of the new framework is centered on the following two observations:

(i). Studies show that images usually contain strong high-frequency correlation between three color (RGB) channels. This is reflected particularly in the edges and textured regions where changes in color profiles are strongly correlated [159].

(ii). The low-frequency components of each color channel of the images are often moderately correlated, as demonstrated in the smooth regions.

We develop a framework to exploit the properties above to address blind color image deconvolution. The schematic diagram of the new scheme is shown in Fig. 6.2. Based on the observations highlighted above, the proposed hybrid framework is divided into a two-stage process, namely subband deconvolution and subband synthesis. For approximate subband (LL) deconvolution, a SISO image deconvolution algorithm is used on the blurred RGB channels to produce the restored color channels. The restored LL subband of each channel can then be obtained by performing wavelet decomposition on their respective restored color channels. It is worth noting that we choose to apply SISO deconvolution on the blurred RGB channels instead of the blurred LL subbands as it is easier to introduce smoothness constraint in the original RGB domain by employing a 3D weighted Laplacian regularization function for image-domain. On the other hand, for detailed subbands (HL, LH, and HH) deconvolution, the proposed method first performs wavelet decomposition on the RGB blurred color channels to produce three sets of blurred detailed subbands. A SIMO image deconvolution algorithm is then employed to estimate the detailed subbands of the restored image. Finally, the restored color image is obtained by applying the synthesis filters on the restored LL, LH, HL and HH subbands obtained from the SISO and SIMO deconvolution.
6.3.2 Justifications of the Proposed Framework

In this section, we will attempt to provide justifications for the proposed framework. It should be noted that the proposed method does not attempt to solve the original MIMO structure directly, but rather approximate the system with a hybrid of SISO and SIMO models. We will provide holistic and experimental justifications to demonstrate the soundness of the proposed algorithm.

The property of color image highlighted in Section 6.3.1 has been widely reported and used in color filter array (CFA) demosaicking and color image denoising. Gunturk et al. [159] have shown that high-frequency wavelet coefficients of color components are strongly correlated. Further, Lian et al. [160] point that high-frequency coefficients of color components are not only correlated but also almost identical to each other. To illustrate the similarity between the high-frequency components of different color channels, we adopt a performance measure called spectral correlation coefficient in this work. The spectral correlation coefficient between two corresponding subbands of different color channels $X$ and $Y$ is given as [159]:

![Diagram of the proposed algorithm](image)
\[ \rho_{X,Y} = \frac{E[(X - \mu_X)(Y - \mu_Y)]}{\sigma_X \sigma_Y} \quad (6.4) \]

where \( \mu_X \) and \( \mu_Y \) denote the means of \( X \) and \( Y \), while \( \sigma_X \) and \( \sigma_Y \) represent the standard deviations of \( X \) and \( Y \), respectively. Table 6.1 shows the spectral correlation coefficients computed based on the sample images given in Fig. 6.3. It is observed that the correlation coefficients in the high-frequency subbands \( \{ LH, HL, HH \} \) are very close to value of one, thereby demonstrating that there exists a very strong correlation between different color channels in the high-frequency subbands. Secondly, to further determine the similarity between corresponding subbands of different color channels, we show 3D scatter plots of high-frequency wavelet coefficients in Fig. 6.4. The scatter plots that we obtain are similar to those demonstrated in [160]. We use three color images “Boat”, “Fence” and “Satellite” in Fig. 6.3 as the illustrative images. Different colors of magenta, cyan and black are used in the scatter plots to represent each of these color images, respectively. Each point in the plot represents the magnitudes of the R, G and B subband coefficients of the color images. It is observed that the points representing the detailed subband coefficients are lying predominantly along the line with vector \((1, 1, 1)^T\). This implies that the detailed subband coefficients are almost identical, an observation reported in many other color images [160]. Hence, we can employ SIMO deconvolution for restoration of the detailed subbands. In contrast, it is observed that the coefficients of the approximated LL subband are moderately correlated (values ranging from 0.54-0.95), and they do not lie along the line with vector \((1, 1, 1)^T\). Hence, the precondition for using SIMO deconvolution on LL approximate subband is not satisfied.

Both the above two performance measures show that there exists a strong correlation and similarity between the high-frequency subbands. Thus we assume that all channels are approximately equal at each high-frequency subband. Therefore, we utilize this property in the
context of our algorithm. We use the SISO model for LL subband deconvolution, and the SIMO model for detailed subband deconvolution.

Table 6.1: Spectral correlation coefficients for different color images.

<table>
<thead>
<tr>
<th>Images</th>
<th>Red (R) / Green (G)</th>
<th>Blue (B) / Green (G)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LL</td>
<td>LH</td>
</tr>
<tr>
<td>Boat</td>
<td>0.8317</td>
<td>0.9861</td>
</tr>
<tr>
<td>Cap</td>
<td>0.7119</td>
<td>0.9711</td>
</tr>
<tr>
<td>Woman</td>
<td>0.8987</td>
<td>0.9006</td>
</tr>
<tr>
<td>Satellite</td>
<td>0.8831</td>
<td>0.9666</td>
</tr>
<tr>
<td>Car</td>
<td>0.7447</td>
<td>0.9554</td>
</tr>
<tr>
<td>Butterfly</td>
<td>0.766</td>
<td>0.9452</td>
</tr>
<tr>
<td>Lakeside</td>
<td>0.8661</td>
<td>0.9542</td>
</tr>
<tr>
<td>Motor</td>
<td>0.8858</td>
<td>0.9865</td>
</tr>
</tbody>
</table>
6.4 Approximate Subband Deconvolution

The LL subband of each color channel is estimated using the SISO model given in Fig. 6.5. We will propose the development of a meaningful cost function in this subsection. The image formation process in SISO model, which can be represented by a vector-matrix form as:

\[ g = Hf + n = Fh + n \]  \hspace{1cm} (6.5)

where

\[
\begin{aligned}
g &= \begin{bmatrix} g_R \\ g_G \\ g_B \end{bmatrix}, \\
f &= \begin{bmatrix} f_R \\ f_G \\ f_B \end{bmatrix}, \\
h &= \begin{bmatrix} h_{RR} \\ h_{RG} \\ h_{RB} \end{bmatrix}, \\
n &= \begin{bmatrix} n_R \\ n_G \\ n_B \end{bmatrix}, \\
H &= \begin{bmatrix} H_{RR} & O & O \\ O & H_{GG} & O \\ O & O & H_{BB} \end{bmatrix}, \\
F &= \begin{bmatrix} F_R & O & O \\ O & F_G & O \\ O & O & F_B \end{bmatrix}
\end{aligned}
\]  \hspace{1cm} (6.6)

\( f_i, \ y_i, \ n_i, \) and \( h_{ij} \ i \in \{R, G, B\} \) are the vector representation of the \( i \)-th channel of original image, blurred image, additive noise, and intrachannel PSF, respectively. \( H_u \) and \( F_i \) are the corresponding matrices constructed from \( h_u \) and \( f_i \) [137].
The proposed cost function is given as follows:

$$A(f,h) = \frac{1}{2} \|g - Hf\|_2^2 + U(f,h) = \frac{1}{2} \|g - Fh\|_2^2 + U(f,h)$$  \hspace{1cm} (6.7)$$

The first term in (6.7) represents the data fidelity to the observed data. $U(f,h)$ is a regularization functional that introduces stability into the solution by imposing smoothness constraints on the image and PSFs. We formulate a spatially adaptive regularization scheme by introducing the function below:

$$U(f,h) = \frac{1}{2} \|\sqrt{\Lambda} f\|_2^2 + \frac{1}{2} \|\sqrt{\Psi} Eh\|_2^2$$ \hspace{1cm} (6.8)$$

where the matrices $\Lambda$ and $\Psi$ are space-adaptive weighting terms, $E$ is the 2D Laplacian high-pass operator in the blur domain and $Q$ is the 3D weighted Laplacian operator in the image domain as follows:

$$E = \begin{bmatrix} L & 0 & 0 \\ 0 & L & 0 \\ 0 & 0 & L \end{bmatrix}, \quad Q = \begin{bmatrix} L_3 & C_{BG} & C_{RB} \\ C_{GR} & L_3 & C_{BG} \\ C_{GR} & C_{RG} & L_3 \end{bmatrix}$$  \hspace{1cm} (6.9)$$
where $L$ is the conventional 2D Laplacian matrix, $L_4$ is the 2D Laplacian operator constructed from (6.10), and $C_y$ is given as $C_y = \text{diag} \{ c_y(1,1,j), c_y(1,2,j), \ldots, c_y(M_y,N_y,j) \}$, where $c_y(x,y,j)$ is defined by (6.11) and $M_y \times N_y$ is the dimension of the color image. The Laplacian operator $E$ imposes smoothing constraint on the PSFs. The operator $Q$ is a 3D weighted Laplacian operator that is used in the regularization functional to introduce smoothness constraint in the image domain. The rationale for the choice of $Q$ is to ensure smoothness within a small neighborhood: (i) of each color channel and (ii) across different channels. The operator $Q$ is essentially the matrix representation constructed from the equivalent 3D filter mask $c_i$ below, where the subscript $i$ represents the mask filtering on the $i$-th channel:

$$c_i(x,y,i) = c_i(x+1,y,i) = c_i(x,y-1,i) = c_i(x,y+1,i) = -1, \quad i \in \{R,G,B\}$$  \hspace{1cm} (6.10)

$$c_j(x,y,j) = \frac{\| f_j(\Omega) \|_2}{\| f_i(\Omega) \|_2}, \quad j \in \{R,G,B\} \quad (j \neq i)$$ \hspace{1cm} (6.11)

where $(x,y,i)$ denote the coordinate $(x,y)$ on the $i$-th channel and $c_i(\bullet)$ are the coefficients of the mask operating on the pixel at the position $(\bullet)$. $\Omega$ is the $p \times q$ neighborhood support. The filter coefficients $c_i(x,y,i), c_i(x-1,y,i), c_i(x+1,y,i), c_i(x,y-1,i)$ and $c_i(x,y+1,i)$ will ensure smoothness within a small neighborhood of each color channel. On the other hand, the coefficients $c_j(x,y,j)$ try to impose smoothness between the $i$-th and $j$-th channels. The coefficient $c_j(x,y,j)$ is computed as the ratio of the average intensity between the $i$-th and $j$-th channels. This is to take into account that even for smooth regions, the average intensity for different color channel may be different.
In addition, we have employed the matrices $\Lambda$ and $\Psi$ in the regularization term as

$$
\Lambda = \begin{pmatrix}
\lambda_d I & O & O \\
O & \lambda_g I & O \\
O & O & \lambda_b I
\end{pmatrix},
\Psi = \begin{pmatrix}
\beta_d I & O & O \\
O & \beta_g I & O \\
O & O & \beta_b I
\end{pmatrix}
$$

(6.12)

Here $\lambda$ and $\beta$ are the image- and blur-domain regularization parameters that control the trade-off between the data fidelity term and the image- and blur-domain regularization terms.

We adopt the alternating minimization (AM) technique with conjugate gradient (CG) optimization to minimize the cost function in (6.7). The details of the optimization procedure will be further discussed in Section 6.6.

### 6.5 Detailed Subband Deconvolution

#### 6.5.1 Blind Deconvolution under SIMO Modeling

In line with the study in Section 6.3.2, we assume that all channels are approximately equal at each high-frequency subband due to the high correlation, namely,

$$f_{DB} = f_{R\,(DB)} = f_{G\,(DB)} = f_{B\,(DB)},$$

where $DB = \{LH, HL, HH\}$ are the detailed subbands. This assumption will simplify the original MIMO model of blurred color images into three SIMO models, so that multichannel blind image restoration algorithm can be employed.

The DB subbands of each color channel are estimated using the SIMO model as given in Fig. 6.6. Following this new model and considering (6.3), we can deduce that:

$$
\begin{align*}
\hat{h}_{D,BR} &\approx \hat{h}_{BR} + \hat{h}_{GR} + \hat{h}_{RB}; \\
\hat{h}_{D,GR} &\approx \hat{h}_{RG} + \hat{h}_{CG} + \hat{h}_{BG}; \\
\hat{h}_{D,BB} &\approx \hat{h}_{RB} + \hat{h}_{GB} + \hat{h}_{BB};
\end{align*}
$$

(6.13)

By performing wavelet decomposition and exploiting the observation that the high-frequency
profiles of RGB channels are almost identical, we can reduce the MIMO model in (6.1) into three SIMO structures, corresponding to the RGB channels. This allows us to employ SIMO algorithms to estimate the high-frequency subbands of the color image.

Fig. 6.6: The schematic diagram of SIMO models for HL, LH, and HH subbands estimation.

Mutichannel grayscale blind image restoration using the SIMO model has been studied in recent years. Some promising results have been achieved using eigenvector-based algorithm (EVAM) by Harikumar and Bresler [122]. However, their method is sensitive to noise. Thus, Sroubek and Flusser propose an algorithm that combines the TV technique with the EVAM in order to offer a solution that is more robust towards noise. However, it should be noted that, to the best of our knowledge, no previous works have applied these MC grayscale algorithms on color images due to the mismatch between the SIMO model of MC grayscale problem and the MIMO model of blind color deconvolution. In this work, we have proposed a framework to extend the MC grayscale method in [124] to address blind color image deconvolution. Based on the discussion above, the cost function using the SIMO model for detailed subband deconvolution is given as:

\[ A(f_{128}, h_{128}) = \frac{1}{2}\|g_{128} - Hf_{128}\|_2^2 + U_1(f_{128}) + U_2(h_{128}) = \frac{1}{2}\|g_{128} - Fh_{128}\|_2^2 + U_1(f_{128}) + U_2(h_{128}) \] (6.14)
where

\[
\begin{bmatrix}
g_{R,D_B} \\
g_{G,D_B} \\
g_{B,D_B}
\end{bmatrix}, \begin{bmatrix}
h_{R,D_B} \\
h_{G,D_B} \\
h_{B,D_B}
\end{bmatrix}, \begin{bmatrix}
H_{R,D_B} \\
H_{G,D_B} \\
H_{B,D_B}
\end{bmatrix}, \begin{bmatrix}
F_{D_B} & O & O \\
O & F_{D_B} & O \\
O & O & F_{D_B}
\end{bmatrix}
\] (6.15)

The first term in (6.14) is the least-square data fidelity term. The second and third terms are the image-domain and blur-domain regularization terms, respectively. \(g_{D_B}\) and \(h_{D_B}\) are decomposed into the RGB channels. \(H_{D_B}\) and \(F_{D_B}\) are the appropriate matrices constructed from \(h_{R,D_B}\) and \(f_{D_B}\). In agreement with general blind MC image deconvolution, the blurs \(h_{R,D_B}\), \(h_{G,D_B}\) and \(h_{B,D_B}\) should be weakly coprime [122], [124], [161]. In most cases, this assumption can be satisfied. Although the optimization problem is formulated similar to (6.7), there are some differences in terms of the regularization schemes, in particular, with respect to the detailed image subbands and the multichannel PSFs, respectively. We will further discuss this issue in the next section. Once the detailed subbands of each channel have been estimated, we will combine them with the estimated LL subband, and synthesize them to produce the final restored color image.

### 6.5.2 Regularization Scheme

It is well known that MC blind image deconvolution is an ill-posed problem. TV technique ([136], [162] and [163]) discussed in Chapter 3 is adopted to suppress the noise while preserving the information of high-frequency subbands. The chosen regularization scheme is given by:

\[
U_1(f_{D_B}) = \frac{1}{2} \gamma \int_{\Omega} |\nabla f_{D_B}| 
\] (6.16)

where \(\gamma\) is the regularization parameter, \(\nabla f_{D_B}\) is the local gradient of \(f_{D_B}\), and \(\Omega\) is the image.
support.

Next we will discuss the regularization scheme of the PSFs. To develop the regularization term for the PSFs, we observe that the following condition will be satisfied, in the absence of noise:

\[ g_{i, DB}(x, y) \otimes h_{j, DB}(x, y) - g_{j, DB}(x, y) \otimes h_{i, DB}(x, y) = 0 \quad i, j = R, G, B \quad (6.17) \]

Therefore the condition can be transformed into minimization of a constraint term:

Minimize: \[ \sum_{(x, y) \in I} \sum_{i, j = R, G, B} \left[ g_{i, DB}(x, y) \otimes h_{j, DB}(x, y) - g_{j, DB}(x, y) \otimes h_{i, DB}(x, y) \right]^2 \quad (6.18) \]

The constraint term can then be expressed as a regularization term in the vector-matrix form, \( U_2(h_{DB}) \) is given as:

\[ U_2(h_{DB}) = \frac{1}{2} \left\| Rh_{DB} \right\|_2^2 \quad (6.19) \]

where \( R \) is constructed as follows and \( G_{i, DB} \) is the convolution matrix formed by the blurred image \( g_{i, DB} \).

\[
R = \begin{pmatrix}
G_{G, DB} & -G_{R, DB} & 0 \\
G_{B, DB} & O & -G_{G, DB} \\
0 & G_{B, DB} & -G_{R, DB}
\end{pmatrix}
\quad (6.20)
\]

### 6.6 Optimization Procedure

In this Section, we will describe the minimization of the cost functions corresponding to approximate subband deconvolution in (6.7), and detailed subband deconvolution in (6.14). The overall cost function that is used to estimate the original image and the blurring function is
non-convex. This is because the cost function comprises the image-domain and blur-domain terms. However, the image- and blur-domain cost functions are convex quadratic functions with positive semidefinite Hessian matrices. This implies that the minima of the projected cost function in each domain can be reached. Various studies such as [157], [164] and [165] have demonstrated the effectiveness of AM in addressing blind image restoration.

6.6.1 Alternating Minimization in LL Subband Deconvolution

The optimization procedure used to perform LL subband deconvolution in (6.7) can be summarized as follows:

(i). Initialization:

Initialize \( f_i^n(x, y) = g_i(x, y) \) and \( h_i^n(x, y) \) to delta functions, where \( i = R, G, B \).

(ii). At the \( m \)-th iteration:

a) Minimize the image-domain cost function to estimate the image:

\[
\begin{array}{l}
f^n = \arg \min_f \left( \frac{1}{2} \| g - H^{-1} f \|_2^2 + \frac{1}{2} \| \sqrt{\Lambda} Q f \|_2^2 \right)
\end{array}
\]

(6.21)

This is equivalent to solving for \( f^n \) using the following linear equation:

\[
\left( (H^{-1})^\top H^{-1} + (\sqrt{\Lambda} Q)^\top (\sqrt{\Lambda} Q) \right) f^n = (H^{-1})^\top g
\]

(6.22)

b) Minimize the blur-domain cost function to estimate the blur:

\[
\begin{array}{l}
h^n = \arg \min_h \left( \frac{1}{2} \| g - F^n h \|_2^2 + \frac{1}{2} \| \sqrt{\Psi} E h \|_2^2 \right)
\end{array}
\]

(6.23)

This is equivalent to solving for \( h^n \) using the following linear equation:

\[
\left( (F^n)^\top F^n + (\sqrt{\Psi} E)^\top (\sqrt{\Psi} E) \right) h^n = (F^n)^\top g
\]

(6.24)
(iii). Stop if convergence or a maximum number of iterations is reached; otherwise, go to (ii).

(iv). Obtain the deblurred LL subband by applying the analysis filter on the reconstructed channel.

We adopt the CG optimization to solve (6.22) and (6.24). The CG optimization has been discussed in detail in Chapter 3.

6.6.2 Alternating Minimization in Detailed Subband Deconvolution

The optimization procedure used to perform detailed subband deconvolution in (6.14) can be summarized as follows:

(i). Initialization:

Initialize $f_{DB}^i(x,y) = g_{DB}^i(x,y)$ and $h_{DB}^i(x,y)$ to delta functions, where $i = R, G, B$.

(ii). At the $n$-th iteration:

a) Minimize the image-domain cost function to estimate the image:

$$
\hat{f}_{DB}^n = \arg \min_{f_{DB}^n} \left( \frac{1}{2} \left\| g_{DB}^i - H_n^{-1} \frac{f_{DB}^n}{2} \right\|^2 + \frac{\gamma}{2} \int \left| \nabla f_{DB}^n \right| \right)
$$

This is equivalent to solving for $f_{DB}^n$ using the following equation:

$$
(H_n^{-1})^T \gamma H_n^{-1} + \gamma I f_{DB}^n = (H_n^{-1})^T g_{DB}^i
$$

where $T$ can be constructed by using the method described in Chapter 3.

b) Minimize the blur-domain cost function to estimate the blur:

$$
\hat{h}_{DB}^n = \arg \min_{h_{DB}^n} \left( \frac{1}{2} \left\| g_{DB}^i - F^* h_{DB}^n \right\|_2^2 + \frac{\zeta}{2} \left\| R h_{DB}^n \right\|_2^2 \right)
$$

This is equivalent to solving for $h_{DB}^n$ using the following linear equation:
(iii). Stop if convergence or a maximum number of iterations is reached; otherwise, go to (ii).

The optimization procedure of the cost function in the SIMO model is similar to that of the SISO model. Finally, based on the framework discussed in Section 6.2, we could determine the restored color image by applying the synthesis filters on all the estimated subbands obtained from the SISO and SIMO deconvolution.

The main differences between the proposed method and the double-regularization SISO (DR-SISO) approach in [135] can be summarized as follows:

(i). The proposed method takes interchannel blurring into consideration, while the DR-SISO method ignores the interchannel blurring.

(ii). The proposed method utilizes the correlation information of high-frequency components between different color channels to formulate SIMO deconvolution. The DR-SISO method does not exploit this information.

We will use the DR-SISO method as the baseline for comparison of computational complexity. As the proposed restoration scheme needs to handle four subband deconvolution: low-frequency (LL) subband and high-frequency (LH, HL and HH) subbands, the computational complexity of our algorithm is nearly four times that of the DR-SISO method. Since the exact number of arithmetic operations is difficult to determine, we will use experimental simulation time to demonstrate the computational complexity. The simulation environments are as follows: Windows XP, MATLAB 7.1, CPU P4-3.4 GHz, and 1G RAM. The AM iteration was set to 10 for the experiment. The computational time for our method with an average test image of dimension 256 × 256 is 43s. The average computation time of the DR-SISO method is 11s. This agrees with our earlier analysis. Nevertheless, it should be
pointed out that the proposed method offers superior reconstructed color image when compared with the DR-SISO method, as shown in the following experiments.

6.7 Experiments

In this Section, we demonstrate the effectiveness of the proposed algorithm by performing blind deconvolution on various color images under different environments. For approximate subband (LL) deconvolution, a SISO image deconvolution algorithm is used on blurred RGB channels. The deblurred LL subband of each channel can be obtained by performing wavelet decomposition on each deblurred color channel. For detailed subbands (HL, LH, HH) deconvolution, the blurred image was firstly decomposed into the respective RGB channels. Then, they underwent wavelet decomposition to produce the LH, HL, and HH wavelet subbands for each channel. An undecimated wavelet transform with the low-pass filter \( a_l(.) = \frac{1}{4}[1 \ 2 \ 1] \) and high-pass filter \( a_h(.) = \frac{1}{4}[1 \ -2 \ 1] \) was chosen. We performed detailed subband deconvolution using SIMO modeling. After their respective deconvolution using the SISO and SIMO models, the LL, LH, HL, and HH subbands of each channel were then put together and synthesized using the synthesis filters \( s_p(.) = \frac{1}{8}[\ -1 \ 2 \ 6 \ 2 \ -1] \) and \( s_h(.) = \frac{1}{8}[1 \ 2 \ -6 \ 2 \ 1] \) to render the final restored image.

6.7.1 Blind Color Deconvolution on Synthesized Color Image

To demonstrate the effectiveness of the proposed method, we first use a synthesized color image as shown in Fig. 6.7 (a). The spectral correlation for subband coefficients in Table 6.2 is obtained using the method in Section 6.3.
Table 6.2: Spectral correlation coefficients for the synthesized color image

<table>
<thead>
<tr>
<th>Red (R) / Green (G)</th>
<th>Blur (B) / Green (G)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LL</td>
<td>LH</td>
</tr>
<tr>
<td>0.7731</td>
<td>0.9791</td>
</tr>
<tr>
<td>LH</td>
<td>HL</td>
</tr>
<tr>
<td>0.9771</td>
<td>0.9861</td>
</tr>
<tr>
<td>HH</td>
<td>LL</td>
</tr>
<tr>
<td>0.9771</td>
<td>0.9861</td>
</tr>
<tr>
<td>HH</td>
<td>LH</td>
</tr>
<tr>
<td>0.9565</td>
<td>0.9559</td>
</tr>
<tr>
<td>HH</td>
<td>HL</td>
</tr>
<tr>
<td>0.9671</td>
<td></td>
</tr>
</tbody>
</table>

In this experiment, the RGB channels of the color image were blurred by intrachannel and interchannel PSFs. The chosen intrachannel PSFs for RGB channels were Gaussian blurs with standard deviation of $\sigma = 2.0, 2.5, 3.0$ and with support $3 \times 3, 5 \times 5, 7 \times 7$ respectively. The interchannel PSFs consisted of $7 \times 7$ Gaussian blur with variance of $1.5$. The ratio of magnitude for interchannel to intrachannel degradation was set to $5\%$ in this experiment. The blurred color image is shown in Fig. 6.7(b). We performed blind color image deconvolution using the proposed algorithm, and compared the results with those obtained using the DR-SISO method in [135]. In this chapter, we selected the regularization parameters from the experience accumulated over experiments. First, we followed the algorithm [124] to estimate an order-of-magnitude of the regularization parameters. After fine-tuning within the estimated order of magnitude, the best regularization parameters were chosen when they produce visually appealing results. The simulation results show that the algorithm is robust towards different regularization parameters so long as they fall within a reasonable range. To ensure fairness, we also tried to estimate the regularization parameters by using our method to obtain the optimal result for the DR-SISO method. We adopted the following values for the regularization parameters in this experiment: $\lambda_r = 10^{-4}, \beta_r = 10^{3}$ in the SISO deconvolution, $\gamma = 10^{6}, \zeta = 10^{5}$ in the SIMO deconvolution for the HH subbands and $\gamma = 10^{5}$ for the LH and HL subbands.
3.7.2 Blind Color Deconvolution on Natural Images with Additive Noise

We illustrate the capability of the proposed method to handle noisy degraded color images in this section. The images used in this experiment are shown in Fig. 6.8. The blurs were used as same as the previous experiment. A 30dB SNR AWGN was added to each color image channel. In this experiment, we adopted the following regularization parameters in the image domain:
\( \lambda = 0.005 \) in the SISO deconvolution, and \( \gamma = 10^{-5} \) for the HH subband in the SIMO deconvolution and \( \gamma = 10^{-4} \) for the LH and HL subbands. The final results using the proposed and DR-SISO methods are tabulated in Table 6.3. From the results, it is observed that the \( \text{NMSE}(h) \) obtained using both methods are similar because the intrachannel blurs are estimated using the SISO deconvolution in both cases. However, it should be noted that the proposed method takes the interchannel degradation into consideration in the detailed subband restoration. This is given by \( \text{NMSE}(h_{\text{db}}) \) in the table. The superiority of our method is further confirmed by the \( \text{PSNR}(f) \) in the table. Further, the “Circuit board” image was used to illustrate the quality of the restored images in Fig. 6.9. It can be seen that the restored image using the proposed method has recovered the overall sharpness of the image. Comparison with the result obtained using the DR-SISO method indicates the superiority of the proposed method.

Fig. 6.8: Images used in the experiment.
Fig. 6.9: Blind color image deconvolution on Gaussian blurred color image with additive noise. (a) Noisy blurred image, (b) Restored image using the DR-SISO method [135], (c) Restored image using the proposed method.

<table>
<thead>
<tr>
<th>Image</th>
<th>Different Gaussian PSF (30dB)</th>
<th>DR-SISO</th>
<th>Our proposed method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\text{NMSE}(h)$</td>
<td>$\text{PSNR}(f)$</td>
<td>$\text{NMSE}(h)$</td>
</tr>
<tr>
<td>Boat</td>
<td>0.0168</td>
<td>24.17</td>
<td>0.0142</td>
</tr>
<tr>
<td>Fence</td>
<td>0.0174</td>
<td>26.89</td>
<td>0.0169</td>
</tr>
<tr>
<td>Woman</td>
<td>0.0251</td>
<td>25.61</td>
<td>0.0249</td>
</tr>
<tr>
<td>Satellite</td>
<td>0.0213</td>
<td>20.28</td>
<td>0.0207</td>
</tr>
<tr>
<td>Tilehouse</td>
<td>0.0221</td>
<td>21.36</td>
<td>0.0211</td>
</tr>
<tr>
<td>Circuit Board</td>
<td>0.0196</td>
<td>14.38</td>
<td>0.0173</td>
</tr>
</tbody>
</table>

6.7.3 Blind Color Image Deconvolution on Real-life Image

A real-life “bookshelf” image is captured by a web camera, while in-focus is set to be the ground truth. It is shown in Fig. 6.10 (a). Next, we captured an out-of-focus image, and the blurred color image is given in Fig. 6.10(b). It is observed that the image suffers from blurring, especially near the text region. We run the proposed method on the blurred real-life image, and the restored color image is given in Fig. 6.10(d). From the figure, it can be seen that the considerable clarity of the image has been recovered. There is also no noticeable ringing and color artifact in the restored image. Further, the result obtained using the DR-SISO method is given in Fig. 6.10(c). Comparing the results obtained using both methods with the ground truth,
it is shown that the proposed approach is superior in handling real-life blind color image deconvolution. It is able to recover more visual clarity from the blurred image, particularly near the text region.

Fig. 6.10: Blind color image deconvolution on real-life image. (a) Ground truth, (b) Blurred image, (c) Restored image using the DR-SISO method [135], (d) Restored image using the proposed method.

6.8 Summary

In this chapter, we present a new algorithm to address blind color image deconvolution based on a hybrid framework of SISO and SIMO models. We emphasize the importance of exploiting both spatial and spectral correlations in color image deconvolution and use a combination of SISO and SIMO blind algorithms to solve the problem. In the SISO model, we develop a full-channel alternating minimization scheme to perform deconvolution. In the SIMO model, the dominant interchannel spectral correlation is exploited to perform deconvolution. Experimental results show that the proposed method is able to provide good restored color images where there is limited information about the blurring functions.
Chapter 7

Conclusion and Future Work

7.1 Conclusion

In many computer vision applications, the imaging system can see the world by various sensors, such as still or video cameras. The resolution of image is crucial for the performance of the system, such as license plate readers or surveillance systems. This thesis investigates the techniques for HR image reconstruction through image SR and deconvolution algorithms. In the following subsections, we summarize the work of this thesis in three parts: multi-frame SR, single-frame face SR and color image deconvolution.

7.1.1 Multi-frame Super-resolution

This thesis has addressed the multi-frame SR from two points of view: blur identification and motion estimation.

A main issue arising from the multi-frame SR problem is the availability of the knowledge on the blurring occurred during the image formation process. In many real-world applications, it is often difficult to know the blurring completely \textit{a priori}. This motivates the study of blind image SR to incorporate blur identification into the SR algorithms. In this thesis, a new soft MAP estimation framework has been developed to address this problem. As opposed to most disjoint blind SR methods that performing SR reconstruction followed by blind image deconvolution on the blurred HR image, the new algorithm offers a joint process of blur
identification and HR image reconstruction. The MAP framework based on alternating minimization (AM) estimates the blur and the HR image iteratively. This provides a unified framework where a more reliable blur identification from the HR image can be achieved, which in turn renders a better HR image reconstruction. In addition, as opposed to the conventional notion of hard decision for the blurs, the proposed algorithm employs a soft blur learning scheme to integrate the parametric information of the blurring function into the algorithm. The best-fit parametric model of the blurring function can be estimated and incorporated into the blur prior to induce reinforcement learning towards it. The scheme can be tailored to include other blur types if some prior parametric knowledge of the blur is available. Experimental results show that the new method is effective in performing blind image SR where there is limited information about the blurring functions.

Another critical step in multi-frame SR is accurate registration, i.e. motion estimation, of the LR images. Unlike conventional SR works that focus on translational motion only, we adopt a more generic motion model that includes both translation as well as rotation in Chapter 4. The adopted motion model is more realistic. As opposed to the current two-stage SR methods that perform registration on the LR images the image registration in the proposed joint framework is performed iteratively using the progressively estimated HR image. This is promising as more accurate motion parameters can be determined, thereby enhancing the performance of the HR reconstruction. Further, the new method can overcome the shortcoming of the iterative AM framework, as the cost function is not projected onto the image and motion parameter domains one at a time. Instead, an iterative scheme based on a nonlinear least squares method is developed to estimate the motion parameters and the HR image simultaneously. Moreover, it is noted that the problem in this joint scheme is no longer linear with respect to some motion parameters. We solve this issue by deriving the Jacobian matrix, which enable the nonlinear least squares method to be used in the joint SR framework. Experimental results have shown
that the proposed method is effective in performing image registration and SR for simulated as well as real-life images.

## 7.1.2 Single-frame Face Super-resolution

Unlike multi-frame SR that performs HR image reconstruction by fusing multiple LR images, single-frame SR algorithm estimates missing HR details from a single observed LR image by learning from training examples. In this thesis, we focus our attention on face problem domain. Different from generic image SR, the common characteristics of a human face is essential for face image SR. Single-frame face SR problem is challenging, as there is less observed data available and we have to take into account the specific features of human faces.

In this thesis, we have developed a new single-frame face SR method by using the techniques: PCA and LLE. An improved PCA-based method is used to synthesis a global HR face, followed by a patch-based residue prediction step for compensating detailed facial features. Compared with the conventional PCA-based method, the new method can be applied to new data more effectively, and a better HR image that bears closer resemblance to the original face while preserving usual characteristics of a human face. Furthermore, the estimation of the residual patch does not depend on a single nearest neighbor in the training set. Instead, it depends simultaneously on multiple nearest neighbors in a way similar to LLE for manifold learning. Experimental results have shown the effectiveness of the proposed method.

## 7.1.3 Color Image Deconvolution

Image deconvolution aims to restore a blurred and noisy image, without increasing the pixel resolution. Blind color image deconvolution has been investigated in this thesis. It is considered as a MIMO deconvolution problem, where intrachannel and interchannel blurring are taken into consideration. We have presented a new algorithm to address blind color image deconvolution
based on a hybrid framework of SISO and SIMO models. We emphasize the importance of exploiting both spatial and spectral correlations in color image deconvolution and use a combination of SISO and SIMO blind algorithms to alleviate the intractable original MIMO problem. In the SISO model, we develop a full-channel alternating minimization scheme to perform deconvolution. In the SIMO model, the dominant interchannel spectral correlation is exploited to perform deconvolution. Compared with classical color image deconvolution methods, the new method incorporates the blur identification into image deconvolution. Experimental results have shown that the proposed method is able to provide good restored color images where there is limited information about the blurring functions.

7.2 Future Work

Based on the research in this thesis, we point out the potential directions for future research in this section. The future of HR reconstruction technology appears to be bright, although much work remains to be done to reach a mature technology.

7.2.1 Multi-frame Face Super-resolution

Studies in this thesis have shown that the proposed multi-frame generic image SR and learning-based single-frame face SR methods are able to provide satisfactory HR results under certain conditions. So an intuitive extension of the current work is a multi-frame face SR when multiple LR face observations are available. If we only apply the multi-frame generic image SR method on the LR faces, the reconstructed HR result may neglect the common characteristics of human faces, since the prior of the HR image is based on generic images. If we had more specific information about the target image, our estimate could be better. Further, it has been shown in [113] and [166] that fundamental limits for the reconstruction-based multi-frame SR
are bounded with respect to the magnification factors under different conditions. Beyond the limits, the reconstructed HR image may deviate significantly from the ground truth. On the other hand, if we only apply the single-frame face SR method on single-face frame, we may leave the available information of other frames unused. In view of this, it is advantageous to combine these two frameworks to yield a hybrid SR reconstruction technique, thereby gaining the benefits of both algorithms. In addition, one possible extension of face SR is the employment of some adaptive bilateral filtering works in the post-processing step. It is observed that the artifacts of the result by the proposed face SR method mainly locate around the face boundary. Thus, it is desirable to use the location-adaptive bilateral filtering algorithm to improve the final result.

### 7.2.2 Color Image Super-resolution

In this thesis, SR problem has been investigated mainly for grayscale images. One possible direction for future research is to investigate the SR problem for color images. As discussed in color image deconvolution, the color channels (RGB) are not independent but rather highly correlated. Therefore, how to fully exploit this property for color image SR is of interest. Besides that, it is noted that the color digital cameras also suffer from color mosaicking [159], [167]. It is known that most color imaging device use a single CCD equipped with a CFA (commonly using Bayer pattern) to acquire color images. At the location of each pixel only one color sample is taken. To interpolate the other colors from neighboring samples, it is often referred to as "CFA demosaicking". Merely applying a simple CFA demosaicking algorithm prior to SR may lead to suboptimal performance. Recently, there is a growing interest in a joint framework by merging SR and CFA demosaicking into one single process [168], [169]. However, to the best of our knowledge, there is still limited work addressing the problem of estimating motion between Bayer filtered images for color image SR, which remains to be fully
analyzed. Therefore, we believe that the future research in this area will be beneficial for color image SR.

7.2.3 Video Super-resolution

Image SR aims to reconstruct a single still HR image from a set of LR images or a single LR image, while video SR tries to reconstruct a HR video sequence from a LR video sequence. The SR techniques described in this thesis may be applied to video SR by using a shifting window of processed frames [7]. The "sliding window" determines the set of LR frames to be processed to produce the output HR frame at each time. Then the window is moved forward to produce successive HR frames in the output sequence. However, the disadvantage of this method is that the reconstruction of the HR frames in the sequence is independent. In other words, it does not make use of the previously estimated HR frame. In addition, the computational requirement for the sliding window-based method is high. Recently, a few papers have suggested different recursive estimation methods for video SR [170], [171], [172] by employing the temporal evolution of the process. Therefore, an interesting extension of the research in this thesis includes the incorporation of the recursive estimation algorithms in video SR.
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