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Abstract

With the rapid advances in information processing, communication and sensing technologies, networked control systems (NCSs) have gained substantial research interest due to their broad applications. The incorporation of resource limited communication networks in the feedback loop induces new challenges in system analysis and synthesis.

One of the main challenges in NCSs is on the quantized feedback control under limited data rate. It is well established that there exists a minimum average data rate above which a discrete LTI system can be stabilized. To exploit the capacity of logarithmic quantization, we show that a finite-level logarithmic quantizer suffices to approach the minimum average data rate for stabilizing a discrete LTI system under two basic network configurations. While in a practical networked system, the issues of packet loss and limited data rate generally co-exist. Data rate theorem for mean square stabilization of an LTI system over lossy digital channels is studied, which reveals the joint effect of quantization and packet loss on the mean square stabilizability. More specifically, the additional data rates required to counter the effect of packet loss are explicitly quantified for single input systems under i.i.d. packet loss, and for scalar systems under Markovian packet loss. Sufficient data rate conditions are also provided for general discrete LTI systems.

Then, we proceed to analyze the effect of limited data rate and packet loss on filtering performance. Under limited data rate constraints, a multi-level quantized innovations Kalman filter is proposed to estimate the state of linear stochastic systems. The quantized filter has the same complexity as the standard Kalman filter and exhibits a comparable estimation performance under quantization with a moderate number of bits. With Markovian packet losses, the problem on mean stability
of the estimation error covariance matrices of Kalman filter is quite challenging. Based on the realization of the packet loss process, two stability notions, namely stability in stopping times and stability in sampling times, are introduced to examine the behavior of the estimation error covariances. Although the two stability notions have different meanings, they are shown to be equivalent. Thus, necessary and sufficient conditions for stability of estimation error covariance matrices are derived for second-order and certain classes of higher-order systems. All stability criteria are given by simple inequalities in terms of the largest open loop pole and the transition probabilities.

Finally, we study the networked multi-agent consensus control problem by considering a group of identical agents, each of which is described by a discrete LTI system. We reveal the joint effect of agent dynamics, network topology and limited data rate on consensusability of linear discrete multi-agent systems under a common control protocol. A remarkable result is that the intrinsic entropy rate of the agent dynamics poses a fundamental limitation on consensusability.
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Chapter 1

Introduction

1.1 Motivation and Objective

Networked control systems (NCSs) are feedback control systems wherein the control loops are closed via a real-time network, see Fig. 1.1 for an illustration. The defining feature of an NCS is that information is exchanged between sensors, actuators and controllers via a network. The advantages of NCSs over conventional control systems include low cost of installation, flexibility in system implementation, and the ease of maintenance. Examples of practical significance of NCSs include sensor networks, industrial control networks, multiple vehicle coordination, and Micro-Electro-Mechanical systems, where their aims are to control one or more dynamical systems by deploying a digital communication network for data exchange. The disadvantage is that a real communication network, especially wireless sensor network (WSN), is generally subject to limited network resources and uncertainties such as packet loss, finite data rate, transmission error, data delay, and latency.

The incorporation of a communication network in the feedback loop makes the analysis and design of an NCS complex since in most problems, estimation/control interacts with communication in various ways. For example, there exists a critical positive data rate below which there does not exist any quantization and control scheme able to stabilize an unstable plant [82,84]. In addition, there exists a critical packet loss rate above which the mean state estimation error covariance matrices
of the Kalman filter will diverge [103]. These phenomena strongly imply that the communication network capacity will pose a significant effect on the control/filtering performance. While the conventional control theory is usually established under the assumption that data is transmitted without distortion and the communication theory is relatively indifferent to the specific purpose of the transmitted information, this raises new fundamental problems in investigating NCSs from the perspective of unifying communication, estimation, and control.

These considerations have motivated the research on NCS to better understand the interplay between control/estimation and communication, see the special issues [1,2,15] and the references therein. The primary objective of this thesis is to develop new control tools for analysis and synthesis of an NCS and to quantify the effect of limited data rate and packet loss on the system’s performance. Note that the study of other communication effects, e.g., data delay and transmission error, are important as well but not pursued in this thesis.

1.2 Major Contributions of the Thesis

The main results of this thesis are stated informally as follows.

**Result 1:** (Optimality of logarithmic quantization) The logarithmic quantizer is optimal in the sense of approaching the minimum data rate for stabilizing a linear time-invariant (LTI) system.

One of the most interesting quantizers is the so-called logarithmic quantizer [29,36], which gives the coarsest quantization density for quadratic stabilization of...
an unstable single input LTI system. And the existing robust control methods can be applied to design quantized feedback with logarithmic quantization for stabilization and performance control [36]. Though the study of logarithmic quantizer constitutes a vast body of literature, e.g., [16, 19, 29, 36–39, 46, 66, 109], it is unclear whether a logarithmic quantizer can approach the well-known minimum average data rate required for stabilizing an LTI system. This result provides an affirmative answer.

**Result 2**: (Data rate theorem over lossy channels) Additional bits required to counter the effect of random packet losses on mean square stabilization of linear systems are quantified.

The data rate theorem reveals a striking relationship between the minimum data rate for stabilization of an LTI system and the unstable open loop poles [6, 82, 84, 107]. While in a practical networked system, especially in a resource limited WSN, the issues of packet loss and limited bandwidth in general co-exist. Thus, it is of great importance to find the minimum data rate with the consideration of packet loss, above which a given dynamical system can somehow be stabilized. As analogous to Shannon’s *source coding theorem* [23], this result is an attempt to discover the minimum data rate with random packet loss for mean square stabilization of an LTI system under two probabilistic packet loss models. It contains the existing results on data rate and packet loss rate for stabilization of linear systems as special cases.

**Result 3**: (An exact characterization of Markovian packet losses on the stability of Kalman filtering) Necessary and sufficient conditions for mean square stability of the estimation error covariance matrices of Kalman filtering with Markovian packet losses are provided for second-order and certain classes of higher-order systems.

Kalman filtering is of tremendous importance in system theory and control due to its various applications ranging from tracking, detection to control. Recently, much attention has been paid to the stability analysis of Kalman filtering with intermittent observations due to the unreliability of the inserted network for propagating data packets, see [47, 100, 132] and the references therein. Because of the temporal correlation of the Markov process, the usual mean square stability condition for the estimation error covariance matrices of vector systems is yet to be
known [51,100,119]. By exploiting the system structure, this result explicitly gives necessary and sufficient conditions for mean square stability of the estimation error covariance matrices for second-order and certain classes of higher-order systems with Markovian packet losses, in terms of the open loop pole with the largest magnitude and the transition probabilities of the Markov process.

**Result 4**: (Multi-level quantized innovations Kalman filter) A simple and efficient quantized innovations Kalman filter is proposed to estimate the state of linear stochastic systems.

Due to the introduction of a highly nonlinear quantizer, it is impossible to find an optimal recursive quantized filter. Since the innovation contains new information about the state that is not conveyed by previous observations, it perhaps can be represented by fewer number of bits than measurement. Taking advantage of this observation, we propose a multi-level quantized innovations Kalman filter (MLQ-KF) to estimate the state of linear stochastic systems. The computational cost of the quantized filter is almost identical to that of the Kalman filter. The performance of the optimal MLQ-KF is demonstrated via simulations to be close to that of Kalman filter even under quantization with a moderate number of bits (say 2 bits), which is very useful for applications in sensor networks with the scarcity of bandwidth, computational capacity and energy.

**Result 5**: (An explicit characterization of agent dynamic, network topology and limited data rate on consensusability of multi-agent systems) The joint effect of agent dynamic, network topology and limited communication data rate on consensusability of linear discrete-time multi-agent systems under a common control protocol is revealed.

Distributed coordination of multiple agents has attracted considerable interest in various scientific communities due to broad applications in many areas [9, 22, 33, 69, 85, 87, 121]. A fundamental problem dealing with the existence of consensus protocols has not been emphasized until the recent work [71]. However, the generalization to the discrete-time case is far from trivial since the feedback information is no longer instantaneously obtained. To achieve consensus for the general agent dynamic, the connectivity of the interaction graph for agents must be sufficiently
strong to dominate the instability of the agent dynamic. Thus, it is crucial to exploit their relationship for achieving consensusability of multi-agent systems under the assumption that the information is exchanged via ideal channels.

1.3 Organization of the Thesis

This thesis is mainly divided into two parts: networked control (Chapters 3-7) and networked multi-agent consensus control (Chapters 8-9). The rest of the thesis is organized as follows.

In Chapter 2, we review the most relevant results in the literature.

In Chapter 3, the attainability of the minimum average data rate for stabilization of linear systems via logarithmic quantization is confirmed. We derive explicit finite-level logarithmic quantizers and the corresponding controllers to approach the minimum average data rate under two basic network configurations.

In Chapter 4, data rate theorem for mean square stabilization over lossy channels is developed assuming that the packet loss process follows an i.i.d. Bernoulli process. For general single input systems, the minimum data rate is explicitly given in terms of unstable eigenvalues of the open loop matrix and the packet loss rate.

In Chapter 5, we continue to enrich data rate theorem for mean square stabilization over lossy channels. But the packet loss process is modeled by a binary Markov process, which is more realistic than the i.i.d. case. It turns out that the minimum data rate for scalar systems can be explicitly given in terms of the magnitude of the unstable mode and the transition probabilities of the Markov chain. Necessary and sufficient conditions on data rate for mean square stabilization of vector systems are provided respectively and shown to be optimal under some special cases.

In Chapter 6, the behavior of the state estimation error covariance of Kalman filtering with Markovian packet loss is analyzed. For second-order and certain classes of higher-order systems, necessary and sufficient conditions for stability of the mean estimation error covariance matrices are provided. All stability criteria are expressed by simple inequalities in terms of the largest open loop pole and transition probabilities of the Markov process.
In Chapter 7, we develop a general multi-level quantized filter for linear stochastic systems, which has almost the same computational complexity as that of Kalman filter. It is demonstrated via simulations that under a moderate number of bits quantization, its performance comes comparable to Kalman filter.

In Chapter 8, the joint effect of agent dynamic, network topology and communication data rate on consensusability of linear discrete-time multi-agent systems is explored. We show that the effect of the undirected graph is exactly quantified by its eigenratio and the intrinsic entropy rate of each agent poses a fundamental limitation on the graph.

In Chapter 9, an observer-based control protocol using relative output feedback is proposed to achieve consensus of discrete-time multi-agent systems. A necessary and sufficient condition for consensusability under this control protocol is given, which explicitly reveals how the intrinsic entropy rate of the agent dynamic and the eigenratio of the undirected graph affect consensusability. The theoretical results are illustrated by simulations.

In Chapter 10, some conclusion remarks are drawn and possible future research directions are highlighted.
Chapter 2

Literature Review

Recent years have witnessed a growing research interest in NCSs due to their potentials in broad applications. We feel that a survey of results scattered in the literature is necessary and useful. In this chapter, we will concentrate on the literature that focuses on the interactions between control/estimation and communication of an NCS. Due to the rapid growth of the literature, our review is by no means complete or comprehensive. In Section 2.1, we review quantized control and estimation. In Section 2.2, results on control and estimation over lossy networks are reviewed. The relevant literature on consensus control of multi-agent systems is included in Section 2.3.

2.1 Quantized Control and Estimation

Control using quantized feedback has been an important research area for a long time, even as early as in 1956 [54]. Most of the early work adopts the attitude that a quantized measurement of a real number is an approximation of that number and models quantization error as extra additive white noise [114]. The standard solutions of stochastic control are then applied. Although this approach would seem to be reasonable if the quantizer resolution is high, it is challenged in the new environment where only coarse information is allowed to propagate through the network due to limited network bandwidth or for the purpose of energy saving, e.g., in WSNs. The change of view on quantization in the control community can be traced back to the
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seminal paper [26] where the author treats quantization as partial information of the quantized entity rather than its approximation, and demonstrates the significance of the historical values of the quantizer output. An important line of research that focuses on the interplay among coding, estimation and control is initiated by Wong and Brockett in [115, 116]. Till now, various quantization methods for control and estimation have been developed.

2.1.1 Quantized Feedback Control

Research on quantized feedback control can be categorized depending on whether the quantizer is static or dynamic. A static quantizer is a memoryless nonlinear function while a dynamic quantizer uses memory and is more complicated and potentially more powerful. In the same spirit of [26], Brockett and Liberzon [14] propose a dynamic finite-level uniform quantizer for stabilization, and point out that there exist a dynamic adjustment policy for the quantizer sensitivity and a quantized state feedback controller to asymptotically stabilize an LTI system. Those original works have motivated to study a fundamental question: how much information needs to be communicated between the quantizer and the controller for stabilizing a discrete LTI system? Various authors have addressed this problem under different scenarios, e.g., [5, 82, 84, 107, 116, 131], leading to the appealing data rate theorem which states that the stabilization of an LTI system can be achieved with an average data rate $R$ if and only if it satisfies the following inequality:

$$R > \sum_i \log_2 |\lambda^u_i|,$$

where $\lambda^u_i$ denotes an unstable pole of the open-loop system. This implies that if the plant is more unstable, a larger average data rate is required for stabilization. To approach the minimum data rate, a dynamic quantizer is needed.

Coarser quantization means less information flows between the controller and the plant. It is of interest to seek the minimum quantization density for quadratically stabilizing an unstable plant and the corresponding optimal quantizer. In [29, 36], a logarithmic quantizer is proved to give the coarsest quantization density...
for quadratic stabilization of an unstable single input LTI system and the minimum
density $\rho$ is again determined by the product of unstable open poles, i.e.,

$$
\rho = \frac{\prod_i |\lambda_i^u| - 1}{\prod_i |\lambda_i^u| + 1}.
$$

(2.2)

Similarly, the more unstable the plant, the higher the quantization density (more
information flows) is required for quadratic stabilization. By the classical sector
bound approach, Fu and Xie [36] show that the quadratic stabilization problem
with a set of logarithmic quantizers for MIMO systems is the same as quadratic
stabilization of an associated system with sector-bounded uncertainty. This implies
that the minimum quantization density for MIMO systems is extremely difficult to
establish.

However, a static logarithmic quantizer in [29, 36] uses an infinite data rate to
represent the quantizer output, which is impractical. In [37], it is shown that an
unstable linear system can be stabilized by using a fixed-rate finite-level logarithmic
quantizer with a dynamic scaling. Furthermore, we have shown that logarithmic
quantization is optimal in the sense of approaching the minimum average data rate
given in (2.1) to stabilize an LTI system in [123]. See Chapter 3 for details. Apart
from the theoretical merit on its own, the practical importance of studying loga-
rithmic quantization is obvious since floating-point quantization may be treated as
logarithmic quantization. Currently, scientific calculations are almost exclusively
implemented by using floating-point roundoff and more and more digital signal pro-
cessors contain floating-point arithmetic [112].

Performance control via quantized feedback has also been considered. Clearly,
the quantizer and controller/estimator should be jointly designed so as to achieve
the optimal performance for the overall system. This problem is generally very
challenging, not only because the quantizer and estimator/contoller are inter-related
but also due to that for a different performance criterion, the optimal quantizer-
estimator/controller will be substantially different. In [36], a sector bound approach
with the logarithmic quantizer is used to address the LQR and $H_\infty$ performance
problems. However, its optimality is unclear. Optimal control of partially observed
linear Gaussian systems is considered under a quadratic cost in [8, 10, 24, 35, 83, 108, 127]. Unlike the classical LQG problem, the separation principle for the design of control and estimation does not hold in general with quantized feedback, which makes it ambitious to design an optimal quantizer and controller to minimize the quadratic cost. The optimality of a quantized stabilization strategy is analyzed in [30, 31], where the number of quantization levels used by the feedback and the convergence time of the closed loop system play a central role.

### 2.1.2 Quantized Estimation

The key problem in quantized estimation is the joint design of quantizer and the corresponding estimator to minimize the estimation error. The main difficulty lies in that the unknown parameters are inaccessible to the quantizer design. For example, to estimate an unknown parameter $\theta$ under binary quantization of $y = \theta + v$, where $v$ is a Gaussian random variable with zero mean, an optimal quantizer to minimize the mean square error is to simply place the quantizer threshold at $\theta$ [90,95]. However, such a threshold selection is not implementable since $\theta$ is unavailable to the quantizer design. It is acknowledged that the estimation performance is very sensitive to the choice of the quantizer threshold [90,95]. Motivated by this, an interesting quantizer threshold selection scheme is proposed in [90]. It consists in periodically applying a set of thresholds with equal frequencies, hoping that some thresholds are close to the unknown parameter. To asymptotically approach the minimum mean square error (MMSE), the authors in [32] construct an adaptive quantization involving delta modulation with a variable step size. The optimal step size is obtained through an on-line maximum likelihood estimation process, lacking a recursive form. This problem is resolved in [72], where a simple adaptive quantizer and a recursive estimation algorithm are designed to asymptotically approach the MMSE by exploiting the fact that quantizing innovations requires fewer bits than quantizing observations. The advantage of quantizing innovations is also extensively explored in [11,37,97,130].

In fact, abundant quantization schemes have been developed in the context of WSN, e.g., [24, 37, 49, 56, 67, 68, 89, 96, 97, 111, 117, 130]. Luo [68] studies the
static parameter estimation under severe bandwidth constraints where each sensor’s observation is quantized to one or a few bits. The resulting estimator turns out to exhibit a comparable variance that comes close to the variance of the optimal estimator which relies on un-quantized observations. To reduce the computational load of nonlinear filtering algorithms, [89] converts the integration problem into a finite summation using the quantization method. A quantized particle filter is established in [56] by the method of reconstructing the required probability density. Under a binary quantization, a dynamic quantization scheme based on feedback from the resource-sufficient estimation center is proposed for the state estimation of a hidden Markov model in [50]. The main disadvantage is that the solution involves a rather complicated on-line optimization and lacks a recursive form. A very interesting single-bit quantized innovations filter called sign-of-innovations Kalman filter (SOI-KF) has been proposed in [81, 97], where a simple recursion involving time and measurement updates as in the standard Kalman filter is provided for state estimation. Inspired by [97] and also motivated by its limitation that the very rough quantization of the SOI inevitably induces large estimation errors, a finer quantization through an introduction of a dead zone is designed in [130]. In essence, a better estimator can be obtained by ignoring an innovation of small value than quantizing it into 1 or −1 and using the quantized message to update the state estimate. When more than one bit information can be sent at each transmission, we propose a multi-level quantized innovations Kalman filter (MLQ-KF) in [130]. See Chapter 7 for details. The distinct features of MLQ-KF lie in its simplicity and a comparable performance to the Kalman filter.

2.2 Control and Estimation over Lossy Networks

Due to random fading and congestion, the observation and control packets may be lost while in transit through the network. A motivating example is given by sensor and estimator/controller communicating over a wireless channel for which the quality of the channel randomly varies over time. The unreliability of the underlying communication network is modeled stochastically by assigning probabilities to the
successful transmission of packets. This requires a novel theory to generalize classical control/estimation paradigms.

It is proved in [103] that with intermittent observations, Kalman filter is still optimal in the sense of achieving MMSE. By modeling the packet loss process as an independent and identically distributed (i.i.d.) Bernoulli process, Sinopoli et al [103] prove the existence of a critical packet loss rate above which the mean state estimation error covariance matrices will diverge. However, they are unable to exactly quantify the critical loss rate for general systems except providing its lower and upper bounds, which are attainable under some special cases, e.g., the lower bound is tight if the observation matrix is invertible. A less restrictive condition is provided in [91] where invertibility on the observable subspace is required. Mo and Sinopoli [79] explicitly characterize the loss rate for a wider class of systems, including second-order and the so-called non-degenerate higher-order systems. A remarkable discovery in [79] is that there are counterexamples of second-order systems for which the lower bound given by [103] is not tight.

To capture possible temporal correlations of network conditions, a time homogeneous binary Markov process is adopted to model the packet loss process in [51]. This is usually called the Gilbert-Elliott channel model. Under i.i.d. packet loss model, stability of the estimation error covariance matrices in the mean sense may be effectively analyzed by a modified discrete-time Riccati recursion. In contrast, this approach is no longer feasible for the Markovian packet loss model, rendering the stability analysis more challenging. Due to the temporal correlation of the Markov process, the study of Markov packet loss model is far from trivial. In [51], an interesting notion of peak covariance stability in the mean sense is introduced. They give a sufficient condition for this stability notion for vector systems, which is also necessary for systems with observation index one. A less conservative sufficient condition for the peak covariance stability under some cases is provided by [119]. However, those works do not exploit the system structure and fail to offer necessary and sufficient conditions for the peak covariance stability, except for the special systems with observation index one. In addition, they are unable to characterize the relationship between the peak covariance stability and the usual stability of
the estimation error covariance matrices for vector systems. Actually, the problem of deriving the usual stability condition for the mean estimation error covariance matrices of vector systems with Markovian packet loss is known to be extremely challenging. In our recent work [122], necessary and sufficient conditions for mean square stability of the estimation error covariance matrices for second-order and certain classes of higher-order systems with Markovian packet loss are provided. See Chapter 6 for details.

On the other hand, the optimal linear LQG control over lossy networks has been considered in [43,52,100]. The interesting finding is that the separation principle for control and estimation continues to hold under a TCP-like communication protocol while it fails under a UDP-like protocol.

There are some other probabilistic descriptions to examine the behavior of the estimation error covariance matrices, which are stochastic due to random packet loss. In [101], the performance of Kalman filtering is studied by considering a different metric $\mathbb{P}(P_k \leq M)$, i.e., the probability that the one-step prediction error covariance matrix $P_k$ is bounded by a given positive definite matrix $M$, which is related to finding the cumulative distribution of $P_k$. This probability could be exactly computed for scalar systems and only has lower and upper bounds for vector systems [101]. Another performance metric called the stochastic boundedness is introduced in [55] for the i.i.d. packet loss model. It is worth pointing out that under different metrics, the effects of random packet loss on performance would be substantially different.

In a practical networked system, such as a resource limited WSN, the issues of packet loss and limited bandwidth usually co-exist. Therefore, it is of theoretical and practical significance to investigate the minimum data rate for stabilization over lossy networks. Recently, much effort has been devoted to examining how the limited data rate of the communication channel and the randomness of channel variation affect the stabilizability of an LTI system [73,75,76,78,98,106,124,128]. Intuitively, due to possible packet loss, additional bits are required to stabilize the system. Thus, one of the fundamental issues is to quantify these additional bits required for the stabilization of the system. The problem is further complicated by the fact
that different data rate may be required under different notions of stabilization. For instance, the necessary and sufficient condition on the almost sure stabilization over an erasure channel for a certain class of linear systems turns out to be that the Shannon capacity of the channel should be strictly greater than the intrinsic entropy rate of the system [75,76,106], which unfortunately fails for the moment stabilization [98]. Data rate theorem for mean square stabilization over lossy feedback channels, which is analogous to the Shannon’s source coding theorem, is established in [73,78,124,128]. See Chapters 4 and 5 for our contributions to this topic.

2.3 Consensus Control of Multi-agent Systems

Distributed coordination of multiple agents has attracted considerable interest in various scientific communities due to broad applications in many areas including formation control [33,121], distributed sensor networks [21,22], flocking [85,87], distributed computation [69], and synchronization of coupled chaotic oscillators [9,27,105]. The common property of those applications is that each individual agent lacks global knowledge of the whole system and can only interact with its neighbors to achieve certain global behaviors. Within this framework, communication graph (topology), which determines what information is available for each agent at each time instant, is an important aspect of information flow in distributed coordination. For example, to achieve an average consensus which requires the states of all agents to asymptotically converge to the average of their initial values, the communication graph must contain a spanning tree for a fixed topology [88,93] while for a switching topology, the union of the communication graphs should contain a spanning tree frequently enough as the system evolves [53,63,93].

Research on consensus control can be roughly categorized depending on whether the dynamic of each agent is continuous or discrete. The machinery for studying the continuous-time average consensus is based on the graph Laplacian matrix theory while for the discrete-time case, the Perron matrix theory becomes a convenient tool. Noticeable works focusing on the first-order integrator networks include [33,61,62,88,93] for the continuous-time consensus and [53,63,80,93] for the
discrete-time consensus. The higher-order consensus problem has been considered in [65, 94, 113]. Though significant progresses have been made toward this topic, all the aforementioned works exclusively concentrate on the design of consensus protocols and convergence analysis. A fundamental problem dealing with the existence of consensus protocols has not been emphasized until the recent work [64, 71], which gives a necessary and sufficient condition for consensusability of continuous-time multi-agent systems with respect to (w.r.t.) a certain type of consensus protocols. By merging ideas from algebraic graph theory and control theory, they characterize the interplay between communication topology and agent dynamics. In particular, the minimal requirement for consensusability is that the dynamic of each identical agent has to be stabilizable and the fixed communication graph must contain a spanning tree for unstable agent dynamics. Related problems on synchronizability of complex networks has been investigated in [9, 17, 63, 105], where sufficient conditions are offered to achieve synchronization of a couple of chaotic oscillators. They illustrate that with an undirected communication graph, the network synchronizability is related not only to the second smallest eigenvalue of the graph but also the ratio of the second smallest to the largest eigenvalue of the graph Laplacian matrix, which is called the eigenratio of an undirected graph in this thesis.

However, the consensusability problem of discrete-time multi-agent systems is considerably harder than its counterpart of continuous-time case [42, 99, 110, 125, 129]. Indeed the consensusability condition derived in [64] basically requires that the complementary sensitivity of each individual agent be positive real, and this condition is fulfilled under feedback control law of LQR. In fact the positive real condition can be satisfied under static output feedback control laws, provided that the agent dynamics are strictly minimum phase and admit the nonsingular high frequency gain [41]. For single input case, we have derived a necessary and sufficient condition for consensusability of linear discrete-time multi-agent systems under a common control protocol, in terms of the agent dynamics and the communication graph [129]. A remarkable feature of this result is that for undirected graphs, it clearly reveals the joint impact of the eigenratio of the undirected graph and the intrinsic entropy rate of the agent dynamics on consensusability. For multiple inputs,
sufficient conditions are derived in [125]. See Chapter 8 for details. The convergence speed to consensus is an important design consideration. For undirected graphs, the convergence rate to consensus is analyzed and a lower bound of the optimal convergence rate is given in terms of the eigenratio of an undirected graph, which is shown to be attainable for some special cases including multi-agent systems of second-order dynamic [125].

Noting that a real communication channel is constrained by a finite bandwidth, the packet exchanged between each paired agents carries information of a finite number of bits. It is clear that a lower data rate will induce a coarser quantization and thus more information loss. The quantized average consensus problem on the first-order integrator systems has been intensively studied in recent years, see [16, 18, 60] and the references therein. In [129], we also establish that consensusability with perfect state feedback implies consensusability with encoded state feedback, provided that data rate is not less than an explicitly determined lower bound. An observer-based distributed control protocol using relative output is proposed in our work [126]. See Chapter 9 for details.
Part I

Networked Control
Chapter 3

Optimality of Logarithmic Quantization for Stabilization

Perhaps one of the most significant and elegant results on quantized feedback control is the celebrated data rate theorem [84], which states that to stabilize a discrete LTI system, the average data rate of the noiseless channel between the controller and plant must satisfy the strict inequality:

\[ R > \sum \log_2 |\lambda_i^u| \triangleq R_{\text{min}}, \tag{3.1} \]

where \( \lambda_i^u \) denotes an unstable eigenvalue of the open-loop system matrix. In general, a dynamic quantizer is needed to achieve the minimum data rate.

Motivated by the various advantages of the logarithmic quantizer [29] and to explore its capacity, we ask the question in this chapter: does a logarithmic quantizer require an average data rate higher than the minimum data rate for stabilization? This chapter gives a negative answer. In particular, we derive explicit finite-level logarithmic quantizers and the corresponding controllers to approach the minimum data rate given by (3.1) under two basic network configurations.

The chapter is organized as follows. The problem of interest is formulated in Section 3.1. Section 3.2 constitutes the main part of the chapter where the attainability of the minimum average data rate via logarithmic quantization is proved. Concluding remarks are drawn in Section 3.3. A technical lemma is given in the
3.1 Problem Formulation

Consider a discrete LTI unstable system

\[ x_{k+1} = Ax_k + Bu_k + w_k, \forall k \in \mathbb{N}, \]  

(3.2)

where \( x_k \in \mathbb{R}^n \) is the measurable state, \( u_k \in \mathbb{R} \) is the control input, and \( w_k \in \mathbb{R}^n \) is a uniformly bounded disturbance input, i.e., \( \|w_k\|_\infty \leq d, \forall k \in \mathbb{N} \) for some positive \( d \). Without loss of generality, assume that \( A \in \mathbb{R}^{n \times n} \) has two distinct real Jordan blocks, i.e., \( A = \text{diag}(J_1, J_2) \), where \( J_i \in \mathbb{R}^{n_i \times n_i} \), corresponds to one unstable real eigenvalue \( \lambda_i \in \mathbb{R} \) or a pair of unstable complex conjugate eigenvalues \( \lambda_i, \lambda_i^* \in \mathbb{C} \) and \( |\lambda_1| \neq |\lambda_2| \). Moreover, \((A, B)\) is a controllable pair.

**Remark 3.1.** There is no loss of generality to focus on the system of the form (3.2). In fact, consider a system as follows:

\[
\begin{align*}
 x_{k+1} &= Ax_k + Bu_k + w_k, \quad \forall k \in \mathbb{N}, \\
y_k &= Cx_k + v_k,
\end{align*}
\]  

(3.3)

where \( x_k \in \mathbb{R}^n \) is the state, \( u_k \in \mathbb{R}^l \) is the control input, \( y_k \in \mathbb{R}^m \) is the output, \( w_k \in \mathbb{R}^n \) and \( v_k \in \mathbb{R}^p \) are bounded additive disturbances. \((A, B)\) and \((C, A)\) are stabilizable and detectable pairs, respectively and \( \text{rank}(B) = l \leq n \).

Assume that all the eigenvalues of \( A \) lie outside or on the unit circle. Otherwise, the matrix \( A \) can be transformed to a block diagonal form \( \text{diag}\{A_s, A_u\} \) by a coordinate transformation, where \( A_s \) and \( A_u \) respectively correspond to the stable and unstable(including marginally unstable) subspaces. State variables associated with the stable block \( A_s \) will converge to a bounded region for any bounded control sequence. Thus, without loss of generality, we assume that \( A \) has all eigenvalues lie outside or on the unit circle and \((A, B, C)\) are controllable and observable.

Then, a deadbeat observer [20] can be constructed to estimate the state of the system. The estimation error will be uniformly bounded after \( n \) steps and indepen-
dent of the initial state. Hence, it is sensible to focus on the state feedback case.

By applying the Wonham decomposition to (3.3) [20], one can convert the multiple inputs system to a single input ones. Specifically, there is a nonsingular real matrix $T \in \mathbb{R}^{n \times n}$ such that $\bar{A} = T^{-1}AT$ and $\bar{B} = T^{-1}B$ take the form:

$$
\bar{A} = \begin{bmatrix} A_1 & A_{12} & \cdots & A_{1l} \\ 0 & A_2 & \cdots & A_{2l} \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & A_l \end{bmatrix}, \quad \bar{B} = \begin{bmatrix} B_1 & B_{12} & \cdots & B_{1l} \\ 0 & B_2 & \cdots & B_{2l} \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & B_l \end{bmatrix},
$$

where $(A_i, B_i)$ with $A_i \in \mathbb{R}^{n_i \times n_i}$ and $B_i \in \mathbb{R}^{n_i}$, $i \in \{1, \ldots, l\}$, is a controllable pair and $\sum_{i=1}^{l} n_i = n$. For illustration and brevity, let $l = 2$ and assume that the system is already given by $x_{k+1} = \bar{A}x_k + \bar{B}u_k + w_k$. By partitioning the state $x_k \triangleq [(x^1_k)'(x^2_k)']'$ in conformity with the upper triangular form of $\bar{A}$, two single input subsystems are written as

$$
x^1_{k+1} = A_1x^1_k + B_1u^1_k + A_{12}x^2_k + B_{12}u^2_k + w^1_k; \quad (3.4)
$$
$$
x^2_{k+1} = A_2x^2_k + B_2u^2_k + w^2_k. \quad (3.5)
$$

If $x^2_k$ is stabilized with a data rate greater than $\sum_{\lambda(A_2)} \log_2|\lambda(A_2)|$, then $\|x^2_k\|_{\infty}$ will be uniformly bounded and can be treated as a bounded disturbance input to the subsystem (3.4), which can be stabilized similarly with a data rate greater than $\sum_{\lambda(A_1)} \log_2|\lambda(A_1)|$. As in [84, Section 3], it is convenient to put $A_2$ into real Jordan canonical form so as to decouple its unstable dynamical modes. Consequently, it is sufficient to focus on the system of form (3.2).

**Definition 3.1.** [36] A quantizer is called a logarithmic quantizer if it has the form:

$$
Q_{\infty}(v) = \begin{cases} 
    u^{(i)}, & \text{if } \frac{1}{1+\delta}u^{(i)} < v \leq \frac{1}{1-\delta}u^{(i)}, v > 0; \\
    0, & \text{if } v = 0; \\
    -Q_{\infty}(-v), & \text{if } v < 0
\end{cases} \quad (3.6)
$$

where $u^{(i)}$, $i \in \mathbb{N}$, are from the set $\mathcal{U} = \{\pm u^{(i)} : u^{(i)} = \rho^i u^{(0)}, i = \pm 1, \pm 2, \ldots\} \cup \{0\}$. 
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\{ \pm u^{(0)} \} \cup \{ 0 \}, \quad u^{(0)} > 0, \quad \rho \in (0, 1) \text{ represents the quantizer density and } \delta = \frac{1 - \rho}{1 + \rho}.

However, the logarithmic quantizer in (3.6) has an infinite number of quantization levels and needs an infinite number of bits to represent the quantizer output. Define a \((2N + 2)\)-level logarithmic quantizer with density \(\rho\) as follows:

\[
Q_N(v) = \begin{cases} 
\rho^i(1 - \delta), & \text{if } \rho^{i+1} < v \leq \rho^i, 0 \leq i \leq N - 1; \\
0, & \text{if } 0 \leq v \leq \rho^{N-1}; \\
-Q_N(-v), & \text{if } -1 \leq v < 0; \\
1, & \text{otherwise.}
\end{cases}
\] (3.7)

In the above, we have chosen \(u^{(0)} = \frac{2\rho}{1+\rho}\) in (3.6) and for any \(v \notin [-1, 1]\), the alarm level 1 is used to indicate the overflow of the quantizer. Thus, the number of bits required to represent quantizer output is \(\lceil \log_2(2N + 2) \rceil\).

Two basic network configurations shown in Fig. 3.1 are to be studied. **Configuration I** refers to the scenario where the downlink channel has limited bandwidth while in **configuration II**, the uplink channel has limited bandwidth. Thus, the output of the controller in **Configuration I**, which is a scalar for the system (3.2), is to be quantized. In **configuration II**, the vector state measurement is quantized. As in [107], the encoder/decoder pair for the limited data rate communication is described in Fig. 3.2. The first stage of the encoding process consists of designing a scaling factor \(g^{-1}\) such that the quantizer input \(z/g\) is within the quantization range. The output of the finite-level logarithmic quantizer \(Q_N(z/g)\), which takes values from the set \(\{ \pm \rho^i(1 - \delta) : i = 0, \ldots, N - 1 \} \cup \{0, 1\}\), is encoded into binary sequence and transmitted via a limited data rate communication channel. The
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decoder receives the binary sequence and decodes it as $Q_N(z/g)$ since we neglect transmission errors of the channel. The quantizer output is then scaled back by $g$, i.e., $\hat{z} = gQ_N(z/g)$ to recover $z$ if $Q_N(z/g) \neq 1$. In Configuration I, $z$ and $\hat{z}$ respectively correspond to $f^s_k$ and $u^s_k$. While in Configuration II, $z$ is a vector and corresponds to $x^s_k$, which is the state of the system after down sampling. Thus, the corresponding quantizer is a product quantizer and consists of $n$ finite-level logarithmic quantizers. The above notations will be defined in the sequel. Note that there is no separate channel to communicate the gain value $g$. The main task is to jointly design the scaling factor $g$, the finite-level logarithmic quantizer and the corresponding control law to approach the minimum average data rate of the channel for stabilizing the unstable system (3.2).

Remark 3.2. The two configurations differ in the way that Configuration II quantizes the state first and use the quantized state to construct the control signal whereas in Configuration I, the control signal is constructed using the un-quantized state and then quantized by a finite-level logarithmic quantizer. From the information preservation point of view, Configuration II appears to generate worse control actions because quantization (or information loss) happens earlier. However, what we show in this chapter is that for the purpose of stabilization, the two configurations require the same minimum average data rate, if variable rate logarithmic quantization is used.

Remark 3.3. The two configurations have been widely adopted in literature. For example, [29, 36, 109] focus on Configuration I while [14, 84, 107] are restricted to Configuration II. The differences are that the quantizer in the encoder of Fig. 3.2 is limited to a finite-level logarithmic quantizer and we aim to approach the minimum average data rate of the channel for stabilizing the system (3.2).
3.2 Optimality of Logarithmic Quantization

In this section, we shall design finite-level logarithmic quantizers and the corresponding control laws to approach the minimum average data rate for stabilizing the unstable system (3.2) under configuration I and configuration II, respectively. Thus, the logarithmic quantization is optimal in the sense of using the minimum data rate for stabilization of a linear system.

3.2.1 Stabilization Using Quantized Control Feedback

Theorem 3.1. Consider the system (3.2) and network configuration I of Fig. 3.1, stabilization can be achieved based on quantized control feedback with a finite-level logarithmic quantizer if and only if the average data rate \( R \) of the channel exceeds \( R_{\text{min}} \), i.e., \( R > n_1 \log_2 |\lambda_1| + n_2 \log_2 |\lambda_2| \).

Before giving the proof, the controller and quantizer are first proposed. Note that \( |\lambda_1| \neq |\lambda_2| \), define the subset \( \mathcal{L}(A) \subset \mathbb{N} \) by

\[
\mathcal{L}(A) = \begin{cases} 
\mathbb{N}, & \text{if } \lambda_1, \lambda_2 \in \mathbb{R}, \\
\{i \in \mathbb{N}|\lambda_1 \neq (\lambda_1^*)^i\}, & \text{if } \lambda_1 \in \mathbb{C}, \lambda_2 \in \mathbb{R}; \\
\{i \in \mathbb{N}|\lambda_2 \neq (\lambda_2^*)^i\}, & \text{if } \lambda_1 \in \mathbb{R}, \lambda_2 \in \mathbb{C}; \\
\{i \in \mathbb{N}|\lambda_j^i \neq (\lambda_j^*)^i, j = 1, 2\}, & \text{otherwise.}
\end{cases}
\]

Obviously, \( \mathcal{L}(A) \) has infinitely many elements. Since \((A, B)\) is a controllable pair, it is readily verified that \((A^m, A^{m-1}B)\) is a controllable pair if \( m \in \mathcal{L}(A) \). By applying the control input \( u_{mk+t} = 0 \), if \( 1 \leq t \leq m - 1 \), the down-sampled system of (3.2) with a down-sampling factor \( m \) is expressed as

\[
x_{m(k+1)} = A^m x_{mk} + A^{m-1} Bu_{mk} + d_k, \tag{3.8}
\]

where \( d_k = \sum_{t=0}^{m-1} A^{m-1-t} w_{mk+t} \). Due to the controllability of \((A^m, A^{m-1}B)\), (3.8) can be transformed into a controllable canonical form, i.e., there exists a nonsingular
real matrix $P \in \mathbb{R}^{n \times n}$ that transforms (3.8) into the controllable canonical form:

$$x^s_{k+1} = \begin{bmatrix} 0 & 1 & 0 & \ldots & 0 \\ 0 & 0 & 1 & \ldots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \ldots & 1 \\ -\alpha_n & -\alpha_{n-1} & -\alpha_{n-2} & \ldots & -\alpha_1 \end{bmatrix} x^s_k + \begin{bmatrix} 0 \\ 0 \\ \vdots \\ 0 \\ 1 \end{bmatrix} u^s_k + w^s_k. \quad (3.9)$$

Here we define $x^s_k \triangleq Px^{mk}_k$, $u^s_k \triangleq u^{mk}_k$ and $w^s_k \triangleq Pd^k$. It is clear from (3.9) that if we can stabilize the last element of the vector state $x^s_k$, denoted by $x^s_k(n)$, then $x^s_k$ is stabilized, which further implies the stabilization of (3.2) due to $m < \infty$. Thus, a deadbeat controller is proposed whose output is then quantized by a finite-level logarithmic quantizer and applied to the down-sampled system. Specifically, the quantized control input to the down-sampled system is given by

$$\begin{cases} 
  u^s_k = gQ_N(f^s_k/g); \\
  f^s_k = \begin{cases} 
    0, & \text{if } k < n; \\
    \sum_{j=0}^{n-1} \alpha_{j+1} x^s_{k-j}(n), & \text{if } k \geq n,
  \end{cases}
\end{cases} \quad (3.10)$$

where the quantization level parameter $N$ and scaling factor $g > 0$ are to be designed.

Denote $|A| = |\lambda_1|^n_1 |\lambda_2|^n_2$, it follows that there exists an $\alpha_0 > 0$ such that $|\alpha_k| \leq \alpha_0 |A|^m$, $\forall k \in \{1, \ldots, n\}$ since $|\lambda_j| \geq 1$, $\forall j \in \{1, 2\}$.

**Proof of Theorem 3.1:** The necessity part has been well established in [84,107]. Only the sufficiency needs to be elaborated. First, given any $R > \log_2 |A|$, there exists an $\alpha > 1$ satisfying $R \geq \log_2(\alpha |A|)$. Based on Lemma 3.2 and by choosing $\beta_1 = 0$, $\beta_2 = n\alpha_0$, it is possible to select a pair of $m \in \mathcal{L}(A)$ and $N > 0$ such that $\forall \epsilon > 0$,

$$\log_2 \left[ 1 + \frac{2\log_2(n\alpha_0 |A|^m)}{\log_2(n\alpha_0 |A|^m + \epsilon + 1)} \right] < \log_2(2N + 2) \leq m \log_2 \alpha + \log_2 |A|^m - 1. \quad (3.11)$$

The quantizer level parameter $N$ is determined by (3.11) and the number of bits required to represent each quantizer output is $\lceil \log_2(2N + 2) \rceil$. In addition, it follows
from (3.11) that the average data rate of this protocol satisfies

\[ \frac{\lceil \log_2(2N + 2) \rceil}{m} \leq \log_2(\alpha |A|) \leq R. \]

Since \( R \) is any given number greater than \( \log_2 |A| \), the average data rate of the proposed quantizer can be made arbitrarily close to \( \log_2 |A| \). Thus, what remains to be proved is the stability. The quantizer works as follows. At time \( k \), the quantizer first detects the overflow of \( x_s^k(n) \) and then proceeds to detect the overflow of \( f_s^k/g \). Precisely, if \( |x_s^k(n)| > \triangle \) is detected, it generates the alarm level 1 and in this case there is no need to further check \( f_s^k/g \). Here the parameters \( g \) and \( \triangle \) are to be determined later. Otherwise, it continues to check \( f_s^k/g \). If \( |f_s^k/g| > 1 \) is detected, the quantizer generates the alarm level 1. Thus, the alarm level 1 will be generated if either \( |x_s^k(n)| > \triangle \) or \( |f_s^k/g| > 1 \).

First, assume \( |x_s^k(n)| \leq \triangle, \forall k \in \{0, \ldots, n - 1\} \), which will be relaxed later. Then, for any \( k \geq n \), assume that \( |x_s^j(n)| \leq \triangle, \forall j \leq k \), it is obvious that \( \forall j \in \{n, n + 1, \ldots, k\} \), \( |f_s^j| = |\sum_{t=0}^{n-1} \alpha_{t+1} x_s^{(n)}_{j-t}| \leq n\alpha_0 |A|^m \triangle \triangleq g \). Since \( |f_s^j/g| \leq 1 \) and \( |x_s^j| \leq \triangle, \forall j \leq k \), no alarm level 1 occurs before time \( k \). From (3.9), there exist vectors \( c_j \in \mathbb{R}^n, j \in \{0, \ldots, n - 1\} \), such that \( s_k^s = \sum_{j=0}^{n-1} c_j^T w_k^{s-j} \) and the down-sampled system is expressed by

\[ x_{k+1}^s(n) = -\sum_{j=0}^{n-1} \alpha_{j+1} x_{k-j}^s(n) + w_k^s + s_k^s, k \geq n. \]  

Moreover, \( |s_k^s| \leq \sum_{j=0}^{n-1} ||c_j^T||_\infty ||w_k^{s-j}||_\infty \triangleq \hat{s}, \forall k \in \mathbb{N} \). Choose the quantizer density parameters \( \delta = \frac{1}{n\alpha_0 |A|^m + \epsilon}, \rho = \frac{1-\delta}{1+\delta} \) and \( \triangle > 0 \) to satisfy that

\[ \triangle > \max\{\frac{\hat{s}}{1 - (n\alpha_0 |A|^m)^2 \rho^{2N+1}}, \frac{\hat{s}}{1 - n\alpha_0 |A|^m \delta}\}. \]  

In light of (3.11), it is easy to verify that

\[ \begin{cases} 
(n\alpha_0 |A|^m)^2 \rho^{2N+1} < 1 \\
n\alpha_0 |A|^m \delta < 1.
\end{cases} \]  
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Inserting the quantized control in (3.10) into the system (3.12) results in that

\[
|x_{k+1}^e(n)| \leq \begin{cases} 
|f_k^e| + \tilde{s}, & \text{if } |f_k^e/g| \leq \rho^N \\
\delta|f_k^e| + \tilde{s}, & \text{if } \rho^N < |f_k^e/g| \leq 1 \\
na_0|A|^m\rho^N\Delta + \tilde{s}, & \text{if } \rho^N \leq |f_k^e/g| \leq 1 \\
n\alpha_0|A|^m\Delta + \tilde{s}, & \text{if } \rho^N < |f_k^e/g| \leq 1 \\
 \end{cases}
\]

\[
\leq \begin{cases} 
\Delta & \text{due to the selection of } \Delta \text{ in (3.13) and (3.14)} \\
 \end{cases}
\]

Inductively, \(|x_k^e(n)| \leq \Delta, \forall k \in \mathbb{N} \). Next, assume that the assumption that \(|x_j^e(n)| \leq \Delta, \forall j \in \{0, \ldots, n-1\} \) is violated, which can be detected by the decoder via the alarm level. Denote the first time of receiving the alarm level 1 by \(k \). Choose a scaling factor

\[
\gamma = \sum_{j=1}^{n} \alpha_j + 1
\]

(3.15)

to dynamically update the scaling factor. Specifically, set \(\Delta_k = \Delta \) and update the scaling factor as follows:

\[
\Delta_{k+j+1} = \begin{cases} 
\gamma \Delta_{k+j}, & \text{alarm level 1 occurs} \\
\Delta_{k+j}, & \text{otherwise} \\
 \end{cases}
\]

which is simultaneously processed on the both sides of the channel. Set \(u_{k+j}^s = 0 \), the increasing speed of \(\Delta_{k+j} \) is thus faster than that of \(x_{k+j}^e(n) \) by (3.9) and (3.15). \(\Delta_{k+j} \) will eventually capture \(x_{k+j}^e(n) \) or \(\lim_{j \to \infty} x_{k+j}^e(n)/\Delta_{k+j} = 0 \). Let the scaling factor be \(g_{k+j} = n\alpha_0|A|^m\Delta_{k+j} \), then \(\lim_{j \to \infty} f_{k+j}^e/g_{k+j} = 0 \), implying that there exists a finite \(k_0 \geq n - 1 \) such that the signals received within the time period \(\{k+k_0-n+1, \ldots, k+k_0\} \) do not give rise to the alarm level 1, which suggests that \(|x_{k+j}^e(n)| \leq \Delta_{k+k_0}, \forall j \in \{k_0-n+1, \ldots, k_0\} \). Then, repeating the above proof as the bounded case at time \(k + k_0 + n - 1 \) yields that \(|x_{k+j}^e(n)| \leq \Delta_{k+k_0}, \forall j \geq k_0 + n - 1 \).

Finally, it follows that \(\limsup_{k \to \infty} |x_k^e(n)| < \infty \), which eventually leads to that \(\limsup_{k \to \infty} \|x_k\|_{\infty} < \infty \).

The following corollary gives the corresponding result for asymptotic stabilization, i.e., \(\lim_{k \to \infty} \|x_k\|_{\infty} = 0 \).
Corollary 3.1. Consider the system (3.2) with $w_k = 0$ and network configuration I of Fig. 3.1, asymptotic stabilization can be achieved via a quantized control feedback with a finite-level logarithmic quantizer if and only if the average data rate $R$ of the channel is strictly greater than $R_{\text{min}}$, i.e., $R > n_1 \log_2 |\lambda_1| + n_2 \log_2 |\lambda_2|$.

Proof. Similarly, only sufficiency needs to be established. Define a scaling factor

$$\eta \triangleq \max\{(n\alpha_0|A|^m)^2 \rho^{2N+1}, n\alpha_0|A|^m\delta\}, \quad (3.16)$$

which is strictly less than one by (3.14), i.e., $\eta < 1$. Let $\Delta_{k+1} = \eta \Delta_k$ with an arbitrary $\Delta_0 > 0$, which is assumed to be agreed by both the quantizer and the decoder. Assume that $|x_k^s(n)| \leq \Delta_0, \forall k \in \{0, \ldots, n-1\}$, the control input and quantizer are given in Theorem 3.1 with $\Delta$ replaced by $\Delta_k$. Then, it is straightforward that $|x_{k+1}^s(n)| \leq \eta \Delta_k = \Delta_{k+1}$. Thus, $x_k^s(n)$ can be driven exponentially to zero since $\lim_{k \to \infty} |x_k^s(n)| \leq \Delta_0 \lim_{j \to \infty} \eta^j = 0$. Due to $m < \infty$, it follows that $\lim_{k \to \infty} \|x_k\|_{\infty} = 0$. The removal of the boundedness assumption for the initial state is similar to what we have done in Theorem 3.1.

3.2.2 Stabilization Using Quantized State Feedback

We proceed to validate the attainability of the minimum average data rate under configuration II via logarithmic quantization where the control design solely relies on the quantized state. Intuitively, this might require a larger average data rate since the quantized state contains less information than its unquantized version. However, the result of this subsection shows that the logarithmic quantizer can still approach the minimum average data rate.

Theorem 3.2. Consider the system (3.2) and network configuration II of Fig. 3.1, stabilization can be achieved based on the quantized state feedback with a finite-level logarithmic quantizer if and only if the average data rate $R$ of the channel exceeds $R_{\text{min}}$, i.e., $R > n_1 \log_2 |\lambda_1| + n_2 \log_2 |\lambda_2|$.

In this case, two scalar logarithmic quantizers with appropriately chosen parameters are designed and applied to the down-sampled state $x_k^s$ of (3.2), where the
downsampling factor $m \geq 2n$ is to be determined later. More precisely, indexing the scalar components of the state of (3.2) by an additional superscript $h \in \{1, \ldots, n\}$. At time $t = mk + h - 1$, the $h$-th element of $x_k^s$ will be quantized by $Q_{N_1}(x_k^s(h)/\Delta)$ if $h \leq n_1$ and $Q_{N_2}(x_k^s(h)/\Delta)$ otherwise, where the quantization level parameter $N_i$ and $\Delta$ are determined by the available data rate. Neglecting the transmission time implies that the quantized $x_k^s$ can reach the controller before time $mk + n$. Since $m \geq 2n$, the control law within one cycle $\{mk, \ldots, m(k + 1) - 1\}$ can be proposed as follows:

$$
\begin{bmatrix}
    u_{mk+m-1} \\
    \vdots \\
    u_{mk+m-n}
\end{bmatrix}
= -\Delta C^T(C C^T)^{-1} A^m Q\left(\frac{x_k^s}{\Delta}\right),
$$

(3.17)

where the controllability matrix $C$ is defined as $C \triangleq [B, AB, \ldots, A^{n-1}B]$ and the product quantizer $Q(\cdot)$ is composed by

$$
Q(\cdot) = \underbrace{Q_{N_1}(\cdot), \ldots, Q_{N_1}(\cdot)}_{n_1} \underbrace{Q_{N_2}(\cdot), \ldots, Q_{N_2}(\cdot)}_{n_2}^T.
$$

Lemma 3.1. There is a positive $\zeta$ such that for any $m \in \mathbb{N}$,

$$
\|J_i^m\|_\infty \leq \zeta \sqrt{n_i} m^{n_i-1} |\lambda_i|^m, \forall i \in \{1, 2\}.
$$

(3.18)

Proof. It is known that there exists a $\zeta > 0$, independent of $J_i$, $n_i$, and $m_i$, such that $\|J_i\| \leq \zeta m_i^{n_i-1} |\lambda_i|^m$, where $\| \cdot \|$ is the spectral norm induced from the Euclidean norm [84]. Together with the fact that $\|J_i\|_\infty \leq \sqrt{n_i}\|J_i\|$, (3.18) is immediately inferred.

Proof of Theorem 3.2: As in the case of configuration I, only the sufficiency part requires to be proved. Given any $R > n_1 \log_2 |\lambda_1| + n_2 \log_2 |\lambda_2|$, there exists an $\alpha > 1$ satisfying $R = R_1 + R_2$ and $R_i \geq n_i \log_2 (\alpha |\lambda_i|), \forall i \in \{1, 2\}$. In view of Lemma 3.2, for any $\epsilon > 0$, we can choose a pair of integers $m \geq 2n$ and $N_i$ satisfying that
3.2. Optimality of Logarithmic Quantization

\[ \forall i \in \{1, 2\}, \]

\[
\log_2 \left[ 1 + \frac{2 \log_2 \zeta \sqrt{n_i m_i^{n_i-1} |\lambda_i|^m}}{\log_2 \frac{\zeta \sqrt{n_i m_i^{n_i-1} |\lambda_i|^{m+e+1}}}{\zeta \sqrt{n_i m_i^{n_i-1} |\lambda_i|^{m+e-1}}}} \right] < \log_2(2N_i + 2) \leq m \log_2 \alpha + \log_2 |\lambda_i|^m - 1. \quad (3.19)
\]

The quantization level parameter \( N_i \) is selected based on (3.19). The average data rate of this protocol is computed by

\[
\frac{n_1 [\log_2(2N_1 + 2)] + n_2 [\log_2(2N_2 + 2)]}{m} \leq \log_2(\alpha |A|) \leq R,
\]

implying that the minimum average data rate can be approached by the above protocol. Also, the quantizer density parameters for \( Q_{N_i}(\cdot) \) are chosen by

\[
\delta_i = \frac{1 - \delta_i}{1 + \delta_i} = \frac{\zeta \sqrt{n_i m_i^{n_i-1} |\lambda_i|^m + 1}}{\zeta \sqrt{n_i m_i^{n_i-1} |\lambda_i|^m + 1}}.
\]

which gives that

\[
\begin{cases}
\delta_i \zeta \sqrt{n_i m_i^{n_i-1}} < 1,
\end{cases}
\]

\[
\delta_i \zeta \sqrt{n_i m_i^{n_i-1}} < 1. \quad (3.20)
\]

Define the uniform upper bound of \( d_k \) in (3.8) by \( D \triangleq d \sum_{t=0}^{m-1} \|A\|_\infty^{m-1-t} \), then \( \|d_k\|_\infty \leq D, \forall k \in \mathbb{N} \). Similarly, the initial state \( x_0 \) is assumed to be bounded by \( \Delta > 0 \), where \( \Delta \) is selected to satisfy

\[
\Delta \geq \max_{i \in \{1, 2\}} \left\{ \frac{D}{1 - (\zeta \sqrt{n_i m_i^{n_i-1}})^2 \rho^{2N_i+1}_i} \right\}.
\]

Inserting the control law in (3.17) into (3.2) yields that

\[
x_{k+1}^s = A^m x_k^s + \sum_{t=0}^{m-1} A^{m-1-t} (Bu_{mk+t} + w_{mk+t})
\]

\[
= A^m x_k^s + \sum_{t=m-n}^{m-1} A^{m-1-t} Bu_{mk+t} + d_k
\]

\[
= A^m [x_k^s - \Delta Q(x_k^s) \Delta] + d_k.
\]

Assuming that \( \|x_k^s\|_\infty \leq \Delta \), there is no alarm level 1 for the scaled state \( x_k^s(h) \) by the scaling factor \( \Delta \). Denote \( (x_k^s)^{(1)} \) the state vector consisting of the first \( n_1 \)
elements of $x^s_k$ while $(x^s_k)^{(2)}$ is the state vector by collecting the remaining elements of $x^s_k$. Similar notations will be made for $Q^{(i)}$ and $d_k^{(i)}$, $i \in \{1, 2\}$. Consider the system of (3.22), we obtain that:

$$\| (x^s_{k+1})^{(i)} \|_\infty = \| J^m_i [(x^s_k)^{(i)}] - \Delta Q^{(i)} (\frac{(x^s_k)^{(i)}}{\Delta})\|_\infty + d^{(i)}_k$$

$$\leq \| J^m_i \|_\infty \| (x^s_k)^{(i)} \|_\infty + \Delta Q^{(i)} (\frac{(x^s_k)^{(i)}}{\Delta})\|_\infty + D$$

$$\leq \left\{ \begin{array}{ll}
\| J^m_i \|_\infty \| (x^s_k)^{(i)} \|_\infty + D, & \text{if } \| (x^s_k)^{(i)} / \Delta \|_\infty \leq \rho_i N_i^{-1} \\
\| J^m_i \|_\infty \delta_i \| (x^s_k)^{(i)} \|_\infty + D, & \text{if } \rho_i N_i^{-1} < \| (x^s_k)^{(i)} / \Delta \|_\infty \leq 1 \\
\zeta \sqrt{\rho_i m_i n_i} - \rho_i N_i^{-1} \Delta + D, & \text{if } \rho_i N_i^{-1} < \| (x^s_k)^{(i)} \|_\infty \leq 1.
\end{array} \right.$$
The quantizer parameter $\delta = \frac{1}{\epsilon^2 + 2} = 0.0311$ and the quantizer density $\rho = \frac{1-\delta}{1+\delta} = 0.9398$. By (3.13), a large $\Delta$ is chosen as

$$\Delta = \frac{5 \times 0.5 \times 2^5}{1 - 2^5 \times \delta} = 1.2880 \times 10^5.$$ 

Using the quantizer in (3.7) and control law in (3.17), the scaled state trajectory of (3.22), which is defined as $\frac{z_{j\tau}}{\Delta}$ is shown in Fig. 3.3. It is clear that $|z_{j\tau}| \leq \Delta$, implying the stability of $z_k$.

![Figure 3.3: Trajectory of scaled state.](image)

To investigate the asymptotic stabilization, we remove the disturbance, i.e., $w_k = 0$ and let $\Delta_0 = 20$, $\kappa(\tau, \lambda) = |\lambda|^\tau$ and $\eta = \max\{|\lambda|^\tau \rho^{N-1}, |\lambda|^\tau \delta\} = 0.9938$ by (3.16). The state trajectory using the control law offered in Corollary 3.1 is shown in Fig. 3.4, where the state eventually converges to zero.

![Figure 3.4: Trajectory of the state.](image)
3.3 Summary

We have addressed the attainability of the logarithmic quantizer in the sense of approaching the minimum average data rate for stabilizing an unstable discrete-time linear system. For any average data rate greater than the minimum rate given by the data rate theorem, a finite-level logarithmic quantizer and a controller were constructed to stabilize the system under two different network configurations with different schemes of quantizer bits assignment. It should be noted that since our main concern is the attainability of the minimum average data rate by logarithmic quantization, our proposed control law and quantizer may produce a poor transient response.

Appendix: A Technical Lemma

Define $\kappa(m, \lambda) = (\beta_1 m^{n-1} + \beta_2)|\lambda|^m$, $\forall n \geq 1, \beta_1, \beta_2 \geq 0$ and $\beta_1 + \beta_2 > 0$, we have the following result.

Lemma 3.2. $\forall \alpha > 1$, $\forall \epsilon > 0$ and $|\lambda| \geq 1$, there exist positive integers $m$ and $N$ such that

$$\log_2 \left[ 1 + \frac{2 \kappa(m, \lambda)}{\log_2 \kappa(m, \lambda)} \right] < \log_2 (2N + 2) \leq m \log_2 \alpha + \log_2 |\lambda|^m - 1. \quad (3.25)$$

Proof. It is trivial if $|\lambda| = 1$ and $\beta_1 = 0$. Assume $|\lambda| > 1$ or $\beta_1 > 0$, then $\kappa(m, \lambda) \to \infty$ as $m \to \infty$. Jointly with the fact that $\lim_{x \to \infty} (1 + \frac{1}{x})^x = e$ yields

$$\log_2 \frac{\kappa(m, \lambda)}{\kappa(m, \lambda) + \epsilon - 1} \approx 2\kappa^{-1}(m, \lambda) \log_2 e, \quad (3.26)$$

if $m$ is sufficiently large. Next, two cases are discussed.

Case 1: $\beta_1 > 0$, $\beta_2 \geq 0$ and $|\lambda| \geq 1$.

Selecting a large $m \geq 1$ such that $\ln \kappa(m, \lambda) \geq 1$, we have

$$\left(1 + \frac{\kappa(m, \lambda)}{\ln \kappa(m, \lambda)}\right)^{1/m} = \left(1 + (\beta_1 m^{n-1} + \beta_2)|\lambda|^m \ln \kappa(m, \lambda)\right)^{1/m} \geq |\lambda| \beta_1^{1/m} \to |\lambda|$ as $m \to \infty$$
due to that \( \lim_{m \to \infty} x^{1/m} = 1, \forall x > 0 \). On the other hand, choosing a large \( m \) such that \( \kappa(m, \lambda) \ln \kappa(m, \lambda) \geq 1 \), \( \beta_1 m^n \geq \beta_2 \) and \( 2\beta_1 m^n \geq \ln(2\beta_1 m^n) \) gives the following inequalities:

\[
(1 + \kappa(m, \lambda) \ln \kappa(m, \lambda))^{1/m} \leq (2\kappa(m, \lambda) \ln \kappa(m, \lambda))^{1/m} \\
\leq |\lambda|(4\beta_1)^{1/m}(m^{1/m})^n[m \ln |\lambda| + \ln(2\beta_1 m^n)]^{1/m} \\
\leq |\lambda|(4\beta_1)^{1/m}(m^{1/m})^n[m \ln |\lambda| + 2\beta_1 m^n]^{1/m} \\
= |\lambda|[4\beta_1(\ln |\lambda| + 2\beta_1)]^{1/m}(m^{1/m})^{2n} \to |\lambda| \text{ as } m \to \infty,
\]
due to that \( \lim_{m \to \infty} m^{1/m} = 1 \).

**Case 2:** \( \beta_1 = 0, \beta_2 > 0 \) and \( |\lambda| > 1 \).

Let \( m \geq 1 \), it immediately follows that

\[
(1 + \kappa(m, \lambda) \ln \kappa(m, \lambda))^{1/m} \geq |\lambda|\beta_2^{1/m}(\ln \beta_2 + m \ln |\lambda|)^{1/m} \\
\geq |\lambda|\beta_2^{1/m}(\ln \beta_2 + \ln |\lambda|)^{1/m} \to |\lambda| \text{ as } m \to \infty.
\]

Also, for a sufficiently large \( m \), e.g., \( \kappa(m, \lambda) \ln \kappa(m, \lambda) \geq 1 \) and \( m \geq \ln \beta_2 / \ln |\lambda| \), one can establish that

\[
(1 + \kappa(m, \lambda) \ln \kappa(m, \lambda))^{1/m} \leq (2\beta_2 |\lambda|^m \ln(\beta_2 |\lambda|^m))^{1/m} \\
\leq |\lambda|(4\beta_2 \ln |\lambda|)^{1/m}m^{1/m} \to |\lambda| \text{ as } m \to \infty.
\]

Consequently, we derive the limit \( \lim_{m \to \infty} (1 + \kappa(m, \lambda) \ln \kappa(m, \lambda))^{1/m} = |\lambda| \). In the light of (3.26), it is clear that \( \lim_{m \to \infty} \left[1 + \frac{2\log_2 \kappa(m, \lambda)}{\log_2 \frac{\kappa(m, \lambda)}{\kappa(m, \lambda) + 1}}\right]^{1/m} = |\lambda| \), which further implies that for a sufficiently large \( m \),

\[
\log_2 \left[1 + \frac{2\log_2 \kappa(m, \lambda)}{\log_2 \frac{\kappa(m, \lambda)}{\kappa(m, \lambda) + 1}}\right] \approx \log_2 |\lambda|^m.
\]

Since \( \alpha > 1 \), \( m \log_2 \alpha \to \infty \) as \( m \to \infty \), the difference between the left hand side and the right hand side of (3.25) tends to infinity if \( m \to \infty \). Thus, it is always possible to select \( m \) and \( N \) to satisfy (3.25).
Chapter 4

Data Rate Theorem for Stabilization: i.i.d. Packet Loss

In Chapter 3, the logarithmic quantizer was shown to be optimal in the sense of approaching the minimum data rate under the assumption that there is no packet loss for the communication channel. Clearly, the loss of packet also induces information loss. The fundamental question is how the finite data rate and packet loss jointly affect the stabilizability of a linear system? This chapter is an attempt to answer this question. We model the packet loss process of the channel as an independent and identically distributed (i.i.d.) process. Then, for general single input systems, the minimum data rate is explicitly given in terms of unstable eigenvalues of the open loop matrix and the packet loss rate, which clearly reveals the amount of the additional bit rate required to counter the effect of packet losses on stabilization. In addition, sufficient data rate conditions for the mean square stabilization of multiple input systems are derived as well.

This chapter is organized as follows. The problem of interest is formulated in Section 4.1. The main results are presented in Section 4.2, where we start at the investigation of the minimum data rate for single input systems and then proceed to multiple input systems. Concluding remarks are made in Section 4.3.
4.1 Problem Formulation

Consider the following discrete LTI system

$$x_{k+1} = Ax_k + Bu_k,$$  \hspace{1cm} (4.1)

where $x_k \in \mathbb{R}^n$ is the measurable state for feedback and $u_k \in \mathbb{R}^l$ is the control input. To make the problem interesting, $A \in \mathbb{R}^{n \times n}$ is assumed to be unstable.

The network configuration under consideration is described in Fig. 4.1, where the controller is collocated with the system and can access the state $x_k$ at time $k$. However, the control signal $f_k$ generated by the controller needs to be quantized with a packet size $2^R$ for each transmission. Denote the quantized signal of $f_k$ by $s_k$ which will be transmitted via a lossy communication channel. The packet reception/loss is represented by a binary random variable $\gamma_k$ with $\gamma_k = 1$ indicating that the packet has been successfully delivered to the decoder and $\gamma_k = 0$ the loss of the packet. The packet loss process $\{\gamma_k\}_{k \geq 0}$ is assumed to be an i.i.d. process with probability distribution $P(\gamma_k = 1) = 1 - p = 1 - P(\gamma_k = 0)$, where $p \in (0, 1)$ is named as the packet loss rate. In addition, suppose that there exists a perfect (errorless and no packet loss) channel connecting the decoder to the encoder to acknowledge the packet reception, which is used to acquire the packet delivery status (packet received or dropped) for the encoder.

In control strategies to be developed in the sequel, we will utilize a uniform quantizer. Precisely, if $x$ is a real-valued number between $-1$ and $1$, i.e., $x \in [-1, 1]$, a mid-rise uniform quantization operator that uses $N$ bits of precision to represent
each quantizer output is expressed as

\[
q_N(x) = \begin{cases} 
\frac{2^{N-1}x + 0.5}{2^{N-1}}, & \text{if } -1 \leq x < 1; \\
1 - \frac{0.5}{2^{N-1}}, & \text{if } x = 1.
\end{cases}
\] (4.2)

The quantization intervals are labeled from left to right by \(I_{2^N}(0), \cdots, I_{2^N}(2^N - 1)\). Thus, if \(|x| \leq M\) with \(M\) known, the quantization error induced by the above \(N\)-bit uniform quantizer is bounded as \(|x - Mq_N(\frac{x}{M})| \leq \frac{M}{2^N}\).

It should be noted that our objective is to address the issue of limited communication rather than that of limited computation and storage. Hence, the present quantized signal \(s_k\) at time \(k\) is generated by allowing the encoder to access all the past and present un-quantized control input \(f_0, \cdots, f_k\), the past quantized symbols \(s_0, \cdots, s_{k-1}\) and packet reception status \(\gamma_0, \cdots, \gamma_{k-1}\), i.e., by defining \(f^k_0 = \{f_0, \cdots, f_k\}\) and similarly \(s^k_0\) and \(\gamma^k_0\), \(s_k = E_k(f^k_0, s^k_0, \gamma^k_0)\), where \(E_k(\cdot)\) is the coder mapping at time \(k\). Likewise, at time \(k\), the decoder generates the control input \(u_k\) by \(u_k = D_k((s\gamma)^k_0, \gamma^k_0)\), where \((s\gamma)^k_0 = \{s_0\gamma_0, \cdots, s_k\gamma_k\}\) and \(D_k(\cdot)\) is the decoder mapping at time \(k\). Actually, the encoder and decoder to be designed later require only a finite memory.

**Definition 4.1.** The system (4.1) is said to be asymptotically stabilizable in the mean square sense via a quantized feedback if for any finite initial state \(x_0\), there is a control policy relying on the quantized data such that \(\lim_{k \to \infty} E[\|x_k\|^2] = 0\), where the mathematical expectation operator \(E[\cdot]\) is taken w.r.t. the random packet loss process \(\{\gamma_k\}_{k \geq 0}\).

The problem of interest is to derive the minimum data rate \(R_{\text{inf}}\) that requires to be communicated between the encoder and the decoder to asymptotically stabilize the system in the mean square sense. For ease of exposition, we make the following assumption:

**Assumption 4.1.** All the eigenvalues of \(A\) lie outside or on the unit circle and \((A, B)\) is a controllable pair.

**Remark 4.1.** In general, one may like to consider systems with output feedback and \(A\) containing stable eigenvalues. As in Remark 3.1, we can easily extend the
results of this chapter to the general case. In addition, the following results continue to hold for single input/vector state systems driven by bounded disturbance.

4.2 Main Results

In this section, we derive the minimum data rate for single input vector systems via the quantized control. Our result shows that the corresponding minimum data rate is uniquely determined by the unstable eigenvalues of the open loop matrix and the packet loss rate.

4.2.1 Single Input Case

In this case, $u_k \in \mathbb{R}$ in (4.1). We have the following main result.

**Theorem 4.1.** Consider the single input system (4.1) satisfying Assumption 4.1 and the network configuration in Fig. 4.1. Assume that the packet loss process of the lossy digital link is an i.i.d. process with packet loss rate $p \in (0, 1)$. Then, the system is asymptotically stabilizable in the mean square sense via a quantized feedback if and only if

(a) The packet loss rate is less than the threshold given in [103], namely,

$$p < \frac{1}{\prod|\lambda_i(A)| \geq 1 |\lambda_i(A)|^2}. \quad (4.3)$$

(b) The data rate $R$ satisfies that

$$R = R_{\text{inf}} = \sum_{|\lambda_i(A)| \geq 1} \log_2 |\lambda_i(A)| + \frac{1}{2} \log_2 \frac{1 - p}{1 - p \prod_{|\lambda_i(A)| \geq 1} |\lambda_i(A)|^2}, \quad (4.4)$$

where $\lambda_i(A)$ denotes an eigenvalue of $A$.

**Remark 4.2.** Due to the existence of packet loss, additional bits are required to counter the packet loss effect on stabilizability of the system. They are explicitly quantified by the second term of the right hand side of (4.4) which is a function of
the packet loss rate and the intrinsic entropy of the system. One can easily verify that this term is a monotonically increasing function of packet loss rate $p$ satisfying that $0 < p < \frac{1}{\prod_{|\lambda_i(A)| \geq 1} |\lambda_i(A)|^2}$.

For the perfect channel case, i.e., $p = 0$, (4.3) is obviously satisfied and (4.4) recovers the well-known minimum data rate in [84, 107]. On the other hand, when the channel bandwidth is infinite, i.e., $R = \infty$, the data rate inequality of (4.4) is automatically satisfied and the necessary and sufficient condition for asymptotic stabilization in the mean square sense is fully characterized in (4.3). It is interesting to note that the same conclusion can be found in [28, 100] where their focus is exclusively on the packet loss without the consideration of bandwidth limitation.

To sum up, Theorem 4.1 characterizes the minimum data rate for the mean square stabilization over a lossy communication channel. It contains the existing well known minimum data rate for stabilization over a communication channel without packet loss and the critical packet loss rate for stabilization over a communication channel of an infinite bandwidth as special cases.

Proof of Theorem 1: For brevity, we let the dimension of the state be $n = 2$. The extension to a higher order system is trivial by repeating the same arguments.

Necessity: Since $(A, B)$ is controllable, we adopt the controllable canonical form for the system (4.1), i.e.,

$$x_{k+1} = \begin{bmatrix} 0 & 1 \\ -a_2 & -a_1 \end{bmatrix} x_k + \begin{bmatrix} 0 \\ 1 \end{bmatrix} u_k,$$

(4.5)

where $\det(\lambda I - A) = \lambda^2 + a_1 \lambda + a_2$. Clearly, $\det(A) = a_2$. Denote the $i$-th element of $x_k$ by $x_k^{(i)}$, it follows from (4.5) that if the system is asymptotically stabilized in the mean square sense, then

$$\lim_{k \to \infty} E[||x_k||^2] = \lim_{k \to \infty} E[|x_k^{(1)}|^2 + |x_k^{(2)}|^2] = 2 \lim_{k \to \infty} E[|x_k^{(2)}|^2].$$

Thus, the asymptotic stabilization of the system (4.5) in the mean square sense is
equivalent to that of the sub-system:

\[ x_{k+1}^{(2)} = -a_1 x_k^{(2)} - a_2 x_{k-1}^{(2)} + u_k, \]  

(4.6)

where \( x_0^{(2)} = x_0^{(1)} \).

Observe that after the \( k^{th} \) transmission of the quantized control signal \( s_{k-1} \), the decoder is only able to determine that \( x_k^{(2)} \) belongs to some set \( \chi_k \subset \mathbb{R} \). Following (4.6), the decoder knows that \( x_{k+1}^{(2)} \) is in the set \( \chi_{k+1} = -a_1 \chi_k - a_2 \chi_{k-1} \) before the reception of the quantized control signal \( s_k \), where for any two Lebesgue measurable sets \( X, Y \subset \mathbb{R}^n \), we define the sum of sets by \( aX + bY \triangleq \{ ax + by | x \in X, y \in Y \} \).

In addition, denote the Lebesgue measure of a measurable set \( X \subset \mathbb{R}^n \) by \( \mu(X) \).

Applying the Brunn-Minkowski inequality [23], we obtain that

\[ \mu(\chi_{k+1}) \geq \mu(-a_1 \chi_k) + \mu(-a_2 \chi_{k-1}) = |a_1| \mu(\chi_k) + |a_2| \mu(\chi_{k-1}). \]  

(4.7)

Suppose now the coding is optimal in the sense that it would minimize the uncertainty of the set \( \chi_{k+1} \) which \( x_{k+1}^{(2)} \) will belong to. To maximize the uncertainty reduction by the quantized control signal \( s_k \) with a packet size of \( R\gamma_{k+1} \) bits, the decoder will locate \( x_{k+1}^{(2)} \) in one of the \( 2^{R\gamma_{k+1}} \) subsets of \( \chi_{k+1} \). Thus, in view of (4.6) and (4.7), it holds that

\[ \mu(\chi_{k+1}) \geq \frac{1}{2^{R\gamma_{k+1}}} [|a_1| \mu(\chi_k) + |a_2| \mu(\chi_{k-1})] \]  

(4.8)

with the equality achievable through the optimal uncertainty reduction coding.

Denote the Lebesgue measure of \( \chi_k \) by \( L_k = \mu(\chi_k) \geq 0 \), which is stochastic due to the randomness of \( \gamma_k \). Noticing that \( L_j \geq 0, \forall j \in \mathbb{N} \) and taking square on both sides of (4.8), the following inequalities are in force.

\[ \mathbb{E}[L_{k+1}^2] \geq \mathbb{E}\left[\frac{|a_1|^2}{2^{2R\gamma_{k+1}}} \mathbb{E}[L_k^2]\right] + \mathbb{E}\left[\frac{|a_2|^2}{2^{2R\gamma_{k+1}}} \mathbb{E}[L_{k-1}^2]\right] + 2\mathbb{E}\left[\frac{|a_2||a_1|}{2^{2R\gamma_{k+1}}} \mathbb{E}[L_k L_{k-1}]\right] \]  

\[ \geq |a_2|^2 \mathbb{E}\left[\frac{1}{2^{2R\gamma_{k+1}}} \mathbb{E}[L_{k-1}^2]\right] = |a_2|^2 [p + (1 - p) 2^{-2R}] \mathbb{E}[L_{k-1}^2], \]  

(4.9)

where we have used the fact that the binary valued random variable \( \gamma_{k+1} \) is indepen-
dent of \( L_j, j \leq k \) since \( L_j \) is adapted to \( \sigma(\{\gamma_j, j \leq k\}) \), which is the \( \sigma \)-algebra generated by the random variables \( \gamma_j, j \leq k \) \([4]\). Also it clearly holds that \( 2\{\sup |x|, x \in X\} \geq \mu(X) \) for any Lebesgue measurable subset \( X \subset \mathbb{R} \), the asymptotic stabilization in the mean square sense of \( x_k^{(2)} \) implies that \( \liminf_{k \to \infty} \mathbb{E}[L_k^2] = 0, \forall L_0 \geq 0 \).

Together with the recursion of (4.9), it infers that

\[
1 > |a_2|^2[p + (1 - p)2^{-2R}] \iff R > \log_2 |a_2| + \frac{1}{2} \log_2 \frac{1 - p}{1 - p|a_2|^2}.
\]

Hence, the necessity is established.

**Sufficiency:** Define the subset \( \mathcal{L}(A) \subseteq \mathbb{N} \) by

\[
\mathcal{L}(A) = \begin{cases} 
\{l \in \mathbb{N}|\lambda_1^l \neq \lambda_2^l\}, & \text{if } \lambda_1 \neq \lambda_2; \\
\mathbb{N}, & \text{otherwise},
\end{cases}
\]

where \( \lambda_i, i \in \{1, 2\} \) are the unstable eigenvalues of the open loop matrix \( A \). It is clear that \( \mathcal{L}(A) \) has infinitely many elements. Since \( (A, B) \) is a controllable pair, it can be readily verified that \( (A^m, B) \) is a controllable pair if \( m \in \mathcal{L}(A) \).

Divide the times \( j \in \mathbb{N} \) into blocks \( \{km, \ldots, (k+1)m - 1\}, k \in \mathbb{N}, \) of uniform duration, where \( m \in \mathcal{L}(A) \) is an integer to be determined later. We shall design the control law \( f_j \) and the corresponding encoder/decoder to achieve the mean square stabilization of \( x_{km} \). To this end, at the start of the time block \( \{km, \ldots, (k+1)m - 1\} \), i.e., at time \( km \), the controller generates a control law \( f_{km} \) and set \( f_{km+t} = 0, t \in \{1, \ldots, m - 1\} \). The idea is to use the time period from \( km \) to \((k+1)m - 1\) to sequentially transmit the quantized \( f_{km} \). Accordingly, the decoder applies the decoded control input \( u_{km+t} = 0, t \in \{0, 1, \ldots, m - 2\} \) and \( u_{(k+1)m-1} \), which is the decoder’s estimate of \( f_{km} \). In this case, the down-sampled system of (4.1) with the down-sampling factor \( m \) is expressed as

\[
x_{(k+1)m} = A^m x_{km} + Bu_{(k+1)m-1}.
\]

Due to the controllability of \( (A^m, B) \), (4.10) can be transformed into a controllable canonical form. In particular, there exists a nonsingular matrix \( Q \) such that
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the controllable canonical form of (4.10) is expressed by

$$x_{(k+1)m} = \begin{bmatrix} 0 & 1 \\ -\alpha_2 & -\alpha_1 \end{bmatrix} x_{km} + \begin{bmatrix} 0 \\ 1 \end{bmatrix} u_{(k+1)m-1}$$  (4.11)

where we abuse notation by defining $x_{km} \triangleq Qx_{km}$ and $|\alpha_2| = |\det(A)|^m$. Let

$$\alpha_0 = \max_{k \in \{1, 2\}} (\frac{\alpha_2}{k})$$. Since all of the eigenvalues of $A$ are assumed to be unstable, it follows that

$$|\alpha_k| \leq \alpha_0 |\alpha_2|, \forall k \in \{1, 2\}$$.  (4.12)

As in the proof of the necessity part, if we can stabilize the last element of the state vector, denoted by $x_{(2)km}$, in the mean square sense, $x_{km}$ will be stabilized as well, which further implies the stabilization of the original system (4.1) due to $m < \infty$. Given any data rate $R$ that is strictly greater than the minimum data rate in (4.4), i.e., $R > R_{\text{inf}}$ and a packet loss rate $p$ satisfying (4.3), the control signal $f_{km}$ and the correspondingly decoded signal $u_{(k+1)m-1}$ are proposed as follows:

\[
\begin{cases}
  u_{(k+1)m-1} = \tilde{f}_{km}qN_k(f_{km}/\tilde{f}_{km}); \\
  f_{km} = \begin{cases}
    0, & \text{if } k < 2; \\
    \alpha_1x_{(2)km} + \alpha_2x_{(2)(k-1)m}, & \text{if } k \geq 2,
  \end{cases}
\end{cases}
\]  (4.13)

where the random variable

$$N_k = R \sum_{j=km}^{(k+1)m-1} \gamma_j$$  (4.14)

represents the cumulative number of quantization levels during the time block $\{km, \ldots, (k+1)m-1\}$ and $\tilde{f}_{km}$ is the scaling factor to capture $f_{km}$, i.e., $|f_{km}| \leq \tilde{f}_{km}$. Since $f_{km}$ and the scaling factor $\tilde{f}_{km}$ are produced at time $km$, we denote $f_k \triangleq f_{km}$ and $\tilde{f}_k \triangleq \tilde{f}_{km}$ in the rest of the paper for notational simplicity.

Before proceeding to the proof of stabilizability, the recursive implementation of the quantizer is first described. At the start of each time block $\{km, \ldots, (k+1)m-1\}$, the scaled $f_k/\tilde{f}_k$ will first be quantized by the uniform quantizer in (4.2) with bit number $R$ [106]. The quantized message $s_{km}$ will then be sent to the decoder. If the packet is received by the decoder, i.e. $\gamma_{km} = 1$, the encoder and decoder determine
that $f_k/\tilde{f}_k$ belongs to one of the $2^R$ subintervals $I_{2^R}(\cdot)$ by using the quantized signal $s_{km}$. Otherwise, the packet is dropped ($\gamma_{km} = 0$), the encoder and decoder agree that $f_k/\tilde{f}_k \in [-1, 1] \triangleq I_1$. Thus, after the first transmission at time $km$, the encoder and decoder agree on the fact that $f_k/\tilde{f}_k \in I_{2^{R\gamma_{km}}}(\cdot)$.

The remaining $m - 1$ transmissions in the time block $\{km, \ldots, (k + 1)m - 1\}$ are devoted to reducing the size of the subinterval $I_{2^{R\gamma_{km}}}(\cdot)$. Specifically, at time $km + 1$, the encoder and decoder equally divide $I_{2^{R\gamma_{km}}}(\cdot)$ into $2^R$ subintervals, sequentially generating the partitions of $I_{2^{R\gamma_{km} + 2^R}(\cdot)}$. Similarly, after the second transmission of $s_{km + 1}$, the encoder and decoder agree on the fact that $f_k/\tilde{f}_k \in I_{2^{R\gamma_{km} + 2^R\gamma_{km+1}}}(\cdot)$. Continuing the above process until the end of the time block $\{km, \ldots, (k + 1)m - 1\}$, the encoder and decoder agree on the final uncertainty interval $I_{N_k}(\cdot)$ of the quantizer $q_{N_k}(\cdot)$, where $N_k$ is given in (4.14). Using the above protocol, we may get an accurate estimate of $f_{km}$ and thus a better control input $u((k+1)m-1)$.

Similarly, we also respectively rewrite $x_{km}^{(2)}, u_{(k+1)m-1}$ as $x_k^{(2)}, u_k$ in the sequel. Furthermore, for ease of presentation, assume that $|x_0^{(2)}| \leq \triangle_0$ and $|x_1^{(2)}| \leq \triangle_1$ and the upper bounds $\triangle_i, i \in \{0,1\}$ are known by the encoder and decoder. This assumption can be removed by using the approach in [123]. In light of (4.11), it immediately holds that

$$x_{k+1}^{(2)} = -\alpha_1 x_k^{(2)} - \alpha_2 x_{k-1}^{(2)} + u_k, \quad k \geq 2. \quad (4.15)$$

Define the upper bound of $x_k^{(2)}$ by $\triangle_k$, i.e., $|x_k^{(2)}| \leq \triangle_k$ and $\triangle_k' = \max\{\triangle_k, \triangle_{k-1}\}$ with $\triangle_k = 0$ if $k < 0$. The synchronization of the time-varying factors $\triangle_k$ and $\triangle_k'$ is ensured at the encoder and decoder by the quantized message $s_k$, packet reception acknowledgement $\gamma_k$ and the fact that the initial uncertainty $\triangle_i, i \in \{0,1\}$ is transparent to the decoder and encoder by assumption.

Since $|\sum_{j=0}^{1} \alpha_{j+1} x_{k-j}^{(2)}| \leq \sum_{j=0}^{1} |\alpha_{j+1} \cdot x_{k-j}^{(2)}| \leq 2\alpha_0 |\alpha_2| \triangle_k' \triangleq \tilde{f}_k$ by (4.12), inserting the control law in (4.13) to the system (4.15) obtains that

$$|x_{k+1}^{(2)}| = \tilde{f}_k \frac{f_k}{\tilde{f}_k} - q_{N_k} \frac{f_k}{\tilde{f}_k} \leq \frac{\tilde{f}_k}{N_k} = \frac{2\alpha_0 |\alpha_2|}{N_k} \triangle_k' \triangleq \triangle_{k+1}. \quad (4.16)$$
Note that $\hat{f}_k$ is available for the encoder and decoder. To investigate the expansion of $\Delta'_k$, four cases are separately discussed.

Case 1: If $\Delta_{k+1} > \Delta_k$, then $\Delta'_{k+1} = \Delta_{k+1} = \frac{2\alpha_0 |a_2|}{N_k} \Delta'_k$.

Case 2: Otherwise, if $\Delta_{k+1} \leq \Delta_k$, it is obvious that $\Delta'_{k+1} = \Delta_k \leq \Delta'_k$. Under this situation, repeating the derivation of (4.16) yields that $|x^{(2)}_{k+2}| \leq \frac{2\alpha_0 |a_2|}{N_{k+1}} \Delta'_k = \Delta_{k+2}$. Furthermore, if $\Delta_{k+2} > \Delta_{k+1}$, $\Delta'_{k+2} = \Delta_{k+2} = \frac{2\alpha_0 |a_2|}{N_{k+2}} \Delta'_k$. Otherwise, $\Delta_{k+2} \leq \Delta_{k+1}$, we conclude that $\Delta'_{k+2} = \Delta_{k+1} = \frac{2\alpha_0 |a_2|}{N_{k+1}} \Delta'_k$.

Thus, at any circumstance, there must exist $i_k \in \{1, 2\}, l_k \in \{0, 1\}$ such that $\Delta'_{k+i_k} = \frac{2\alpha_0 |a_2|}{N_{k+i_k}} \Delta'_k$. Next, select a subsequence from $\{\Delta'_k\}$ as follows: $k_1 = 1, k_{j+1} = k_j + i_{k_j}$. Consequently, we have the recursion $\Delta'_{k_{j+1}} = \frac{2\alpha_0 |a_2|}{N_{k_j+i_{k_j}}} \Delta'_j, \forall j \in \mathbb{N}$. Taking square and then expectation on both sides of the equality yields that

$$
\mathbb{E}[\Delta'_{k_{j+1}}] = (2\alpha_0)^2 |a_2| \mathbb{E} \left[ \frac{1}{N_{k_j+i_{k_j}}} \mathbb{E}[\Delta'_j] \right] = (2\alpha_0)^2 |\det A|^2 (p + (1 - p)2^{-2R})^m \mathbb{E}[\Delta'_j] = \eta \mathbb{E}[\Delta'_j].
$$

Here the first equality is due to that $N_{k_j+i_{k_j}}$ is independent of $\Delta'_j$, since the packet loss process is assumed to be an i.i.d. process while the second equality uses the fact that $\mathbb{E}[2^{-2R} \sum_{j=k}^{(k+1)m-1} \gamma_j] = (\mathbb{E}[2^{-2R}\gamma])^m$ and $|a_2| = |\det A|^m$.

The remaining problem is to select $m$ from $\mathcal{L}(A)$ to make $\eta = (2\alpha_0)^2 |\det A|^2 (p + (1 - p)2^{-2R})^m < 1$. In particular, in light of (4.4), one can test that $|\det A|^2 (p + (1 - p)2^{-2R}) < 1$. Thus, it is possible to choose a sufficient large $m \in \mathcal{L}(A)$, i.e.,

$$
m > -\frac{2 \log_2(2\alpha_0)}{\log_2(|\det A|^2 (p + (1 - p)2^{-2R}))},
$$

such that $\eta < 1$, which immediately infers that $\lim_{j \to \infty} \mathbb{E}[\Delta'_j] = 0$ by (4.17).

Observe that $\Delta_v \leq \min\{\Delta'_{v-1}, \Delta'_v, \Delta'_{v+1}\}, \forall v \in \mathbb{N}$ and $k_{j+1} - k_j = i_{k_j} \leq 2$, there must exist a $k_{j_v} \in \{v - 1, v, v + 1\}$ such that $\Delta_v \leq \Delta'_{k_{j_v}}$. Together with the fact that $v \to \infty$ implies $k_{j_v} \to \infty$, we obtain $\lim_{v \to \infty} \mathbb{E}[\Delta_v^2] \leq \lim_{v \to \infty} \mathbb{E}[\Delta'_{k_{j_v}}^2] = 0$. 
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\[ \lim_{k \to \infty} E[|x_k|^2] = 0. \]

Then, it follows that \( \lim_{k \to \infty} E[(x_k^{(2)})^2] \leq \lim_{k \to \infty} E[\triangle_k^2] = 0, \) which further implies that \( \lim_{k \to \infty} E[\|x_k\|^2] = 0. \)

**Remark 4.3.** Similar conditions as in Theorem 4.1 have been obtained for scalar systems in [73,78]. The above result establishes the minimum data rate for stabilization in the mean square sense for general single input vector systems. It is worthy mentioning that the result can be easily generalized to \( m \)-moment stabilization, i.e., \( \lim_{k \to \infty} E[\|x_k\|^m] = 0. \) Nevertheless, the idea is essentially the same as the case of mean square stabilization (\( m = 2 \)).

**Example 4.1.** We use a simple example to verify our result. Consider following system:

\[ A = \begin{bmatrix} 1.5 & 0.5 \\ 1 & -0.5 \end{bmatrix}, \quad B = \begin{bmatrix} 1 \\ 1 \end{bmatrix}. \]

It is clear that \( A \) has two eigenvalues, e.g., \( \lambda_1 = 1.7247 \) and \( \lambda_2 = -0.7247. \) Let the packet dropout rate \( p = 0.3. \) By Theorem 4.1, \( R > 2.14. \) By using a data rate \( R = 2, \) Fig. 4.2 shows divergence of the close-loop system. However, if \( R = 3 \) and the controller is designed by the technique in the proof of Theorem 4.1, Fig. 4.3 illustrates that the system is mean square stabilized.

### 4.2.2 Multiple Input Case

Consider system (4.1) with multiple inputs, i.e. \( u_k \in \mathbb{R}^l \) with \( l > 1, \) and satisfying Assumption 4.1. Without loss of generality, assume that the control input matrix
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$B \in \mathbb{R}^{n \times l}$ has full column rank, namely, $\text{rank}(B) = l$.

Compared to the case of single input, the main difficulty in deriving the minimum data rate for stabilizing a multiple input system over a lossy channel consists of optimally allocating bits to each input. In this subsection, a sub-optimal bit-allocation scheme is provided to quantize the vector control input. Specifically, at any time instant $k$, each control input $u^{(j)}_k$ is separately quantized by a $R_j$ bits scalar quantizer. Thus, the vector control input is to be quantized by a product quantizer.

The data rate $R$ is defined as the summation of the rates of all scalar quantizers, i.e., $R = \sum_{j=1}^{l} R_j$. The following lemma is needed.

**Lemma 4.1.** Suppose that the sequence $\{z_k\} \subset \mathbb{R}$ is recursively computed by the formula $z_{k+1} = (1 - a_k)z_k + b_k, \ \forall k \in \mathbb{N}$ and $a_k \in [0, 1), \ \sum_{k=0}^{\infty} a_k = \infty, \ |z_0| < \infty$. Then if $\lim_{k \to \infty} \frac{b_k}{a_k}$ exists, we have that $\lim_{k \to \infty} z_k = \lim_{k \to \infty} \frac{b_k}{a_k}$.

**Proof.** Define $\phi(k+1, j) = (1 - a_k)\phi(k, j), \ \phi(j, j) = 1, \ \forall k \geq j$, it is easy to verify that $\sum_{j=0}^{k} \phi(k+1, j+1)a_j = 1 - \prod_{j=0}^{k} (1 - a_j) \to 1$ as $k \to \infty$. By simple manipulation, it immediately follows that $z_{k+1} = \phi(k+1, 0)z_0 + \sum_{j=0}^{k} \phi(k+1, j+1)a_j \times \frac{b_j}{a_j}$. Noticing that $\phi(k, j) \to 0$ as $k \to \infty, \ \forall j \in \mathbb{N}$, the result is established by the Toeplitz Lemma [4, pp.235-236].

We now apply the Wonham decomposition [20] to $(A, B)$. Precisely, there exists a nonsingular matrix $T \in \mathbb{R}^{n \times n}$ such that $\tilde{A} = T^{-1}AT$ and $\tilde{B} = T^{-1}B$ and take the

Figure 4.3: $R = 3$
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forms

\[
\bar{A} = \begin{bmatrix}
A_1 & A_{12} & \cdots & A_{1l} \\
0 & A_2 & \cdots & A_{2l} \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & A_l
\end{bmatrix}, \quad \bar{B} = \begin{bmatrix}
b_1 & b_{12} & \cdots & b_{1l} \\
0 & b_2 & \cdots & b_{2l} \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & b_l
\end{bmatrix},
\] (4.19)

where the matrices \( A_i \in \mathbb{R}^{n_i \times n_i} \) and \( b_i \in \mathbb{R}^{n_i}, i \in \{1, \cdots, l\} \) satisfy \( \sum_{i=1}^{l} n_i = n \).

Using the proposed quantizer scheme, we have the following sufficient data rate condition for stabilization in the mean square sense.

**Theorem 4.2.** Consider the multiple input system (4.1) satisfying Assumption 4.1 and the network configuration in Fig. 4.1. Assume that the packet loss process of the lossy digital link is an i.i.d. process with packet loss rate \( p \in (0, 1) \). Then, the system is asymptotically stabilizable in the mean square sense via a quantized feedback if

1. The packet loss rate is small enough, i.e.,

\[
p < \frac{1}{\max_{i \in \{1, \cdots, l\}} \prod_j |\lambda_j(A_i)|^2}.
\] (4.20)

2. The data rate \( R \) satisfies that

\[
R > \sum_{|\lambda_i(A)| \geq 1} \log_2 |\lambda_i(A)| + \frac{1}{2} \sum_{i=1}^{l} \log_2 \frac{1}{1-p} \prod_j |\lambda_j(A_i)|^2.
\] (4.21)

**Proof.** Due to the page limitation, only the essential steps of the proof are provided.

For brevity, assume \( l = 2 \) in (4.19) and the system is already given by \( x_{k+1} = \bar{A}x_k + \bar{B}u_k \). As in the sufficiency proof of Theorem 4.1, by selecting a sufficiently large but finite down-sampling factor \( m \), which is determined by the given data rate and its ability to preserve the controllability of \((\bar{A}^m, \bar{B})\), to down-sample the system, we get \( x_{(k+1)m} = \bar{A}^m x_{km} + \bar{B}u_{(k+1)m-1} \). By denoting \( \bar{A}^m = \begin{bmatrix} A_1^m & A_{12}^m \\ 0 & A_2^m \end{bmatrix} \) and partitioning the state vector \( x_{km} \triangleq [(x_k^{(1)})^T, (x_k^{(2)})^T]^T \) in conformity with \( \bar{A}^m \),
the subsystems are described by

\[
\begin{align*}
    x_{k+1}^{(1)} &= A_1^m x_k^{(1)} + b_1 u_k^{(1)} + A_{12} x_{km} + b_{12} u_k^{(2)}, \\
    x_{k+1}^{(2)} &= A_2^m x_k^{(2)} + b_2 u_k^{(2)},
\end{align*}
\]

(4.22)

(4.23)

where the control vector is written as

\[ u_{(k+1)m-1} \triangleq [u_k^{(1)}, u_k^{(2)}]^T. \]

Given any data rate \( R \) and the packet loss rate \( p \in (0, 1) \) respectively satisfying (4.20) and (4.21), we separate \( R \) into \( R = R_1 + R_2 \) such that \( R_i > \log_2 |\det(A_i)| + \frac{1}{2} \log_2 \frac{1-p}{1-p|\det(A_i)|}, \quad i \in \{1, 2\} \). Repeating the process in the sufficiency proof of Theorem 4.1 on the subsystem (4.23), we can stabilize \( x_k^{(2)} \) in the mean square sense using the data rate \( R_2 \), i.e. \( \lim_{k \to \infty} \mathbb{E}[\|x_k^{(2)}\|^2] = 0 \). As for the subsystem (4.22), in view of the sufficiency of the proof of Theorem 4.1, with the remaining data rate \( R_1 \), one can derive the inequality similar to (4.17):

\[
\mathbb{E}[(\Delta'_{k+1})^2] \leq \eta \mathbb{E}[(\Delta'_{k})^2] + c \mathbb{E}[\|x_{k}^{(2)}\|^2],
\]

where \( c \in \mathbb{R} \) is a constant, \( \eta < 1 \) and \( \Delta'_{k} \) has the same meaning as in the proof of the sufficiency of Theorem 4.1. Together with Lemma 4.1 in the appendix, it gives that \( \lim_{j \to \infty} \mathbb{E}[(\Delta'_{k})^2] = 0 \), which can further imply \( \lim_{k \to \infty} \mathbb{E}[\|x_k^{(1)}\|^2] = 0 \). Due to \( m < \infty \), it finally holds that \( \lim_{k \to \infty} \mathbb{E}[\|x_k\|^2] = 0 \).

\[ \blacksquare \]

4.3 Summary

Motivated by control problems over lossy communication channels, this chapter has derived the necessary and sufficient condition for the asymptotic stabilization of single input discrete LTI systems in the mean square sense over a lossy communication channel characterized by an i.i.d. packet loss process. The condition is explicitly given by the unstable eigenvalues of the open loop matrix and the packet loss rate and can recover the existing results on minimum data rate and critical packet loss rate in the literature. Finally, a sufficient data rate condition for the stabilization of multiple input systems in the mean square sense has also been derived.
Chapter 5

Data Rate Theorem for Stabilization: Markovian Packet Loss

This chapter continues to investigate the minimum data rate for mean square stabilization of linear systems over a lossy digital channel. However, the packet loss process of the channel is modeled as a time-homogeneous Markov process, which is more general and realistic than the i.i.d. packet loss model. To overcome the difficulties induced by the temporal correlations of the packet loss process and stochastically time-varying data rate due to packet loss, a randomly sampled system approach is developed to study the minimum data rate for mean square stabilization. It is shown that the minimum data rate for scalar systems can be explicitly given in terms of the magnitude of the unstable mode and the transition probabilities of the Markov chain. The number of additional bits required to counter the effect of Markovian packet loss on stabilization is exactly quantified. Our result contains existing results on data rate and packet loss rate for stabilization of linear scalar systems as special cases and provides a means for better bandwidth utilization by jointly considering bits per sample and an effective sampling. Necessary and sufficient conditions on the minimum data rate problem for mean square stabilization of vector systems are provided respectively and shown to be optimal under some special cases.
This chapter is organized as follows. The problem formulation is described in Section 5.1. Some important preliminary results are provided in Section 5.2. The study of the minimum data rate for scalar systems is carried out in Section 5.3, where we start from an unstable noise free system with bounded initial state and then proceed to the more general case with unbounded initial state and unbounded process noise. Necessary and sufficient conditions for vector systems are respectively studied in Section 5.4. Conclusion remarks are drawn in Section 5.5.

### 5.1 Problem Formulation

Consider the following stochastic linear time-invariant system

\[ x_{k+1} = Ax_k + Bu_k + w_k, \quad k = 0, 1, \ldots \]  

(5.1)

where \( x_k \in \mathbb{R}^n \) is the measurable state, \( u_k \in \mathbb{R}^l \) is the input, and \( w_k \in \mathbb{R}^n \) is the stochastic disturbance of zero mean. The random variables \( x_0 \) and \( w_k \) have uniformly bounded \((2 + \delta)\)-th absolute moment, i.e., \( \exists \delta > 0 \) and \( \varpi > 0 \), such that \( \mathbb{E}[\|x_0\|^{2+\delta}] < \infty \) and \( \sup_{k \in \mathbb{N}} \mathbb{E}[\|w_k\|^{2+\delta}] < \varpi \). Also, \( x_0 \) and \( w_k, \forall k \in \mathbb{N} \) are mutually independent and have probability densities. Moreover, the differential entropy [23] of \( x_0 \), denoted by \( h(x_0) \), exists and \( \exists \Delta > 0 \) such that \( \inf_{k \in \mathbb{N}} e^{2h(w_k)} \geq \Delta \). It is worth mentioning that the above conditions have been considered in [84] and contain the general additive white Gaussian noise assumption as a special case. To make the problem interesting, we focus on unstable systems and that \( (A, B) \) is a stabilizable pair.

Suppose that the state measurement and the controller are connected by a lossy forward digital channel. See Fig. 5.1 for the networked control configuration. At each time slot, the encoder measures the state, quantizes it with a packet size of \( R \) bits and transmits the quantizer output to the decoder via the forward channel. Due to random fading of the channel, the packet may be lost while in transit through the network. It is assumed that there is an additional perfect (without packet loss and transmission errors) feedback channel to send a reception/loss acknowledgement to
the encoder. Neglecting transmission errors for both forward and feedback channels, we further assume that the transmission of the quantized symbol and acknowledgment can be completed within one sampling interval. As in [51] and [120], the packet loss process in the forward channel is modeled as a time-homogenous Markov process \( \{\gamma_k\}_{k \geq 0} \), which is more general and realistic than the i.i.d. case studied in [103] due to the existence of temporal correlations of channel conditions. Furthermore, \( \{\gamma_k\}_{k \geq 0} \) does not contain any information of the system state, suggesting that it is independent of the channel input. Let \( \gamma_k = 1 \) indicate that the packet has been successfully delivered to the decoder while \( \gamma_k = 0 \) corresponds to the loss of the packet. Moreover, the Markov chain has a transition probability matrix defined by

\[
(P(\gamma_{k+1} = j|\gamma_k = i))_{i,j \in S} = \begin{bmatrix}
1 - q & q \\
p & 1 - p
\end{bmatrix},
\]  

(5.2)

where \( S \triangleq \{0, 1\} \) is the state space of the Markov chain. Besides, the failure rate \( p \) and recovery rate \( q \) of the channel are assumed to be strictly positive and less than 1, i.e., \( 0 < p, q < 1 \), so that the Markov chain \( \{\gamma_k\}_{k \geq 0} \) is ergodic. Obviously, a smaller value of \( p \) and a larger value of \( q \) indicate a more reliable channel.

**Definition 5.1.** The system (5.1) with network configuration of Fig. 5.1 is said to be mean square stabilizable (MS-Stabilizable) if for any initial state \( x_0 \) and \( \gamma_0 \), there is a control policy relying on the quantized data such that the state of the closed-loop system is uniformly bounded in the mean square sense, i.e., \( \sup_{k \in \mathbb{N}} \mathbb{E}[\|x_k\|^2] < \infty \), where the mathematical expectation operator \( \mathbb{E}[\cdot] \) is taken w.r.t. the packet loss process \( \{\gamma_k\} \), the noise sequence \( \{w_k\} \) and the initial state \( x_0 \).

The objective is to find necessary and sufficient conditions on the data rate \( R \)
in relation to the failure rate $p$ and recovery rate $q$ such that there exists a control strategy and a coding-decoding scheme to achieve MS-Stabilization of system (5.1).

## 5.2 Preliminaries

Denote $(\Omega, \mathcal{F}, \mathbb{P})$ the common probability space for all random variables in the chapter and let $\mathcal{F}_k \triangleq \sigma(\gamma_k^0) \subset \mathcal{F}$ be an increasing sequence of $\sigma$-fields (filtration) generated by random variables $\{\gamma_0, \ldots, \gamma_k\}$. In the sequel, the terminology of almost everywhere (abbreviated as $a.e.$) is always with respect to the probability measure $\mathbb{P}$. Associated with the Markov chain $\{\gamma_k\}_{k \geq 0}$, the stochastic time sequence $\{t_k\}_{k \geq 0}$ is introduced to denote the time at which the encoder receives a packet reception acknowledgement from the decoder. Without loss of generality, let $\gamma_0 = 1$ \[120\]. Then, $t_0 = 1$ and $t_k, k \geq 1$ is precisely defined by

\[
\begin{align*}
    t_1 &= \inf\{k : k \geq 1, \gamma_k = 1\} + 1, \\
    t_2 &= \inf\{k : k \geq t_1, \gamma_k = 1\} + 1, \\
        & \vdots \\
    t_k &= \inf\{k : k \geq t_{k-1}, \gamma_k = 1\} + 1.
\end{align*}
\]

(5.3)

By the ergodic property of the Markov chain $\{\gamma_k\}_{k \geq 0}$, $t_k$ is finite $a.e.$ for any $k \in \mathbb{N}$ \[51\]. Thus, the integer valued sojourn times $\{t^*_k\}_{k > 0}$ to denote the time duration between two successive packet received times are well-defined $a.e.$, where

\[
    t^*_k \overset{\Delta}{=} t_k - t_{k-1} > 0.
\]

(5.4)

With regard to the probability distribution of sojourn times $\{t^*_k\}$, we recall the following interesting result.

**Lemma 5.1.** \[120\] The sojourn times $\{t^*_k\}_{k > 0}$ are independent and identically

---

\[1\]The encoder can only know whether the current packet is lost or received at the next sampling time. For example, if the packet generated at time $k$ is successfully delivered, the decoder will receive the packet and send a reception acknowledge($\gamma_k = 1$) to the encoder. Since this process is assumed to be completed within one sampling interval, the encoder will know the packet reception status at time $k + 1$. 

---
distributed. Furthermore, the distribution of \( t_1^* \) is explicitly expressed as

\[
\mathbb{P}(t_1^* = i) = \begin{cases} 
1 - p, & i = 1; \\
pq(1 - q)^{i-2}, & i > 1.
\end{cases}
\] (5.5)

We shall exploit this fact to establish our results. Unlike the technique employed in [73, 78, 124], we develop a new framework by down sampling the system of (5.1) with the sampling interval equal to \( t_k^* \). Here \( \{t_k^*\} \) can be interpreted as a “communication logic” to trigger the transmission of the packet.

### 5.3 Scalar Systems

To better convey our idea, we first focus on a scalar system of the form:

\[
x_{k+1} = \lambda x_k + bu_k + w_k,
\] (5.6)

where \(|\lambda| \geq 1\) and \(b \neq 0\).

#### 5.3.1 Noise Free Systems with Bounded Initial Support

Consider a noise free system as follows:

\[
x_{k+1} = \lambda x_k + bu_k,
\] (5.7)

where the initial state \(x_0 \in \mathbb{R}\) is a random variable with a known bounded support, i.e., there exists an \( l_0 > 0 \) such that \(|x_0| \leq l_0\), and a probability density \(P_{x_0}(\cdot)\).

**Definition 5.2.** The system (5.7) is said to be asymptotically MS-Stabilizable via quantized feedback if for any initial state \(x_0\) and \(\gamma_0\), there is a control policy relying on the quantized data such that the state of the closed-loop system is asymptotically driven to zero in the mean square sense, namely, \(\lim_{k \to \infty} \mathbb{E}[\|x_k\|^2] = 0\), where the mathematical expectation operator \(\mathbb{E}[\cdot]\) is taken w.r.t. the packet loss process \(\{\gamma_k\}_{k \geq 0}\) and the initial random variable \(x_0\).
We are now in the position to present the first main result.

**Theorem 5.1.** Consider the system (5.7) and the network configuration in Fig. 5.1 where the packet loss process of the forward channel is a time-homogeneous Markov process with the transition probability matrix (5.2). The networked system is asymptotically MS-Stabilizable if and only if the following conditions hold:

(a) The probability of the channel recovering from packet loss is large enough,

\[ q > 1 - \frac{1}{|\lambda|^2}; \]  

(b) The data rate \( R \) satisfies the following strict inequality

\[ R > \frac{1}{2} \log_2 \mathbb{E}[|\lambda|^{2t_1}] \]

\[ = \log_2 |\lambda| + \frac{1}{2} \log_2[1 + \frac{p(|\lambda|^2 - 1)}{1 - (1 - q)|\lambda|^2}]. \]  

**Remark 5.1.**

(1) The data rate condition (5.9) has an intuitive interpretation. At the time interval \([t_k, t_{k+1})\), the square of state estimation error at the decoder grows by \(|\lambda|^{2t_{k+1}}\). By the definition of \(t_k\), only one packet is successfully sent to the decoder during this time interval, which can reduce the square of the estimation error at most by \(2^{2R}\). Thus, if the growth of the mean square estimation error \(\mathbb{E}[|\lambda|^{2t_{k+1}}] = \mathbb{E}[|\lambda|^{2t_1}]\) equals or exceeds \(2^{2R}\), i.e., \(\mathbb{E}[|\lambda|^{2t_{k+1}}/2^{2R}] \geq 1\), it is impossible to asymptotically stabilize the system in mean square sense.

(2) Neglecting quantization effects, i.e., \(R = \infty\), the inequality of (5.10) is automatically satisfied. It is interesting to note that our condition recovers the result in \([45,51]\).

(3) Due to stochastic packet loss, additional bits are required to asymptotically stabilize the system (5.7). When the packet loss process is specialized to an i.i.d. process, corresponding to \(p = 1 - q\) in the transition probability matrix, the
necessary and sufficient condition reduces to that of [73, 78, 124], see Theorem 4.1.

(4) In light of (5.10), the larger the magnitude of the unstable mode, the more bits are needed to compensate the effect of packet loss. As mentioned in Section 5.1, a smaller value of \( p \) and a larger value of \( q \) correspond to a more reliable channel. Thus, fewer bits are required to counter the loss effect on MS-stabilization, which is confirmed in (5.10). For the special case that there is no packet loss, corresponding to the limiting case \( p \to 0 \) and \( q \to 1 \), the minimum data rate in (5.7) converges to the well-known data rate theorem for stabilization of a linear system [82, 107, 123].

The following technical lemma is used to establish the result of Theorem 5.1.

**Lemma 5.2.** [82] Let the distribution of a real valued random variable \( x \in \mathbb{R} \) be absolutely continuous w.r.t. Lebesgue measure with density \( P_x(\cdot) \) and has the second absolute moment, i.e., \( \mathbb{E}[\|x\|^2] < \infty \). Denote the Borel measurable quantizer \( c_\omega(\cdot) : \mathbb{R} \to \mathbb{R} \) with the number of quantization levels not greater than \( \omega \in \mathbb{N} \). Then, \( \forall \theta \in \left(\frac{1}{3}, 1\right), \forall \omega \in \mathbb{N}, \mathbb{E}[\|x - c_\omega(x)\|^2] \geq \beta \omega^{-2} \|P_x\|^{2\theta/(1-\theta)}_\theta \), where \( \beta > 0 \) is a parameter determined by \( \theta \) and \( \|P_x\|^{2\theta/(1-\theta)}_\theta \) is Rényi differential entropy power of order \( \theta \) [23], i.e., \( \|P_x\|^{2\theta/(1-\theta)}_\theta = \left( \int_{\mathbb{R}} \|P_x(x)\|^\theta dx \right)^{\frac{1}{1-\theta}} \).

**Proof [of Theorem 5.1] Necessity:** Since an acknowledgement from the decoder to indicate the packet reception/loss status will be sent to the encoder through a perfect feedback channel, the encoder can access the full knowledge of the decoder and recover the control produced by the decoder. By [82], the asymptotic MS-Stabilization of the system (5.7) is equivalent to finding a sequence of admissible quantizers \( \{c_{\omega_k}^*(\cdot)\}\) to satisfy that

\[
\lim_{k \to \infty} \mathbb{E}[\|\lambda^k x_0 - c_{\omega_k}^*(x_0)\|^2] = 0.
\]  

(5.11)

Here the admissible quantizer means that the number of quantization level \( \omega_k \in \mathbb{N} \) of the quantizer \( c_{\omega_k}^*(\cdot) \) is adapted to the information available at time \( k \) for the decoder.
5.3. Scalar Systems

Given any data rate $R$ bits/transmission for the forward channel, denote the random variable $\Gamma_k = 2^{R \sum_{j=0}^{k-1} q_j}$ as the accumulative number of quantization levels that has been received by the decoder at time $k$. For any $\theta \in (\frac{1}{3}, 1)$, it follows that

\[
\mathbb{E}[|\lambda^k x_0 - c_{\Gamma_k}(x_0)|^2] = \mathbb{E}[\mathbb{E}[|\lambda^k x_0 - c_{\Gamma_k}(x_0)|^2 | \Gamma_k]] \\
\geq \mathbb{E}[\beta \Gamma_k^{-1} \|P_{\lambda^k x_0}\|^{2\theta/(1-\theta)}] = \beta \mathbb{E}[\Gamma_k^{-2}](\int_{\mathbb{R}} \|P_{\lambda^k x_0}(x)\|^\theta dx)^{\frac{2}{1-\theta}} \\
= \beta \mathbb{E}[\Gamma_k^{-2}](\int_{\mathbb{R}} \|P_{\lambda^k x_0}(y)\|^\theta dy)^{\frac{2}{1-\theta}} = \beta \|P_{\lambda^k x_0}\|^{2\theta/(1-\theta)} \mathbb{E}[\frac{\lambda^{2k}}{\Gamma_k^2}],
\]

(5.12)

where the inequality is due to Lemma 5.2 and the change of integration variable $y = \lambda^{-k} x$ is performed in the second last equality. Let $\xi_k = \lambda^k / \Gamma_k$, $\forall k \in \mathbb{N}$, it leads to that:

\[
\xi_{k+1} = \frac{\lambda}{2^{R \gamma_{k+1}}} \xi_k.
\]

(5.13)

By (5.11), it follows from (5.12) that $\lim_{k \to \infty} \mathbb{E}[\xi_k^{2k}] = 0$ since $\beta \|P_{\lambda^0}\|_\theta > 0$. Consider the randomly sampled system of (5.13) at stopping times $\{t_k - 1\}$ and the definition of $t_k^*$ in (5.4), we obtain that

\[
\xi_{t_k-1} = \frac{\lambda_{t_k-1}^{t_k}}{2^{R \gamma_{t_k-1}}} \xi_{t_k-1}.
\]

(5.14)

By Theorem 4 of [120], the asymptotic MS-Stability of the system (5.13) in discrete time is equivalent to the asymptotic MS-Stability of the system (5.14) in the stopping times $\{t_k - 1\}$, i.e., $\lim_{k \to \infty} \mathbb{E}[|\xi_k|^2] = 0 \Leftrightarrow \lim_{k \to \infty} \mathbb{E}[|\xi_{t_k-1}|^2] = 0$. Thus, it is sufficient to focus on the randomly sampled system of (5.14). Since in view of Lemma 5.1, the sojourn times $\{t_k^*\}$ are i.i.d., it is easy to derive that $\mathbb{E}[|\xi_{t_k-1}|^2] = \mathbb{E}[\frac{\lambda^{2k \sum_{j=0}^{k-1} q_j}}{2^{2 R \gamma_{t_k-1}}} |\xi_0|^2] = \frac{1}{2^{2 R \gamma_{t_k-1}}} \mathbb{E}[\frac{\lambda^{2k} \xi_0^2}{2^{2 R \gamma_{t_k-1}}}]^k$. Consequently, a necessary condition to make $\lim_{k \to \infty} \mathbb{E}[|\xi_k|^2] = 0$ is that $\mathbb{E}[\frac{\lambda^2 \xi_0^2}{2^{2 R \gamma_{t_k-1}}}] < 1$ by the equivalence property. By Lemma 5.1, the proof of the necessity is completed by the following arguments:

\[
\mathbb{E}[|\lambda|^{2q}] = \begin{cases} 
\infty, & \text{if } (1-q)|\lambda|^2 \geq 1; \\
|\lambda|^2[1 + \frac{p(|\lambda|^2-1)}{1-(1-q)|\lambda|^2}], & \text{if } (1-q)|\lambda|^2 < 1.
\end{cases}
\]
Sufficiency: In control strategies to be developed in this subsection, a uniform quantizer in (4.2) will be utilized. Given any data rate $R$ satisfying (5.10), a sequence of $R$-bit uniform quantizers to recursively acquire initial state information are to be designed. At time $j \in \mathbb{N}$, the encoder and decoder share a state estimator $\hat{x}_j$ based on the symbols sent via the forward channel and packet acknowledgement and update the estimator as follows:

\begin{align*}
\hat{x}_0 &= 0, \quad \hat{x}_1 = \lambda_0 q_R \left( \frac{x_0}{l_0} \right); \quad (5.15) \\
\hat{x}_{j+1} &= (\lambda + b \mu) \hat{x}_j, \ j \in \{t_k, t_k + 1, \ldots, t_{k+1} - 2\}; \quad (5.16) \\
\hat{x}_{t_k+1} &= \lambda_{t_k+1}^* \left( \hat{x}_{t_k} + l_{t_k} q_R \left( \frac{x_{t_k} - \hat{x}_{t_k}}{l_{t_k}} \right) \right) + \sum_{j=t_k}^{t_{k+1}-1} \lambda_{t_k+1-1-j} b \mu \hat{x}_j, \quad (5.17)
\end{align*}

where the stabilizing control gain $\mu \in \mathbb{R}$ is chosen to satisfy that $|\lambda + b \mu| < 1$. The input signal is produced by $u_j = \mu \hat{x}_j, \forall j \in \mathbb{N}$. The scaling factor $l_j$ is simultaneously updated on both sides of the channel via

\begin{align*}
l_1 &= \frac{|\lambda|}{2R l_0}; \\
l_{j+1} &= |\lambda| l_j, \ j \in \{t_k, t_k + 1, \ldots, t_{k+1} - 2\}; \\
l_{t_k+1} &= \frac{|\lambda| l_{t_k+1}}{2R} l_{t_k}. \quad (5.18) \quad (5.19)
\end{align*}

The above algorithm in the encoder and decoder is executed as follows. At the random time $t_k$, both the encoder and decoder have a state estimator $\hat{x}_{t_k}$ and the corresponding scaling $l_{t_k}$. The encoder quantizes the “normalized innovation”, denoted as $\frac{x_{t_k} - \hat{x}_{t_k}}{l_{t_k}}$, by a $R$-bit uniform quantizer. The quantizer output $\sigma_{t_k} \triangleq q_R \left( \frac{x_{t_k} - \hat{x}_{t_k}}{l_{t_k}} \right)$ is transmitted to the decoder via the forward channel. If $\sigma_{t_k}$ is lost at time $t_k$’s transmission, the decoder sends a packet loss acknowledgement ($\gamma_{t_k} = 0$) to the encoder and updates its estimator and scaling respectively according to (5.16) and (5.18) in the next time instant $t_{k+1}$. Since we assume there is a perfect feedback channel to send the packet acknowledgement, the encoder can update its estimator and scaling in the same manner as the decoder. The encoder retransmits the same signal $\sigma_{t_k}$ at time $t_k + 1$ until it receives the packet reception acknowledgement from the decoder.
\((\gamma_{k+1} - 1) = 1\) at time \(t_{k+1}\). See Fig. 5.2 for illustrations. By the definition of random time \(t_k\), the packet \(\sigma_{t_k}\) will be successfully delivered at time \(t_{k+1} - 1\)’s transmission. Then, both the encoder and decoder update their estimator and scaling according to (5.17) and (5.19) at time \(t_{k+1}\). Thus, the synchronization between the encoder and decoder is guaranteed and this process can be continued.

Denote the estimation error by \(\tilde{x}_j = x_j - \hat{x}_j, \forall j \in \mathbb{N}\), the dynamical equation governing the error evolution is given by

\[
\begin{aligned}
\tilde{x}_0 &= x_0, \quad \tilde{x}_1 = \lambda(x_0 - l_0 q_R(\frac{x_0}{l_0})); \\
\tilde{x}_{j+1} &= \lambda \tilde{x}_j, \quad j \in \{t_k, t_k + 1, \ldots, t_{k+1} - 2\}; \\
\tilde{x}_{t_{k+1}} &= \lambda^{t_{k+1} - t_k} l_{t_k} (\frac{\tilde{x}_{t_k}}{l_{t_k}} - q_R(\frac{\tilde{x}_{t_k}}{l_{t_k}})).
\end{aligned}
\]  

(5.20)

It can be shown that the quantizer does not overflow at all times, i.e., \(|\tilde{x}_j| \leq l_j, \forall j \in \mathbb{N}\). In fact, it obviously holds for \(j = 0, 1\) since \(|x_0| \leq l_0\) and \(|\tilde{x}_1| \leq \frac{|\lambda|}{2^{2n}} l_0 = l_1\). Assume that \(\exists k \geq 0, |\tilde{x}_{t_k}| \leq l_{t_k}\), then \(|\tilde{x}_{t_k+1}| = |\lambda|^{t_{k+1} - t_k} l_{t_k} (\frac{\tilde{x}_{t_k}}{l_{t_k}} - q_R(\frac{\tilde{x}_{t_k}}{l_{t_k}})) \leq \frac{|\lambda|^{t_{k+1} - t_k}}{2^{2n}} l_{t_k} = l_{t_{k+1}}\).

Further, for any \(j \in \{t_k, t_k + 1, \ldots, t_{k+1} - 2\}, |\tilde{x}_j| = |\lambda|^{j-t_k} |\tilde{x}_{t_k}| \leq |\lambda|^{j-t_k} l_{t_k} = l_j\).

Thus, by induction, we have that \(|\tilde{x}_j| \leq l_j, \forall j \in \mathbb{N}\). On the other hand, the mean square of the scaling at random times \(\{t_k\}\) will exponentially converge to zero. Let \(\eta = \mathbb{E}[|\lambda|^{2n}] < 1\) by (5.10), we have that \(\lim_{k \to \infty} \mathbb{E}[l_{t_k}^2] = \lim_{k \to \infty} \mathbb{E}[\prod_{j=0}^{k-1} |\lambda|^{2n}] l_{t_k}^2 = \lim_{k \to \infty} (\mathbb{E}[|\lambda|^{2n}])^{k} l_{t_k}^2 = l_{t_k}^2 \lim_{k \to \infty} \eta^k = 0\), where the second equality is due to that sojourn times \(\{t^*_k\}\) are a sequence of i.i.d random variables by Lemma 5.1.
one can further derive that

\[
\mathbb{E}\left[\sum_{k=1}^{\infty} t_k^2 \right] = \sum_{k=0}^{\infty} \mathbb{E}\left[\sum_{j=t_k}^{t_k+1-1} |\lambda|^2(j-t_k)t_k^2 \right] \\
\leq \sum_{k=0}^{\infty} \mathbb{E}\left[t_{k+1}^* |\lambda|^{2t_{k+1}} t_k^2 \right] = \mathbb{E}|t_1^*| |\lambda|^{2t_1} \sum_{k=0}^{\infty} \mathbb{E}[t_k^2] \\
= \mathbb{E}|t_1^*| |\lambda|^{2t_1} t_1^2 \sum_{k=0}^{\infty} \eta^k = \frac{\mathbb{E}|t_1^*| |\lambda|^{2t_1} t_1^2}{1-\eta} < \infty, \quad (5.21)
\]

since for $|\lambda|^2(1-q) < 1$ in (5.8), it is easy to see that $\mathbb{E}|t_1^*| |\lambda|^{2t_1} < \infty$. Here we have utilized the fact that the identically distributed random variable $t_{k+1}^*$ is independent of $x_0, t_1^*, \ldots, t_k^*$ and $l_k$ is adapted to $\sigma(x_0, t_1^*, \ldots, t_k^*)$ in (5.21).

Together with that $|\tilde{x}_k| \leq l_k, \forall k \in \mathbb{N}$, it immediately follows from (5.22) that $\lim_{k \to \infty} \mathbb{E}[|\tilde{x}_k|^2] \leq \lim_{k \to \infty} \mathbb{E}[t_k^2] = 0$. By iteration of (5.7) and substituting the control signal $u_k = \mu \tilde{x}_k$ into (5.7), it yields that $x_{k+1} = \lambda x_k + b\mu \tilde{x}_k = (\lambda + b\mu)x_k + b\mu \tilde{x}_k = (\lambda + b\mu)^{k+1}x_0 + \sum_{j=0}^{k}(\lambda + b\mu)^{k-j}b\mu \tilde{x}_j$. Jointly with the inequality $(\mathbb{E}[|x + y|^2])^{1/2} \leq (\mathbb{E}[|x|^2])^{1/2} + (\mathbb{E}[|y|^2])^{1/2}$, we finally obtain that $\lim_{k \to \infty} \mathbb{E}[|x_k|^2] \leq \lim_{k \to \infty} \sum_{j=0}^{k} |\lambda + b\mu|^{k-j} |b\mu| (\mathbb{E}[|\tilde{x}_j|^2])^{1/2} = 0$ by the Toeplitz lemma [4, Sec 6.1.2] and the result that $\lim_{k \to \infty} (\mathbb{E}[|\tilde{x}_k|^2])^{1/2} = 0$.

### 5.3.2 General Stochastic Scalar Systems

**Theorem 5.2.** Consider the system (5.6) and the network configuration in Fig. 5.1 where the packet loss process of the forward channel is a time-homogeneous Markov process with the transition probability matrix (5.2). The networked system is MS-Stabilizable if and only if the following conditions hold:

(a) The probability of the channel recovering from losing packet is large enough,

\[ q > 1 - 1/|\lambda|^2; \quad (5.23) \]

(b) The data rate satisfies the following strict inequality

\[ R > \log_2 |\lambda| + \frac{1}{2} \log_2[1 + \frac{p(|\lambda|^2 - 1)}{1 - (1-q)|\lambda|^2}]. \quad (5.24) \]
Remark 5.2. Although the necessary and sufficient condition remains the same as that for the case of noise free systems with a finite initial state support, the proof is much more challenging. Due to the unbounded noise, uncertainties about the system state at the decoder arise from both the initial state and the noise. Thus, a completely different method is developed to establish the result.

As in [78], we will find a lower bound for the second moment of the state to establish the necessity. To this end, let \( \Phi_k = \frac{1}{2\pi e} \mathbb{E}_{S_{k-1}}[e^{2h(x_k|S_{k-1}=s_{k-1})}] \) be the conditional entropy power of \( x_k \) conditioned on the event \( \{S_{k-1} = s_{k-1}\} \), averaged over all possible \( s_{k-1} \). Here \( s_{k-1} \) is a particular realization of the random vector \( S_{k-1} \). It is clear [23] that \( \Phi_k \) is a lower bound of the second moment of the state \( x_k \), i.e., \( \mathbb{E}[|x_k|^2] \geq \Phi_k, \forall k \in \mathbb{N} \). The following lemma is needed to prove the necessity.

Lemma 5.3. Given any data rate \( R \) bits/transmission, the following inequality holds: 
\[
\mathbb{E}_{S_k|S_{k-1},\gamma_k}[e^{2h(x_k|S_k=s_k)}] \geq \frac{1}{2^{2R\gamma_k}} e^{2h(x_k|S_{k-1}=s_{k-1})}.
\]

Proof. In view of Lemma 4.2 in [78], the assertion is straightforward. \( \square \)

Proof of Theorem 5.2

Necessity: Let the data rate be \( R \) bits/transmission, it follows that:

\[
\begin{align*}
\mathbb{E}_{S_k}[e^{2h(x_{k+1}|S_k=s_k)}] &= \mathbb{E}_{S_k}[e^{2h(\lambda x_k+w_k|S_k=s_k)}] \\
&\geq \mathbb{E}_{S_k}[e^{2h(\lambda x_k|S_k=s_k)} + e^{2h(w_k)}] \geq |\lambda|^2 \mathbb{E}_{S_k}[e^{2h(x_k|S_k=s_k)}] + \Delta \\
&= |\lambda|^2 \mathbb{E}_{S_{k-1},\gamma_k}[\mathbb{E}_{S_k|S_{k-1},\gamma_k}[e^{2h(x_k|S_k=s_k)}]] + \Delta \\
&\geq |\lambda|^2 \mathbb{E}_{S_{k-1},\gamma_k}[\frac{1}{2^{2R\gamma_k}} e^{2h(x_k|S_{k-1}=s_{k-1})}] + \Delta \\
&= |\lambda|^2 \mathbb{E}_{\gamma_k}[\frac{1}{2^{2R\gamma_k}} \mathbb{E}_{S_{k-1}|\gamma_k}[e^{2h(x_k|S_{k-1}=s_{k-1})}]] + \Delta.
\end{align*}
\]

In the above, the first equality is due to that the control input \( u_k \) is measurable w.r.t. \( \sigma(S_k) \) and the translation invariance property of entropy [23]. The first inequality follows from the entropy power inequality [23] and the fact that \( w_k \) is independent of \( (x_k, S_k) \). The second inequality is due to the assumption that \( \Delta \leq \inf_{k \in \mathbb{N}} e^{2h(w_k)} \), whereas the last inequality is the result of Lemma 5.3. Since \( S_{k-1} \leftrightarrow (S_{k-2}, \gamma_{k-1}) \leftrightarrow \ldots \)
\[ \gamma_k \text{ forms a Markov chain, we can similarly derive that} \]
\[ \mathbb{E}_{S_{k-1}}|\gamma_k[e^{2h(x_k|S_{k-1}=s_{k-1})}] \geq |\lambda|^2 \mathbb{E}_{S_{k-1}}|\gamma_k[e^{2h(x_{k-1}|S_{k-1}=s_{k-1})}] + \Delta \]
\[ = |\lambda|^2 \mathbb{E}_{S_{k-2},\gamma_{k-1}|\gamma_k}[\mathbb{E}_{S_{k-1}|S_{k-2},\gamma_{k-1}|\gamma_k[e^{2h(x_{k-1}|S_{k-1}=s_{k-1})]]] + \Delta \]
\[ \geq \mathbb{E}_{S_{k-2},\gamma_{k-1}|\gamma_k}[|\lambda|^2 \mathbb{E}_{S_{k-1}|S_{k-2},\gamma_{k-1}|\gamma_k}e^{2h(x_{k-1}|S_{k-2}=s_{k-2})}] + \Delta \]
\[ = \mathbb{E}_{\gamma_{k-1}|\gamma_k}[\frac{|\lambda|^2}{2^2R_{\gamma_{k-1}}} \mathbb{E}_{S_{k-2}|\gamma_{k-1}|\gamma_k}[e^{2h(x_{k-1}|S_{k-2}=s_{k-2})}]] + \Delta. \]  
(5.26)

Inserting (5.26) into (5.25) leads to that
\[ \mathbb{E}_{S_k}[e^{2h(x_{k+1}|S_k=s_k)]} \]
\[ \geq \mathbb{E}_{\gamma_{k-1},\gamma_k}[\frac{|\lambda|^4}{2^2R(\gamma_{k-1}+\gamma_k)} \mathbb{E}_{S_{k-1}|\gamma_{k-1},\gamma_k}[e^{2h(x_{k-1}|S_{k-2}=s_{k-2})}] + (\mathbb{E}_{\gamma_k}[\frac{|\lambda|^2}{2^2R_{\gamma_k}}] + 1) \Delta \]
\[ \geq \mathbb{E}_{\gamma_1,...,\gamma_k}[\frac{|\lambda|^{2k}}{2^2R(\gamma_1+...+\gamma_k)} \mathbb{E}_{S_1|\gamma_1,...,\gamma_k}[e^{2h(x_1|S_0=s_0)]} + \Delta \sum_{j=2}^{k} \mathbb{E}_{\gamma_j,...,\gamma_k}[\frac{|\lambda|^{2(k-j+1)}}{2^2R(\gamma_j+...+\gamma_k)}] + 1] \]
\[ \geq \mathbb{E}[\frac{|\lambda|^{2(k+1)}}{2^2R(\gamma_0+\gamma_1+...+\gamma_k)}]e^{2h(x_0)] + \Delta \sum_{j=1}^{k} \mathbb{E}[\frac{|\lambda|^{2(k-j+1)}}{2^2R(\gamma_j+...+\gamma_k)]} + 1], \]  
(5.27)

where (5.27) is due to that the initial state is independent of the packet loss process \( \{\gamma_k\} \). To study the lower bound of (5.27), let \( \xi_0 = e^{2h(x_0)} \) and consider an auxiliary system as follows:
\[ \xi_{k+1} = \frac{|\lambda|^2}{2^2R_{\gamma_k}} \xi_k + \Delta, \forall k \in \mathbb{N}. \]  
(5.28)

Then, \( \xi_{k+1} \) is written as \( \xi_{k+1} = \frac{|\lambda|^{2(k+1)}}{2^2R(\gamma_0+\gamma_1+...+\gamma_k)} + \Delta \sum_{j=1}^{k} \frac{|\lambda|^{2(k-j+1)}}{2^2R(\gamma_j+...+\gamma_k)} + 1 \). Associated with the system (5.28), we introduce the following notation:
\[ \alpha_k \triangleq \begin{bmatrix} \alpha_k^0 \\ \alpha_k^1 \end{bmatrix}, \alpha_k^j = \mathbb{E}[\xi_k1_{\{\gamma_k=j\}}] \geq 0, \forall j \in \{0, 1\}. \]  
(5.29)

Thus, the recursive equation for \( \alpha_k \) is written as follows:
\[ \alpha_{k+1}^j = \sum_{i=0}^{1} \mathbb{E}[(\frac{|\lambda|^2}{2^2R_{\gamma_k}} \xi_k + \Delta)1_{\{\gamma_{k+1}=j \cap \gamma_k=i\}}] \]
\[ = \sum_{i=0}^{1} \mathbb{E}[(\frac{|\lambda|^2}{2^2R_{\gamma_k}} \xi_k + \Delta)1_{\{\gamma_{k+1}=j \cap \gamma_k=i\}}|\mathcal{F}_k]]. \]
\[ \frac{1}{2R} \mathbb{E}[\varepsilon_k | \{ \gamma_k = i \}] = \mathbb{E}[1 \{ \gamma_{k+1} = j \wedge \gamma_k = i \} | \mathcal{F}_k] + \Delta \mathbb{E}[1 \{ \gamma_{k+1} = j \wedge \gamma_k = i \}] \]

\[ \frac{1}{2R} \sum_{i=0}^{1} |\lambda|^2 p_{ij} \alpha_k^j + \Delta \sum_{i=0}^{1} p_{ij} \pi_k^i, \]

(5.30)

where the distribution of \( \gamma_k \) is defined by \( \pi_k^j \triangleq \mathbb{P}(\gamma_k = j), \forall j \in \{0, 1\} \). Let \( \psi_k = [\psi_0^k, \psi_1^k]^T \) with \( \psi_k^j = \sum_{i=0}^{1} p_{ij} \pi_k^i \) and

\[ \mathcal{A} \triangleq \begin{bmatrix} |\lambda|^2 p_{00} & |\lambda|^2 p_{10} \\ |\lambda|^2 p_{01} & |\lambda|^2 p_{11} \end{bmatrix}. \]

Rewriting (5.30) in a compact form leads to the following recursion:

\[ \alpha_{k+1} = \mathcal{A} \alpha_k + \Delta \psi_k. \]

(5.31)

Note that \( \mathbb{E}[\varepsilon_k] = \sum_{j=0}^{1} \alpha_k^j = \| \alpha_k \|_1 \), where \( \| \cdot \|_1 \) is the standard \( \ell^1 \) norm in \( \mathbb{R}^2 \).

Assume the networked system (5.6) is MS-Stabilizable, it follows that

\[ \sup_{k \in \mathbb{N}} \Phi_k = \sup_{k \in \mathbb{N}} \frac{1}{2\pi \varepsilon} \mathbb{E}_{\mathcal{S}_{k-1}}[e^{2k(x_k | \mathcal{S}_{k-1} = s_{k-1})}] \leq \mathbb{E}[\| x_k \|_2^2] < \infty, \]

which, together with (5.27), implies that \( \sup_{k \in \mathbb{N}} \| \alpha_k \|_1 < \infty \). Moreover, due to that Markov process \( \{ \gamma_k \} \) is ergodic, \( \pi_k \) will converge to a unique stationary distribution, that is, \( \pi_k^j \to \frac{\pi^j}{p^j} \), \( \forall j \in \{0, 1\} \) as \( k \to \infty \). Then, \( \exists \psi^j > 0, \psi_k^j \to \psi^j > 0, \forall j \in \{0, 1\} \) as \( k \to \infty \). In view of (5.31), it follows that the spectral radius of \( \mathcal{A} \) is strictly less than one since otherwise, \( \lim_{k \to \infty} \| \alpha_k \|_1 = \infty \). Thus, letting \( \Delta = 0 \) in (5.31), we obtain \( \lim_{k \to \infty} \| \alpha_k \|_1 = 0 \). Again by (5.27), it yields that

\[ \lim_{k \to \infty} \mathbb{E}[\frac{|\lambda|^{2(k+1)}}{2^k R^{(\gamma_0 + \gamma_1 + \ldots + \gamma_k)}}] = 0. \]

(5.32)

As in the proof of the necessity of Theorem 5.1, a necessary condition for (5.32) to hold is that \( \mathbb{E}[\frac{|\lambda|^{2k}}{2^k}] < 1 \). The rest of proof follows from that of Theorem 5.1.

**Sufficiency:** We adopt the adaptive quantizer developed in [84] to capture the unbounded noise so that the upper bound of the second moment of the \( R \)-bit
quantization error decays at a rate of $2^{-2R}$ if the random quantizer input variable $x$ has a bounded $(2 + \delta)$-th moment for some $\delta > 0$. In particular, given a parameter $\rho > 1$, the $R$-bit quantizer generates $2^R$ quantization intervals labeled from left to right by $I_R(0), \ldots, I_R(2^R - 1)$. Let $I_0(0) \triangleq (-\infty, \infty)$, $I_1(0) \triangleq (-\infty, 0]$ and $I_1(1) \triangleq (0, \infty)$. If $R \geq 2$, the quantization intervals are generated by

- partitioning the set $[-1, 1]$ into $2^{R-1}$ intervals of equal length,
- partitioning the sets $(-\rho^{i-1}, -\rho^{i-2}]$ and $[\rho^{i-2}, \rho^{i-1})$ respectively into $2^{R-1-i}, i \in \{2, \ldots, R-1\}$ intervals of equal length.

The two infinite length intervals $(-\infty, -\rho^{R-2}]$ and $[\rho^{R-2}, \infty)$ are respectively the leftmost and rightmost intervals of the quantizer. Let

- $\kappa_R(\sigma)$ be the half-length of interval $I_R(\sigma)$ for $\sigma \in \{1, \ldots, 2^R - 2\}$, be equal to $\rho^R - \rho^{R-1}$ if $\sigma = 2^R - 1$ and $-(\rho^R - \rho^{R-1})$ if $\sigma = 0$.
- $Q_R(x)$ be the midpoint of interval if $x \in I_R(\sigma), \sigma \in \{1, \ldots, 2^R - 2\}$, be equal to $\rho^R$ if $\sigma = 2^R - 1$ and equal to $-\rho^R$ if $\sigma = 0$.

The above quantizer allows the quantization intervals $I_R(\cdot)$ to be generated recursively by starting from $Q_2(\cdot)$. For example, quantizer intervals for $Q_{i+1}(\cdot), i \geq 2$ are produced by partitioning each bounded interval of $I_i(\sigma), \sigma \in \{1, \ldots, 2^i - 2\}$ into two uniform subintervals and the unbounded interval $I_i(0) = (-\infty, -\rho^{i-2}]$ into to $I_{i+1}(0) = (-\infty, -\rho^{(i+1)-2}], I_{i+1}(1) = (-\rho^{(i+1)-2}, -\rho^{i-2}]$. A similar partition is applied to the other infinite subinterval $I_i(2^i - 1)$. More details can be found in [84].

For any random variables $x, r$ and constant real number $\delta > 0$, define the functional

$$M_\delta[x, r] = \mathbb{E}[r^2 + |x|^{2+\delta} r^{-\delta}].$$

It can be verified that $M_\delta[x, r] \geq \mathbb{E}[|x|^2] [84]$. A fundamental property of the above quantizer is given below.

**Lemma 5.4.** [84, Lemma 5.2] Let $x$ and $r > 0$ be random variables with $\mathbb{E}[|x|^{2+\delta}] < \infty$ for some $\delta > 0$. Given a $R$ bit adaptive quantizer as above and $\rho > 2^{2/\delta}$, then the
quantization error $x - rQ_R(x/r)$ satisfies $M_\delta[x - rQ_R(x/r), r\kappa_R(\sigma)] \leq \frac{1}{2^R} M_\delta[x, r]$, where $\sigma \in \{0, \ldots, 2^R - 1\}$ is the index of the levels of the quantizer $Q_R(\cdot)$ and $\varsigma$ is a constant greater than 2 determined only by $\delta$ and $\rho$.

Lemma 5.5. \textbf{(C,r - inequality)} Given $a_i \geq 0, i \in \mathbb{N}$, then $\forall n \in \mathbb{N}$,

$$\left(\sum_{i=0}^{n} a_i\right)^r \leq \begin{cases} (n + 1)^{r-1}(\sum_{i=0}^{n} a_i^r), & \text{if } r \geq 1; \\ \sum_{i=0}^{n} a_i^r, & \text{if } 0 \leq r < 1. \end{cases}$$

Proof. It is a standard result in elementary inequality theory and can be easily verified.

By (5.23), there exists a $\delta > 0$ such that $|\lambda|^{2+\delta}(1 - q) < 1$. Let the adaptive quantizer parameters be $\rho > 2^{2/\delta}$ and $R$ satisfy (5.24). Now, we use the above quantizer to approach the lower bound of (5.24). To this aim, divide the integers $j \in \mathbb{N}$ into cycles $\{km, \ldots, (k + 1)m - 1\}, \forall k \in \mathbb{N}$ with length $m \in \mathbb{N}$, which is determined by the available data rate and is to be specified later. The encoder and decoder simultaneously construct an estimator of the state based on the quantized symbol and packet acknowledgement as follows:

$$\hat{x}_0 = \hat{x}_1 = 0;$$
$$\hat{x}_{j+1} = (\lambda + b\mu)\hat{x}_j, j \in \{t_{km}, t_{km} + 1, \ldots, t_{(k+1)m} - 2\};$$
$$\hat{x}_{t_{(k+1)m}} = \lambda^{(k+1)m-2km}[\hat{x}_{t_{km}} + l_kQ_mR\left(\frac{x_{t_{km}} - \hat{x}_{t_{km}}}{l_k}\right)] + \sum_{j=t_{km}}^{t_{(k+1)m}-1} \lambda^{(k+1)m-j-1}b\mu\hat{x}_j,$$

where the stabilizing control gain $\mu$ is chosen to make $|\lambda + b\mu| < 1$ and the input is formed by $u_j = \mu\hat{x}_j, \forall j \in \mathbb{N}$.

The quantizer $Q_mR(\cdot)$ works as follows. At random times $t_{km}, \forall k \in \mathbb{N}$, the encoder quantizes the normalized innovation, denoted as $\frac{x_{t_{km}} - \hat{x}_{t_{km}}}{l_k}$, by the above described $R$-bit adaptive quantizer and sends the quantizer output to the decoder via the forward channel. Based on the definition of random times $t_{km}$, the decoder will receive the packet during the time interval $[t_{km+1} - 1, t_{km+1})$ and send a packet reception acknowledgement to the encoder. By the assumption that the transmission
of the packet and acknowledgement can be finished within one sampling interval, the encoder and decoder agree on that 
\( \frac{x_{tkm}-\hat{x}_{tkm}}{tk} \in I_R(\cdot) \) at time \( t_{km+1} \). Then, the encoder and decoder further divide \( I_R(\cdot) \) into \( 2^R \) subintervals in the manner described above. The quantizer output related to the subinterval \( I_{R^+R}(\cdot) \) will be sent to the decoder to further reduce the uncertainty of the normalized innovation for the decoder. By receiving the second packet in the time interval \( (t_{km+2}-1, t_{km+2}] \), the encoder and decoder agree on the fact that \( \frac{x_{tkm}-\hat{x}_{tkm}}{tk} \in I_{R^+R}(\cdot) \). Continuing the same steps and after receiving the \( m \)-th packet reception acknowledgement in the time interval \( [t_{(k+1)m}-1, t_{(k+1)m}) \), the encoder and decoder agree on that \( \lambda \in \{ (2+\delta)\epsilon, (1-q) \} < 1 \). Then, it follows from Lemma 5.1 that \( \mathbb{E}[||\lambda||^{(2+\delta)q}] < \infty \).

Using \( C_r \)-inequality in Lemma 5.5, we obtain that \( \forall r \geq 0 \),

\[
\mathbb{E}[(t_m-t_0)^r] = \mathbb{E}\left[\sum_{j=1}^{m} (t_j^*)^r\right] \leq (1 + m^{r-1}) \mathbb{E}\left[\sum_{j=1}^{m} (t_j^*)^r\right] 
\]

\[
= m(1 + m^{r-1}) \mathbb{E}[(t_1^*)^r] < \infty. \tag{5.33}
\]

Now, define \( f(x) = \frac{|x|^{(2+\delta)x}}{x^{(2+\delta)}} \) and choose \( \epsilon' > 1 \) to make \( 1/\epsilon' + \frac{1}{\epsilon} = 1 \). By using the Hölder inequality it follows that

\[
\mathbb{E}[(t_m-t_0)f(t_m-t_0)] = \mathbb{E}[(t_m-t_0)^{2+\delta}||\lambda||^{(2+\delta)(t_m-t_0)}] 
\]

\[
\leq (\mathbb{E}[(t_m-t_0)^{(2+\delta)\epsilon'})^{1/\epsilon'} (\mathbb{E}[||\lambda||^{(2+\delta)q}])^{m/\epsilon}) < \infty. \tag{5.34}
\]

Let \( g_{tkm} \triangleq \sum_{j=t_{km}}^{t_{(k+1)m}-1} \lambda^{t_{(k+1)m}-j} w_j \). Then, the \( (2+\delta) \)-th absolute moment of \( g_{tkm} \) is uniformly bounded. Precisely,

\[
\mathbb{E}[|g_{tkm}|^{2+\delta}] \leq \mathbb{E}[f(t_{(k+1)m}-t_{km}) \sum_{j=t_{km}}^{t_{(k+1)m}-1} |w_j|^{2+\delta}] \tag{5.35}
\]

\[
\leq \varpi \mathbb{E}[(t_{(k+1)m}-t_{km})f(t_{(k+1)m}-t_{km})] \tag{5.36}
\]

\[
= \varpi \mathbb{E}[(t_m-t_0)f(t_m-t_0)] \triangleq \alpha^{2+\delta}. \tag{5.37}
\]

In the above, we applied the \( C_r \) inequality of Lemma 5.5 in (5.35) and (5.36) was
obtained in view of the assumption that the channel variation is independent of the noise process while (5.37) is due to that \( t_{(k+1)m} - t_{km} = t_{(k+1)m}^* + \ldots + t_{(k+1)m}^* \) has the same distribution as that of \( t_{m} - t_{0} = t_{1}^* + \ldots + t_{m}^* \) by Lemma 5.1. By using the Hölder inequality [4], it can be shown that \( \mathbb{E}[|g_{km}|^2] \leq (\mathbb{E}[|g_{km}|^{2+\delta}])^{2/\delta} \leq \alpha^2 \). The scaling coefficient \( \{l_k\} \) with \( t_0 = \alpha \) is updated as follows

\[
l_{k+1} = \max\{\alpha, l_k|t_{(k+1)m} - t_{km}|^{\frac{\nu}{2}} \mathbf{K}_{mR}(\sigma_{tkm})\}. \tag{5.38}
\]

The proof of [84] is extended to our case for the proof of the stability of the error dynamics in random times \( t_{km} \). Define the estimation error by \( \bar{x}_j = x_j - \hat{x}_j \), the error dynamics is governed by

\[
\bar{x}_{t_{(k+1)m}} = \lambda^{t_{(k+1)m} - t_{km}}[\bar{x}_{t_{km}} - l_k Q_{mR}(\bar{x}_{t_{km}}/l_k)] + g_{tkm}, \tag{5.39}
\]

\[
\bar{x}_{j+1} = \lambda \bar{x}_j + w_j, j \in \{t_{km}, t_{km} + 1, \ldots, t_{(k+1)m} - 2\}.
\]

Define \( \theta_k = \mathbb{E}[l_k^2 + |\bar{x}_{t_{km}}|^{2+\delta} l_k^{-\delta}] \) and let \( \phi \triangleq 2^{1+\delta} > 1 \). In view of the error dynamics in (5.39), one can easily derive the following result:

\[
|\bar{x}_{t_{(k+1)m}}|^{2+\delta} \leq \phi \left( |\lambda^{t_{(k+1)m} - t_{km}}|^{2+\delta} |\bar{x}_{t_{km}} - l_k Q_{mR}(\bar{x}_{t_{km}}/l_k)|^{2+\delta} + |g_{tkm}|^{2+\delta} \right). \tag{5.40}
\]

Denote \( \varrho \triangleq \mathbb{E}[\lambda^{2\gamma}] \) which is bounded by (5.23) and Lemma 5.1. Then, we have the following results:

\[
\mathbb{E}[|\bar{x}_{t_{(k+1)m}}|^{2+\delta} l_k^{-\delta}] \leq \phi \mathbb{E}\left[ \lambda^{2(t_{(k+1)m} - t_{km})} \left| \frac{\bar{x}_{t_{km}} - l_k Q_{mR}(\bar{x}_{t_{km}}/l_k)}{[l_k^{\varrho} K_{mR}(\sigma_{tkm})]^{\delta}} \right|^{2+\delta} \right] + \left[ g_{tkm}^{2+\delta} / \varrho \right] l_k^{\varrho}
\]

\[
= \phi \left( \mathbb{E}\left[ \left| \frac{\bar{x}_{t_{km}} - l_k Q_{mR}(\bar{x}_{t_{km}}/l_k)}{[l_k^{\varrho} K_{mR}(\sigma_{tkm})]^{\delta}} \right|^{2+\delta} \right] + \mathbb{E}\left[ g_{tkm}^{2+\delta} / \varrho \right] \right)
\]

\[
\leq \phi \left( \varrho^{\varrho} \mathbb{E}\left[ \left| \frac{\bar{x}_{t_{km}} - l_k Q_{mR}(\bar{x}_{t_{km}}/l_k)}{[l_k^{\varrho} K_{mR}(\sigma_{tkm})]^{\delta}} \right|^{2+\delta} \right] + \mathbb{E}\left[ g_{tkm}^{2+\delta} / \varrho \right] \right)
\]

\[
\leq \phi \left( \varrho^{\varrho} \mathbb{E}\left[ \left| \frac{\bar{x}_{t_{km}} - l_k Q_{mR}(\bar{x}_{t_{km}}/l_k)}{[l_k^{\varrho} K_{mR}(\sigma_{tkm})]^{\delta}} \right|^{2+\delta} \right] + \alpha^2 \right), \tag{5.41}
\]

where the first equality follows from that \( t_{(k+1)m} - t_{km} \) is independent of the sigma field \( \sigma\{x_0, t_{1}, \ldots, t_{km}\} \) by Lemma 5.1 and the fact that \( x_0 \) is independent of \( \{\gamma_k\} \).
Also, it follows from (5.38) that \( \mathbb{E}[l_{k+1}^2] \leq \alpha^2 + \vartheta^m \mathbb{E}[l_{k}Q_mR(\sigma_{tkm})^2] \). By summing the above two inequalities we obtain that

\[
\theta_{k+1} \leq \phi(2\alpha^2 + \vartheta^m \mathbb{E}[|\tilde{x}_{tkm} - l_{k}Q_mR(\tilde{x}_{tkm}/l_{k})|^2 + |l_{k}Q_mR(\sigma_{tkm})|^2])
\]
\[
\leq 2\phi\alpha^2 + \vartheta^m \mathbb{E} \left[ \frac{M}{2m} \delta |\tilde{x}_{tkm}, l_{k} \right] \]  
\[ \leq 2\phi\alpha^2 + \vartheta^m t_{tkm} \leq \phi(2\alpha^2 + \vartheta^m \mathbb{E}[|\tilde{x}_{tkm} - l_{k}Q_mR(\tilde{x}_{tkm}/l_{k})|^2 + |l_{k}Q_mR(\sigma_{tkm})|^2])
\]
\[ \leq 2\phi\alpha^2 + \vartheta^m \mathbb{E} \left[ \frac{M}{2m} \delta |\tilde{x}_{tkm}, l_{k} \right] \]  
\[ \leq 2\phi\alpha^2 + \vartheta^m \mathbb{E} \left[ \frac{M}{2m} \delta |\tilde{x}_{tkm}, l_{k} \right] \]  

where (5.42) follows from the property of the quantizer given in Lemma 5.4. By (5.24), it is clear that \( \vartheta^2 = \frac{2\alpha^2}{\mathbb{E} \left[ |\lambda| |2R \right]} \) < 1. This implies that there exists an \( m > 0 \) such that \( \nu \equiv \vartheta^m t_{tkm} \leq \vartheta^m t_{tkm} \leq \frac{2\alpha^2}{1 - \nu} \). For any given \( j > 1 \), we get that

\[
\mathbb{E}[|\tilde{x}_j|^2] = \sum_{k=0}^{\infty} \mathbb{E}[|\tilde{x}_j|^2] \mathbb{1}_{tkm \leq j < t_{(k+1)m}} \leq \sum_{k=0}^{\infty} \mathbb{E}[|\lambda|^2 t_{tkm}^2] \mathbb{1}_{tkm \leq j < t_{(k+1)m}} + \alpha^2 \leq \vartheta^m \sup_k \theta_k + \alpha^2 \leq \frac{2\alpha^2}{1 - \nu} + \alpha^2. \]  

Observing that we have designed a stabilizing controller for the estimator, it is straightforward that \( \sup_{j \in \mathbb{N}} \mathbb{E}[|\tilde{x}_j|^2] < \infty \), which further implies the stabilization of the system since \( \sup_{j \in \mathbb{N}} \mathbb{E}[|\tilde{x}_j|^2] \leq 2(\sup_{j \in \mathbb{N}} \mathbb{E}[|\tilde{x}_j|^2] + \sup_{j \in \mathbb{N}} \mathbb{E}[|\tilde{x}_j|^2]) < \infty. \)  

**Remark 5.3.** It should be noted that in [78], an i.i.d. loss process is considered. In this case, (5.25) will directly lead to that

\[
\mathbb{E}_{S_k}[e^{2h(x_{k+1}|S_k=s_k)}] \geq \mathbb{E}[\frac{\lambda^2}{2Rt_{tk}}] \mathbb{E}_{S_{k-1}}[e^{2h(x_k|S_{k-1}=s_{k-1})}] + \Delta,
\]

from which the necessary condition follows by letting \( \mathbb{E}[\frac{\lambda^2}{2Rt_{tk}}] < 1. \) However, due to temporal correlations of the Markov process \( \{\gamma_k\} \), the above arguments are no longer applicable. To overcome this difficulty, the properties of the Markov process are further exploited in the proof of the necessity.

**Remark 5.4.** In comparison with [78,84], a similar adaptive quantizer is adopted to
establish the sufficiency. What makes the current problem more challenging is that the down sampling interval, denoted by $t_{(k+1)m} - t_{km}$, is stochastic and unbounded. While in [78, 84], it is a finite constant. This implies that for their cases, the stabilization of the periodically sampled system immediately results in the stabilization of the original system, which does not trivially hold for the randomly down sampled system. Further, Lemma 5.1 plays an indispensable role in proving the MS-stabilization of randomly down sampled systems.

Remark 5.5. We have developed a tool to down sample the system with a random sampling interval $t_k^*$ so that the data rate of the down sampled system appears as a constant. It is not difficult to verify that this approach is applicable for any i.i.d. $\{t_k^*\}$ satisfying $E[|\lambda|^2 1] < \infty$. That is, it can be directly applied to networked control systems with transmission times that are driven by an i.i.d. stochastic process. Hence, our approach can jointly address the issues of minimizing the number of transmissions between the sensor and the controller/actuator as well as reducing the size of packet at each transmission, leading to a better utilization of the bandwidth of a communication network.

5.4 Vector Systems

The main challenge in stabilizing a vector system with Markovian packet loss consists of optimally allocating bits to each unstable state variable. It is worth mentioning that even for the case of i.i.d. packet loss, there is no explicit characterization of the minimum data rate for the mean square stabilization of a general vector system [73, 78].

For brevity, we consider noise free vector systems with bounded initial support in this section. A necessary condition for mean square stabilization will be given in terms of a group of inequalities that are related to unstable open-loop poles. A sub-optimal bit-allocation scheme, which is optimal for some special cases, is provided to achieve the mean square stabilization. When specialized to the case of i.i.d. packet loss, our work naturally recovers the results in [78]. Note that the condition on data rate is a sum of the data rates from all used quantizers.
5.4.1 Real Jordan Form

As in [78,84], we adopt a real Jordan form for the system under investigation which is briefly reviewed below. There is no loss of generality to assume that all the eigenvalues of $A$ lie outside or on the unit circle [107].

Let $\lambda_1, \ldots, \lambda_d \in \mathbb{C}$ be the distinct unstable eigenvalues of $A$ (if $\lambda_i$ is not a real number, we exclude its conjugate $\lambda_i^*$ from the list) and let $m_i$ be the corresponding algebraic multiplicity of $\lambda_i$. Then, there exists a real transformation matrix $T \in \mathbb{R}^{n \times n}$ such that $J = TAT^{-1}$. The real Jordan canonical form [48] has the block diagonal structure $J = \text{diag}(J_1, \ldots, J_d) \in \mathbb{R}^{n \times n}$ with $J_i \in \mathbb{R}^{\mu_i \times \mu_i}$ and $|\det(J_i)| = |\lambda_i|^\mu_i$ where

$$
\mu_i = \begin{cases} 
m_i, & \text{if } \lambda_i \in \mathbb{R}; \\
2m_i, & \text{otherwise}. 
\end{cases}
$$

In summary, consider the vector system as follows:

$$
x_{k+1} = Jx_k + Bu_k, \quad (5.45)
$$

where the state vector $x_k = [x_k^{(1)}^T, \ldots, x_k^{(d)}^T]^T \in \mathbb{R}^n$ is partitioned in conformity with the block diagonal structure of $J$ and the pair $(J, B)$ is controllable. Moreover, the initial state $x_0$ has a known bounded support, i.e., $\|x_0\|_\infty \leq l_0$ for some $l_0 > 0$ and has a probability density $P_{x_0}(\cdot)$.

5.4.2 Necessity

**Theorem 5.3.** Consider the system (5.45) and the network configuration in Fig. 5.1 where the packet loss process of the forward channel is a time-homogeneous Markov process with the transition probability matrix (5.2). Let $d_{ij}, j \in \{1, \ldots, n_i\}$ denote the dimension of an invariant real subspace of $J_i, i \in \{1, \ldots, d\}$. Then, a necessary condition for the asymptotic MS-stabilization of the networked system is that $\forall r_i \in \mathcal{D}_i \triangleq \{d_{i1}, \ldots, d_{im_i}\}$ and $\Sigma_r = \sum_{i=1}^d r_i$, the following conditions hold:
(a) The probability of the channel recovering from packet loss is large enough,

\[ q > 1 - \frac{1}{(\prod_{i=1}^{d} |\lambda_i|^{2r_i})^{1/\Sigma_r}}; \quad (5.46) \]

(b) The data rate satisfies the following strict inequality

\[ R > \frac{\Sigma_r}{2} \log_2 \mathbb{E}\left[ (\prod_{i=1}^{d} |\lambda_i|^{2r_i})^{t^*_1/\Sigma_r} \right]. \quad (5.47) \]

Remark 5.6.

(1) For a lossless digital channel, i.e., \( p \to 0 \) and \( q \to 1 \), it is obvious that the sojourn time \( t^*_1 \) is always equal to one, \( 5.46 \) is automatically enforced, and the inequality \( 5.47 \) reduces to \( R > \sum_{i=1}^{d} \mu_i \log_2 |\lambda_i| \) by selecting \( r_i = \mu_i, \forall i \in \{1, \ldots, d\} \). This is the well-known minimum data rate condition for stabilizing an unstable linear system \([84, 107]\).

(2) If it is specialized to scalar systems, \( 5.47 \) becomes \( R > \frac{1}{2} \log_2 \mathbb{E}[|\lambda_1|^{2t^*_1}] \), which is the same as the rate condition in \( 5.10 \).

(3) When the packet loss is i.i.d., our result recovers the one derived in \([78]\).

Proof of Theorem 5.3:

Together with the results in Section 5.3, the proof of \([78]\) is extended here to establish the stability of error dynamics in random time \( t_{km} \). By the definition of \( D_i \), for any \( r_i \in D_i \), the block \( J_i \) has an invariant real subspace, denoted by \( \mathcal{H}_i \), of dimension \( r_i \). Denote the indices of the nonempty subspaces by \( \{e_1, \ldots, e_{dr}\} \), e.g., \( \mathcal{H}_{e_i} \neq \emptyset \) and the corresponding state variables w.r.t. \( \mathcal{H}_{e_i} \) by \( x_k^{(e_i)} \). Consider the subspace \( \mathcal{H} \) formed by taking the Cartesian product of all the nonempty invariant real subspaces, i.e., \( \mathcal{H} = \prod_{i=1}^{dr} \mathcal{H}_{e_i} \), the dimension of \( \mathcal{H} \) is computed as \( \Sigma_r = \sum_{i=1}^{d} r_i \). Stack the unstable state variables \( x_k^{(e_i)} \) to get a new vector state \( x_k^{\mathcal{H}} = [x_k^{(e_1)^T}, \ldots, x_k^{(e_{dr})^T}]^T \triangleq Px_k \), where \( P \) is some transformation matrix. Thus, the new vector state \( x_k^{\mathcal{H}} \) evolves as follows:

\[ x_{k+1}^{\mathcal{H}} = J^\mathcal{H} x_k^{\mathcal{H}} + P B u_k, \quad (5.48) \]
where $|\text{det}(J^H)| = \prod_{i=1}^{d} |\lambda_i|^{r_i}$. Similarly, a lower bound of the mean square of $x_k^H$ is chosen as

$$
\Phi_k^H = \frac{1}{2\pi e} \mathbb{E}[e^{2h(x_k|S_{k-1}=s_{k-1})/\Sigma_r}] \leq \mathbb{E}[\|x_k^H\|^2].
$$

Following the proof of the necessity of Theorem 5.2, we can obtain that

$$
\lim_{k \to \infty} \mathbb{E}[\{\text{det}(J^H)\}^{2(k+1)/\Sigma_r}] = 0.
$$

As in Theorem 5.1, a necessary condition for (5.49) is that

$$
\mathbb{E}\left[\frac{\{\text{det}(J^H)\}^{2r_i/\Sigma_r}}{2^{2R/(\Sigma_r)}}\right] < 1.
$$

By substituting $|\text{det}(J^H)| = \prod_{i=1}^{d} |\lambda_i|^{r_i}$ into the above equality and after some simple manipulations, the necessity is established.

### 5.4.3 Sufficiency

To achieve the asymptotic MS-stabilization, we propose a sub-optimal bit allocation to each state variable. The number of bits assigned to each state variable is proportional to the magnitude of its corresponding unstable mode.

**Theorem 5.4.** Consider the system (5.45) and the network configuration in Fig. 5.1 where the packet loss process of the forward channel is a time-homogeneous Markov process with the transition probability matrix (5.2). The networked system is asymptotically MS-Stabilizable if the following conditions hold:

(a) The probability of the channel recovering from packet loss is large enough,

$$
q > 1 - \frac{1}{\max_{i\in\{1,\ldots,d\}} |\lambda_i|^2};
$$

(b) The unstable eigenvalues $(\lambda_1, \ldots, \lambda_d)$ are inside the convex hull determined by the following constraints

$$
R > \frac{\mu_i}{2a_i(R)} \log_2(\mathbb{E}[|\lambda_i|^{2r_i}]), \forall i \in \{1, \ldots, d\},
$$
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where the rate allocation vector \( a(R) = [a_1(R), \ldots, a_d(R)] \) satisfies

\[
\begin{cases}
0 \leq a_j(R) \leq 1; \\
\sum_{j=1}^{d} a_j(R) \leq 1, \forall j \in \{1, \ldots, d\}; \\
\frac{R}{\mu_j} a_j(R) \in \mathbb{N}.
\end{cases}
\]

(5.53)

Remark 5.7.

1. For a Markovian lossy channel with infinite bandwidth, the data rate condition of (5.52) is automatically satisfied. The probability condition of the channel recovering from packet loss in (5.51) reduces to that of [45]. That is, the sufficient condition is also necessary in this case.

2. The sufficient condition is optimal when the magnitude of strictly unstable eigenvalues is the same. For example, assume \( \exists d_1 \leq d \) such that \( |\lambda_1| = \ldots = |\lambda_{d_1}| > 1 \) and \( |\lambda_j| = 1, \forall j \in \{d_1 + 1, \ldots, d\} \) for the vector system of (5.45), the transition probability and rate condition in (5.51) and (5.52) are respectively written as \( q > 1 - \frac{1}{|\lambda_1|^2} \) and \( R > \frac{\sum_{i=1}^{d_1} \mu_i}{2} \log_2(\mathbb{E}[|\lambda_1|^{2\gamma}]) \) which are the same as the necessary conditions in (5.46) and (5.47) by choosing \( r_i = \mu_i, \forall i \in \{1, \ldots, d_1\} \) and \( r_i = 0, \forall i \in \{d_1 + 1, \ldots, d\} \). In particular, if all the unstable eigenvalues have the same magnitude, e.g., \( |\lambda_1| = \ldots = |\lambda_d| \), the sufficient condition is necessary as well.

Proof of Theorem 5.4:
For any data rate \( R \) satisfying (5.52) and (5.53), the uniform quantizer of (4.2) will be adopted. Similar to the proof of Theorem 5.2, divide the integers \( j \in \mathbb{N} \) into cycles \( \{km, \ldots, (k+1)m-1\}, \forall k \in \mathbb{N} \) with length \( m \in \mathbb{N} \), which is determined by \( R \) and is to be specified later. The communication protocol is the same as in Theorem 5.2, except that the uniform quantizer is used here. Thus, at each time \( j \in \mathbb{N} \), the encoder and decoder share a state estimator \( \hat{x}_j \) based on the quantized messages.
and packet acknowledgement, and update the estimator as follows:

\[
\begin{align*}
\tilde{x}_0 &= 0, \quad \tilde{x}_1 = l_0 J \sigma_0; \\
\tilde{x}_{j+1} &= (J + BK) \tilde{x}_j, \quad j \in \{t_{km}, t_{km} + 1, \ldots, t_{(k+1)m} - 2\}; \\
\hat{x}_{t_{(k+1)m}} &= J^{t_{(k+1)m} - t_{km}} [\hat{x}_{t_{km}} + L_k \sigma_{t_{km}}] + \sum_{j=1}^{t_{(k+1)m} - 1} J^{t_{(k+1)m} - j - 1} BK \hat{x}_j,
\end{align*}
\]

where a stabilizing control gain \( K \) is chosen to satisfy that the spectrum radius of \( J + BK \) is strictly less than one. Denote the \( \ell \)-th component of the state vector corresponding to the \( i \)-th unstable mode by \( x_k^{(i,\ell)} \), where \( i \in \{1, \ldots, d\} \) and \( \ell \in \{1, \ldots, \mu_i\} \). The vector \( \sigma_0 \) is composed by \( \sigma_0 = [\sigma_0^{(1,1)}, \ldots, \sigma_0^{(1,\mu_1)}, \sigma_0^{(2,1)}, \ldots, \sigma_0^{(d,\mu_d)}]^T \), with \( \sigma_0^{(i,\ell)} = q_{Ra_i(R)/\mu_i}(\tilde{x}_{t_{km}}^{(i,\ell)}) \) while \( \sigma_{t_{km}} = [\sigma_{t_{km}}^{(1,1)}, \ldots, \sigma_{t_{km}}^{(1,\mu_1)}, \sigma_{t_{km}}^{(2,1)}, \ldots, \sigma_{t_{km}}^{(d,\mu_d)}]^T \), with \( \sigma_{t_{km}}^{(i,\ell)} = q_{mRa_i(R)/\mu_i}(\frac{x_{t_{km}}^{(i,\ell)} - \hat{x}_{t_{km}}^{(i,\ell)}}{L_k}) \), where \( q_{Ra_i(R)/\mu_i}(\cdot) \) is a uniform quantizer of (4.2) using \( Ra_i(R)/\mu_i \) bits of precision to represent quantizer output and similarly for \( q_{mRa_i(R)/\mu_i}(\cdot) \). Note that by (5.53), we have \( Ra_i(R)/\mu_i \in \mathbb{N} \).

Denote \( I_{\mu_i} \in \mathbb{R}^{\mu_i \times \mu_i} \) an identity matrix. Then, the scaling matrix \( L_k \) is given by \( L_k = \text{diag}(L_1^k I_{\mu_1}, \ldots, L_d^k I_{\mu_d}) \). Moreover, \( L_k^i \) is simultaneously updated on both sides of the channel via

\[
\begin{align*}
L_0^i &= \frac{\zeta \sqrt{\mu_i}}{2Ra_i(R)/\mu_i} L_0; \\
L_{k+1}^i &= \frac{\zeta \sqrt{R_i(t_{(k+1)m} - t_{km})}}{2mRa_i(R)/\mu_i} \left( \frac{\mu_i - 1}{L_k^i} \right) L_k.
\end{align*}
\]  

(5.54)

By setting the control to be \( u_j = K \tilde{x}_j, \forall j \in \mathbb{N} \), the estimation error, defined by \( \tilde{x}_j = x_j - \hat{x}_j \), is recursively computed by

\[
\begin{align*}
\tilde{x}_0 &= x_0, \tilde{x}_1 = J(x_0 - l_0 \sigma_0); \\
\tilde{x}_{j+1} &= J \tilde{x}_j, \quad j \in \{t_{km}, t_{km} + 1, \ldots, t_{(k+1)m} - 2\}; \\
\tilde{x}_{t_{(k+1)m}} &= J^{t_{(k+1)m} - t_{km}} (\tilde{x}_{t_{km}} - L_k \sigma_{t_{km}}).
\end{align*}
\]  

(5.55)

By Lemma 3.18, the quantizer will not overflow, i.e., \( |x_{t_{km}}^{(i,\ell)} - \hat{x}_{t_{km}}^{(i,\ell)}| \leq L_k^i, \forall k \in \mathbb{N} \). In fact it obviously holds for \( k = 0 \). Assume \( \exists k \geq 1, |\tilde{x}_{t_{km}}^{(i,\ell)}| \leq L_k^i, \forall i \in \{1, \ldots, d\}, \forall \ell \in \mathbb{N} \).
\{1, \ldots, \mu_i\}, then \(\|\tilde{x}_{km}^{(i)}\|_\infty \leq L_k^i\). By the error dynamics in (5.55), the update recursion for \(L_k^i\) in (5.54) and Lemma 3.18, it can be established that 
\[ \|\tilde{x}_{tm}^{(i)}\|_\infty \leq \|J_{(k+1)m}^{i} - t_{km}\|_\infty \|\tilde{x}_{km}^{(i)} - L_k^i\|_\infty \leq L_{k+1}^i. \]
In addition, (5.51) implies that \(\forall i \in \{1, \ldots, d\}, |\lambda_i|^2(1 - q) < 1\). That is, there exists a \(g > 1\) such that
\[ |\lambda_i|^2g(1 - q) < 1. \] (5.56)
Then, it is straightforward that \(\mathbb{E}[|\lambda_i|^{2g}] < \infty\) by Lemma 5.1. Moreover, given any sequence \(\{g_j\}_{j=0} \subset (1, g)\) such that \(\lim_{j \to \infty} g_j = 1\), it is easy to show that 
\[ \left(\frac{|\lambda_i|^{2g_j}}{22Ra(R)/\mu_i}\right)^{g_j} \leq \left(\frac{|\lambda_i|^{2g}}{22Ra(R)/\mu_i}\right)^{g_j} \leq \left(\frac{|\lambda_i|^{2g}}{22Ra(R)/\mu_i}\right)^{g_j}. \] By the dominated convergence theorem [4], it follows that 
\[ \lim_{j \to \infty} \mathbb{E}\left[\left(\frac{|\lambda_i|^{2g_j}}{22Ra(R)/\mu_i}\right)^{g_j}\right] = \mathbb{E}\left[\frac{|\lambda_i|^{2g_j}}{22Ra(R)/\mu_i}\right] < 1 \] by (5.52). Thus, there exists a \(c \in (1, g)\) such that the following inequality holds:
\[ \mathbb{E}\left[\left(\frac{|\lambda_i|^{2g_j}}{22Ra(R)/\mu_i}\right)^{g_j}\right] < 1. \] (5.57)
Select a \(c' > 1\) such that \(1/c' + 1/c = 1\), we obtain that
\[
\mathbb{E}[L_{k+1}^i] = \zeta^2 \mu_i \mathbb{E}\left[\frac{(t_{(k+1)m} - t_{km})^{2\mu_i - 1}|\lambda_i|^{2(t_{(k+1)m} - t_{km})}}{22Ra(R)/\mu_i}\right] \mathbb{E}[L_k^i]^2 \\
\leq \zeta^2 \mu_i \mathbb{E}\left[\frac{(t_{(k+1)m} - t_{km})^{2\mu_i - 1}}{22Ra(R)/\mu_i}\right]^{1/c'} \mathbb{E}\left[\left(\frac{|\lambda_i|^{2(t_{(k+1)m} - t_{km})}}{22Ra(R)/\mu_i}\right)^c\right]^{1/c} \mathbb{E}[L_k^i]^2 \\
\leq C_1 \left(\frac{|\lambda_i|^{2g_j}}{22Ra(R)/\mu_i}\right)^{m/c} \mathbb{E}[L_k^i]^2 \\
\triangleq \eta_i \mathbb{E}[L_k^i]^2. \] (5.58)
Here the first equality is obtained from (5.54) and the fact that \(t_{(k+1)m} - t_{km}\) is independent of \(L_k^i\) by Lemma 5.1. The Hölder inequality was applied in the first inequality. The constant \(C_1 \triangleq \zeta^2 \mu_i \mathbb{E}[t_{(k+1)m} - t_{km}]^{2\mu_i - 1}]^{1/c'}\) in the second inequality is finite by (5.33). In light of (5.57), there exists an \(m > 0\) such that
\[ \eta_i = C_1 \left(\frac{|\lambda_i|^{2g_j}}{22Ra(R)/\mu_i}\right)^{m/c} < 1. \] (5.59)
Using the above inequality and Lemma 3.18, we can further derive that

\[
\mathbb{E}[\sum_{k=1}^{\infty} \|\tilde{x}_k^{(i)}\|^{2}_{\infty}] \leq \zeta^2 \mu_i \sum_{k=0}^{\infty} \mathbb{E}\left[ \sum_{j=t_{km}}^{t_{(k+1)m}-1} (j - t_{km})^{2(\mu_i - 1)} |\lambda_i|^{2(j-t_{km})} \|\tilde{x}_{t_{km}}^{(i)}\|^{2}_{\infty}\right] \\
\leq \zeta^2 \mu_i \mathbb{E}[\{t_m - t_0\}^{2\mu_i - 1}|\lambda_i|^{2(t_m - t_0)}] \sum_{k=0}^{\infty} \mathbb{E}[[\|\tilde{x}_{t_{km}}^{(i)}\|^{2}_{\infty}]] (5.60) \\
\leq C_2 \sum_{k=0}^{\infty} \mathbb{E}[\{L_k^1\}^2] \leq C_2 (L_0^1)^2 \sum_{k=0}^{\infty} \eta_i^k. (5.61)
\]

In the above, the second inequality follows from Lemma 3.18. The inequality in (5.60) is due to that \( \forall j \in \{t_{km}, t_{km} + 1, \ldots, t_{(k+1)m}\}, (j - t_{km})^{2(\mu_i - 1)} |\lambda_i|^{2(j-t_{km})} \leq (t_{(k+1)m} - t_{km})^{2(\mu_i - 1)} |\lambda_i|^{2(t_{(k+1)m} - t_{km})} \) and \( t_{(k+1)m} - t_{km} \) is of the same distribution as \( t_m - t_0 \). Choosing \( g' > 1 \) such that \( 1/g' + \frac{1}{g} = 1 \) and using Hölder inequality, then

\[
C_2 = \zeta^2 \mu_i \mathbb{E}[\{t_m - t_0\}^{2\mu_i - 1}|\lambda_i|^{2(t_m - t_0)}] \leq \zeta^2 \mu_i (\mathbb{E}[\{t_m - t_0\}^{g'\mu_i - 1}])^{1/g'} (\mathbb{E}[|\lambda_i|^{2g_i}])^{m/g} < \infty \text{ by (5.33) and (5.56). By (5.59) and (5.61), we obtain that } \mathbb{E}[\sum_{k=1}^{\infty} \|\tilde{x}_k^{(i)}\|^{2}_{\infty}] < \infty.
\]

This immediately implies that \( \lim_{k \to \infty} \mathbb{E}[[\|\tilde{x}_k^{(i)}\|^{2}_{\infty}] = 0 \), which further concludes that \( \lim_{k \to \infty} \mathbb{E}[[\|\tilde{x}_k^{(i)}\|^{2}_{\infty}] \leq \mu_i \lim_{k \to \infty} \mathbb{E}[[\|\tilde{x}_k^{(i)}\|^{2}_{\infty}] = 0 \). Consequently, we have shown that \( \lim_{k \to \infty} \mathbb{E}[[\|x_k\|^{2}] = 0 \). With the designed stabilizing controller, it is trivial that \( \lim_{k \to \infty} \mathbb{E}[[\|x_k\|^{2}] = 0 \). The rest of the proof follows from a similar line as in [78] and details are omitted.

\[ \text{\textbf{5.4.4 An Example}} \]

In this subsection, an example is included to examine the gap between the necessary and sufficient conditions. Let the transition probabilities of the Markov process be \( p = 1/2, q = 2/3 \) and the data rate be \( R = 1 \). Consider an unstable system with distinct eigenvalues \( \lambda_1 \in \mathbb{R}, \lambda_2 \in \mathbb{C} \) and \( \mu_1 = 1, \mu_2 = 2 \). The stabilizable and unstabilizable regions respectively determined by Theorem 5.3 and Theorem 5.4 are plotted in Fig. 5.3. It is clear from the figure that they are optimal for the three cases respectively corresponding to that \( |\lambda_1| = 1, |\lambda_1| = |\lambda_2| \) and \( |\lambda_2| = 1 \). It also shows that the necessary condition is almost sufficient.
5.5 Summary

Packet loss and data rate constraint are two important issues of networked control systems. In this chapter, we have investigated the necessary and sufficient data rate conditions for the mean square stabilization of networked unstable linear systems where the communication channel is subject to Markovian packet loss. The temporal correlations of the packet loss process posed significant challenges for the study of the minimum data rate which were overcome by converting the networked system with random packet loss into a randomly sampled system. The minimum data rate for the scalar case was then derived and is explicitly given in terms of the magnitude of the unstable mode and the transition probabilities of the Markov chain. The result completely quantifies the joint effect of Markovian packet loss and finite communication data rate on the mean square stabilization of linear scalar systems and contains existing results on packet loss probability and data rate for stabilization as special cases. We have also studied the mean square stabilization problem for vector systems. Necessary and sufficient conditions were respectively derived and shown to be optimal for some special cases. Our approach can also be directly used to NCSs where transmission times are driven by an i.i.d. stochastic process with the consideration of reducing the size of the data transferred at each transmission.

Figure 5.3: Stabilizable and unstabilizable regions for the example in Subsection 5.4.4.
Chapter 6

Stability of Kalman Filtering with Markovian Packet Loss

This chapter studies the stability of Kalman filtering over a network subject to Markovian packet loss. For second-order and certain classes of higher-order systems, necessary and sufficient conditions for stability of the mean estimation error covariance matrices. All stability criteria are expressed by simple inequalities in terms of the largest eigenvalue of the open loop matrix and transition probabilities of the Markov process. Their implications and relationships with related results in the literature are discussed.

The organization of the chapter is as follows. The problem under consideration is precisely formulated in Section 6.1, where two stability notions are introduced. In Section 6.2, a necessary condition for both stability notions of vector systems is derived, from which the equivalence between the two stability notions is established. Necessary and sufficient conditions for stability of the mean estimation error covariance matrices of second-order systems is provided in Section 6.3. The necessary condition presented in Section 6.2 is proved to be sufficient for certain classes of higher-order systems in Section 6.4. Numerical examples are presented in Section 6.5. Most of proofs are moved to Section 6.6. Concluding remarks are drawn in Section 6.7.
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6.1 Problem Formulation

Consider a discrete-time stochastic linear system:

\[
\begin{cases}
    x_{k+1} = Ax_k + w_k; \\
    y_k = Cx_k + v_k,
\end{cases}
\]  

(6.1)

where \(x_k \in \mathbb{R}^n\) and \(y_k \in \mathbb{R}^m\) are vector state and measurement. \(w_k \in \mathbb{R}^n\) and \(v_k \in \mathbb{R}^m\) are white Gaussian noises with zero means and covariance matrices \(Q > 0\) and \(R > 0\), respectively. \(C\) is of full row rank, i.e., rank(\(C\)) = \(m \leq n\). The initial state \(x_0\) is a random Gaussian vector of mean \(\hat{x}_0\) and the covariance matrix \(P_0 > 0\). Moreover, \(w_k\), \(v_k\) and \(x_0\) are mutually independent.

We consider a network environment where the raw measurements of the system are transmitted to an estimator via an unreliable communication channel, see Fig. 6.1. Due to random fading and/or congestion of the communication channel, packets may be lost while in transit through the channel. Different from [124, 128], the present work ignores other effects such as quantization, transmission errors and data delays. The packet loss process is modeled by a time-homogenous binary Markov process \(\{\gamma_k\}_{k \geq 0}\), which is more general and realistic than the i.i.d. case studied in [103] due to possible temporal correlation of network conditions. Furthermore, assume that \(\{\gamma_k\}_{k \geq 0}\) does not contain any information of the system. Let \(\gamma_k = 1\) indicate that the packet containing the information of \(y_k\) has been successfully delivered to the estimator while \(\gamma_k = 0\) corresponds to the loss of the packet. In addition, the transition probability matrix is Markov process is given in (5.2), i.e.,

\[
\Pi^+ = (\mathbb{P}\{\gamma_{k+1} = j | \gamma_k = i\})_{i,j \in S} = \begin{bmatrix}
    1 - q & q \\
    p & 1 - p
\end{bmatrix}.
\]  

(6.2)

Denote \((\Omega, \mathcal{F}, \mathbb{P})\) the common probability space for all random variables in the chap-
ter, where $\Omega$ is the space of elementary events, $\mathcal{F}$ is the underlying $\sigma$-field on $\Omega$, and $\mathbb{P}$ is a probability measure on $\mathcal{F}$. Let $\mathcal{F}_k \triangleq \sigma(y_i, i \leq k) \subset \mathcal{F}$ be an increasing sequence of $\sigma$-fields generated by the information received by the estimator up to time $k$, i.e., all events that are generated by the random variables $\{y_i, i \leq k\}$. In the sequel, the terminology of almost everywhere (abbreviated as a.e.) is always with w.r.t. $\mathbb{P}$. Similar to Chapter 5, define a sequence of stopping times $\{t_k\}_{k \geq 0}$ adapted to the Markov process $\{\gamma_k\}_{k \geq 0}$ as follows:

$$
t_0 = 0, \quad t_1 = \inf\{k | k \geq 1, \gamma_k = 1\},$$
$$t_2 = \inf\{k | k > t_1, \gamma_k = 1\}, \cdots,$$
$$t_k = \inf\{k | k > t_{k-1}, \gamma_k = 1\} \quad (6.3)$$

and sojourn time $t_k^* \triangleq t_k - t_{k-1} > 0$.

Denote the state estimate and one-step prediction corresponding to the minimum mean square error estimator by $\hat{x}_{k|k} = \mathbb{E}[x_k|\mathcal{F}_k]$ and $\hat{x}_{k+1|k} = \mathbb{E}[x_{k+1}|\mathcal{F}_k]$, respectively. The associated estimation error covariance matrices are defined by $P_{k|k} = \mathbb{E}[(x_k - \hat{x}_{k|k})(x_k - \hat{x}_{k|k})^H|\mathcal{F}_k]$ and $P_{k+1|k} = \mathbb{E}[(x_{k+1} - \hat{x}_{k+1|k})(x_{k+1} - \hat{x}_{k+1|k})^H|\mathcal{F}_k]$, where $A^H$ is the conjugate transpose of $A$. By [103], it is known that the Kalman filter is still optimal. That is, the following recursions are in force:

$$\hat{x}_{k|k} = \hat{x}_{k|k-1} + \gamma_k K_k (y_k - C \hat{x}_{k|k-1}); \quad (6.4)$$
$$P_{k|k} = P_{k|k-1} - \gamma_k K_k C P_{k|k-1} C^H K_k^T; \quad (6.5)$$

where $K_k = P_{k|k-1} C^H (C P_{k|k-1} C^H + R)^{-1}$. In addition, the time update equations continue to hold: $\hat{x}_{k+1|k} = A \hat{x}_{k|k}, P_{k+1|k} = A P_{k|k} A^H + Q$ and $\hat{x}_{0|-1} = \bar{x}_0, P_{0|-1} = P_0$. For simplicity of exposition, let $P_{k+1} = P_{k+1|k}$ and $M_k = P_{1k+1}$. To analyze the behavior of the estimation error covariance matrices, we introduce two types of stability.

**Definition 6.1.** We say that the mean state estimation error covariance matrices are stable in sampling times if $\sup_{k \in \mathbb{N}} \mathbb{E}[P_k] < \infty^1$ while they are stable in stopping
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^1This notation means that there is a positive definite $P$ such that $\mathbb{E}[P_k] < P$ for any $k \in \mathbb{N}$. 
times if $\sup_{k \in \mathbb{N}} \mathbb{E}[M_k] < \infty$ for any $P_0 > 0$, where the expectation is taken w.r.t.
packet loss process $\{\gamma_k\}_{k \geq 0}$ with $\gamma_0$ being any Bernoulli random variable.

Here $\mathbb{E}[P_k]$ represents the mean of one-step prediction error covariance at the
sampling time whereas $\mathbb{E}[M_k]$ denotes the mean of one-step prediction error covari-
ance at the stopping time. To some extent, the former is time-driven while the
latter is event-driven. Although the two stability notions have different meanings,
they will be shown to be equivalent in Section 6.2. Our objective of this chapter is
to establish the equivalence between the two stability notions and derive necessary
and sufficient conditions for stability. For scalar systems, the stability in sampling
times has been discussed in [51] by analyzing a random Riccati recursion. Their
approach is quite conservative for vector systems as they leave the system structure
unexplored. In this chapter, a completely different method is developed to establish
the main results.

In consideration of Theorems 3 and 8 of [79], there is no loss of generality to
assume that:

**Assumption 6.1.** $P_0, Q, R$ are all identity matrices with compatible dimensions.

**Assumption 6.2.** All the eigenvalues of $A$ lie outside the unit circle.

For the eigenvalues on the unit circle, we can do an arbitrarily small perturba-
tion on $A$, e.g., $\tilde{A} = (1 + \epsilon)A$, such that the eigenvalue of $\tilde{A}$ is strictly greater than
one. Note that our sufficient condition are given in the strictly inequality, which
allows us to do such perturbation on $A$. See more details in [79].

**Assumption 6.3.** $(C, A)$ is observable.

### 6.2 Equivalence of the Two Stability Notions

It is generically difficult to directly study the notion of stability in sampling times
[51]. However, the two stability notions will be shown to be equivalent in this section.

For any $i \in \mathcal{S}$, denote $\mathbb{E}^i[\cdot]$ the mathematical expectation operator conditioned
on the event that $\{\gamma_0 = i\}$. Similar meaning applies to the notation $\sup_{k \in \mathbb{N}} \mathbb{E}[M_k] < \infty$. 

---
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Lemma 6.1. The following statements hold:

(a) \( \sup_{k \in \mathbb{N}} \mathbb{E}[P_k] < \infty \) if and only if \( \sup_{k \in \mathbb{N}} \mathbb{E}[P^1_k] < \infty \) and \( \sup_{k \in \mathbb{N}} \mathbb{E}[P^0_k] < \infty \).

(b) \( \sup_{k \in \mathbb{N}} \mathbb{E}[M_k] < \infty \) if and only if \( \sup_{k \in \mathbb{N}} \mathbb{E}[M^1_k] < \infty \) and \( \sup_{k \in \mathbb{N}} \mathbb{E}[M^0_k] < \infty \).

Proof. (a) “\( \Leftarrow \)” It is obvious since \( \mathbb{E}[P_k] \leq \mathbb{E}[P_k] + \mathbb{E}[P^0_k] \). “\( \Rightarrow \)” Let \( \mathbb{P}\{\gamma_0 = 1\} = \mathbb{P}\{\gamma_0 = 0\} = 1/2 \). Note that \( P_k \geq 0 \), then \( \mathbb{E}[P_k] \geq \mathbb{E}[P_k]/2 \) and \( \mathbb{E}[P_k] \geq \mathbb{E}[P_k]/2 \).

(b) Similar to (a).

Theorem 6.1. Consider the system (6.1) satisfying Assumptions 6.1-6.3 and the packet loss process of the measurements governed by a time-homogeneous Markov process with transition probability matrix (6.2). Then, a necessary condition for \( \sup_{k \in \mathbb{N}} \mathbb{E}[M_k] < \infty \) is that \( \rho(A)^2 (1 - q) < 1 \).

Proof. Define a linear operator \( g(\cdot) \) by \( g(P) = APA^H + Q \) and the composite function \( g \circ g(\cdot) \) by \( g \circ g(P) = g(g(P)) = g^2(P) \). Similar definition applies to the notation \( g^k(\cdot) \) for all \( k \geq 1 \). Since \( t_k \) is a stopping time, \( \mathcal{F}_{t_k} \triangleq \sigma(y_i, \gamma_i, i \leq t_k) \) is a well defined \( \sigma \)-field. Noting that \( P_k \geq Q = I \) for all \( k \in \mathbb{N} \) and \( M_k = P_{t_k+1} \), it immediately follows from the property of conditional expectation that

\[
\mathbb{E}[M_{k+1}] = \mathbb{E}[\mathbb{E}[M_{k+1}|\mathcal{F}_{t_k}]] = \mathbb{E}[g^{t_{k+1}}(M_k)] \geq \mathbb{E}[g^{t_{k+1}}(Q)] \geq \mathbb{E}\left[ \sum_{j=0}^{t_{k+1}} A^j (A^j)^H \right], \quad (6.6)
\]

where the first inequality is due to that \( g(\cdot) \) is a monotonically increasing function.

Let \( J = \text{diag}(J_1, \ldots, J_d) \in \mathbb{C}^{n \times n} \) be the Jordan canonical form of \( A \), where \( J_i \in \mathbb{C}^{n_i \times n_i} \) corresponds to the eigenvalue \( \lambda_i \). That is, there exists a nonsingular matrix \( U \in \mathbb{R}^{n \times n} \) such that \( A = UJU^{-1} \). Then, it follows that

\[
\sum_{j=0}^{t_{k+1}} A^j (A^j)^H = U \sum_{j=0}^{t_{k+1}} J^j U^{-1} U^{-H} (J^j)^H U^H \geq \lambda_{\min}(U^{-1}U^{-H}) U \sum_{j=0}^{t_{k+1}} J^j (J^j)^H U^H, \quad (6.7)
\]

where \( \lambda_{\min}(U^{-1}U^{-H}) > 0 \) is the smallest eigenvalue of \( U^{-1}U^{-H} \). In view of (6.6), (6.7) and Lemma 6.1, it is clear that \( \sup_{k \in \mathbb{N}} \mathbb{E}[M_{k+1}] < \infty \) implies that

\[
\sup_{k \in \mathbb{N}} \mathbb{E}[\left( \sum_{j=0}^{t_{k+1}} J^j (J^j)^H \right) < \infty. \quad (6.8)
\]
Its \((n_i, n_j)\)-th element is computed as \(E^1(\sum_{j=0}^{K+1} |\lambda_i|^2j) = \frac{|\lambda_i|^2E(|\lambda_i|^{2j})}{|\lambda_i|^2-1}\). By (6.8) and the equivalence property of norms on a finite-dimensional vector space, it follows that \(\frac{|\lambda_i|^2E(|\lambda_i|^{2j})}{|\lambda_i|^2-1} < \infty\). Together with Lemma 5.1, we have that \(|\lambda_i|^2(1 - q) < 1\).

Since \(\lambda_i\) is an arbitrary eigenvalue of \(A\), this completes the proof.

**Theorem 6.2.** Consider the system (6.1) satisfying Assumptions 6.1-6.3 and the packet loss process of the measurements governed by a time-homogeneous Markov process with transition probability matrix (6.2). Then, a necessary condition for \(\sup_{k \in \mathbb{N}} E[P_k] < \infty\) is that \(\rho(A)^2(1 - q) < 1\).

**Proof.** Since \(P_k = P_kC^H(CP_kC^H + R)^{-1}CP_k \geq 0\ [119]\), it yields that for any \(k > 3\),

\[
P_{k+1} \geq (1 - \gamma_k)AP_kA^H + Q \geq \sum_{j=1}^{k} \left(\prod_{i=1}^{j} (1 - \gamma_i)\right)A^{k-j}(A^{k-j})^H,
\]

where the second inequality is due to that \(Q = I\) by Assumption 6.1. Denote \(\pi_j^i = \mathbb{P}\{\gamma_j = i\}\), \(i \in \{0, 1\}\) and \(\pi_j = [\pi_j^0, \pi_j^1]\). By (6.2), we have that \(\pi_{j+1} = \pi_jI^+\) for any \(j \in \mathbb{N}\). Together with \(0 < p, q < 1\), one can test that for any finite \(j > 1\), \(\pi_j^i > 0\) for all \(i \in \{0, 1\}\). In addition, the Markov process \(\{\gamma_k\}_{k \in \mathbb{N}}\) has a unique stationary distribution \([\pi^0, \pi^1]\), i.e., \(\lim_{j \to \infty} \pi_j^i = \pi^i, i \in S\). By (6.2), we further obtain that \(\pi^0 = \frac{p}{p+q} > 0\). Then, it follows that \(\pi^0 \triangleq \inf_{j \geq 1} \pi_j^0 > 0\), which further implies that for all \(j \geq 2\),

\[
E[\prod_{i=j}^{k} (1 - \gamma_i)] \geq E[\prod_{i=j}^{k} (1 - \gamma_i) | \gamma_{j-1} = 0] \mathbb{P}(\gamma_{j-1} = 0) \geq \pi^0(1 - q)^{k-j}.
\]

In view of (6.9), we obtain that \(E[P_{k+1}] \geq \pi^0 \sum_{j=0}^{k-2} (1 - q)^j A^j(A^j)^H\). By following a similar line of the proof in Theorem 6.1, it yields that \(\rho(A)^2(1 - q) < 1\).

**Remark 6.1.** Let \(\bar{q} = \max\{q, 1 - p\}\), [119] provides a necessary condition, i.e., \(\rho^2(A)(1 - \bar{q}) < 1\) for \(\sup_{k \in \mathbb{N}} E[P_k] < \infty\), which is obviously weaker than Theorem 6.2 if \(p + q < 1\).

By the above results, the equivalence between the two stability notions is established in the following result, whose proof is given in Section 6.6.
Theorem 6.3. Consider the system (6.1) satisfying Assumptions 6.1-6.3 and the packet loss process of the measurements governed by a time-homogeneous Markov process with transition probability matrix (6.2). Then, the notions of stability in stopping times and stability in sampling times are equivalent.

Thus, there is no loss of generality for the rest of the chapter to focus on the stability in stopping times.

6.3 Second-order Systems

Consider second-order systems with the following structure:

Assumption 6.4. $A = \text{diag}(\lambda_1, \lambda_2)$ and $\text{rank}(C) = 1$, where $\lambda_2 = \lambda_1 \exp\left(\frac{2\pi rd}{x}\right)$, $i^2 = -1$, $d > r \geq 1$ and $r, d \in \mathbb{N}$ are irreducible.

Under Assumption 6.4, it is easy to verify that $(C, A^d)$ is not an observable pair. This essentially indicates that the measurements received at times $kd$ for all $k \in \mathbb{N}$ do not help to reduce the estimation error, which will become clear shortly. Thus, it is intuitive that with a smaller $d$, it may require a stronger condition to ensure stability of the mean estimation error covariance matrices as observability may be lost relatively easily, which is confirmed in Theorem 6.4.

Theorem 6.4. Consider the system (6.1) satisfying Assumptions 6.1-6.3 and the packet loss process of the measurements governed by a time-homogeneous Markov process with transition probability matrix (6.2). Then,

(a) if $(C, A)$ satisfies Assumption 6.4, a necessary and sufficient condition for $\sup_{k \in \mathbb{N}} \mathbb{E}[M_k] < \infty$ is that $(1 + \frac{pq}{1-q})^d (\rho(A)^2(1-q))^d < 1$;

(b) otherwise, a necessary and sufficient condition for $\sup_{k \in \mathbb{N}} \mathbb{E}[M_k] < \infty$ is that $\rho(A)^2(1-q) < 1$.

The proof is delivered in Section 6.6. By Theorem 6.3, the results in Theorem 6.4 apply to the notion of stability in sampling times as well. Some remarks are included below.
Remark 6.2. Since \( d \geq 2 \), the function \( (1 + \frac{p}{1-q})^d(1-q)^d \) is decreasing w.r.t. \( q \in (0,1) \) but increasing w.r.t. \( p \in (0,1) \). For a communication link with a smaller \( p \) and a larger \( q \), which corresponds to a more reliable network, a more unstable system can be tolerated without losing stability of the estimation error covariance matrices. This is consistent with our intuition.

Remark 6.3. If the conjugate complex eigenvalues satisfy that \( \lambda_2 = \lambda_1 \exp(2\pi \varphi i) \), where \( \varphi \) is an irrational number, Assumption 6.4 does not hold. A necessary and sufficient condition for both the types of stability is that \( |\lambda_1|^2(1-q) < 1 \). Under this situation, the pair \((C, A^k)\) remains observable for all \( k \geq 1 \). Then, the failure rate \( p \) becomes immaterial. In Section 6.4, we show that even for certain classes of higher-order systems with scalar measurements, the failure rate is of little importance for stability as well.

Remark 6.4. In [51], they establish the equivalence of the usual stability (stability in sampling times) and the so-called peak covariance stability of the estimation error covariance matrices only for scalar systems. For vector systems, they give a conservative sufficient condition for the peak covariance stability and do not consider the usual stability.

Remark 6.5. If the packet loss process is an i.i.d. process, corresponding to \( q = 1 - p \) in the transition probability matrix of the Markov process, the stability criterion under Assumption 6.4 in Theorem 6.4 is reduced to that \( q > 1 - \rho(A)^{-2} \), which recovers the result in [79]. Note that under i.i.d. packet losses, a lower bound for the critical packet loss rate given in [103] is interpreted as \( q > 1 - \rho(A)^{-2} \), which is obviously not tight for systems satisfying Assumption 6.4.

6.4 Higher-order systems

Under an i.i.d. packet loss assumption, an explicit characterization of necessary and sufficient conditions for stability of filtering error covariance for general vector linear systems is known to be extremely challenging [79, 91, 103]. Fortunately, for
certain classes of higher-order systems, where each unstable eigenvalue of $A^{-1}$ associates with only one Jordan block and has a distinct magnitude or $(C, A)$ is a non-degenerate pair, it is possible to give a simple necessary and sufficient condition for stability of the estimation error covariance matrices. This section shows that the condition in Theorem 6.1 is also sufficient under certain classes of higher-order systems, whose proofs are given in Section 6.6. To this aim, some definitions introduced in [79] are adopted.

**Definition 6.2.** The pair $(C, A)$ is one step observable if $C$ is of full column rank.

**Definition 6.3.** Assume that $(C, A)$ is in diagonal form, i.e., $A = \text{diag}(\lambda_1, \ldots, \lambda_n)$ and $C = [C_1, \ldots, C_n]$. An equi-block of the system is defined as the subsystem corresponding to the block $(C_I, A_I)$, where $I = \{i_1, \ldots, i_l\} \subset \{1, \ldots, n\}$ is an index set such that $|\lambda_{i_1}| = \ldots = |\lambda_{i_l}|$ and $A_I = \text{diag}(\lambda_{i_1}, \ldots, \lambda_{i_l})$, $C_I = [C_{i_1}, \ldots, C_{i_l}]$.

**Definition 6.4.** The system $(C, A)$ is non-degenerate if every equi-block of the system is one step observable. Conversely, the system $(C, A)$ is degenerate if there exists an equi-block of the system that is not one step observable.

The concept of non-degenerate is weaker than that of one step observable system but stronger than observable one.

**Assumption 6.5.** $(C, A)$ is a non-degenerate pair.

**Theorem 6.5.** Consider the system (6.1) satisfying Assumptions 6.1-6.3, 6.5 and the packet loss process of the measurements governed by a Markov process with transition probability matrix (6.2). Then, a necessary and sufficient condition for $\sup_{k \in \mathbb{N}} E[M_k] < \infty$ is that $\rho(A)^2(1 - q) < 1$.

It should be noted that Theorem 7 of [79] provides a necessary and sufficient condition for stability in sampling times for non-degenerate systems under i.i.d. packet losses. Their results indicate that the lower bound for the critical packet loss rate in [103] is tight for non-degenerate systems. While in Theorem 6.5, we give a necessary and sufficient condition for stability of non-degenerate systems under Markovian packet losses. Next, the necessary condition in Theorem 6.1 is proved to be sufficient for another class of higher-order systems with the following structure.
Assumption 6.6. $A^{-1} = \text{diag}(J_1, \ldots, J_m)$ and $\text{rank}(C) = 1$, where $J_i = \lambda_i^{-1}I_i + N_i \in \mathbb{R}^{n_i \times n_i}$ and $|\lambda_i| > |\lambda_{i+1}|$. $I_i$ is an identity matrix with a compatible dimension and the $(j, k)$-th element of $N_i$ is 1 if $k = j + 1$ and 0, otherwise.

Theorem 6.6. Consider the system (6.1) satisfying Assumptions 6.1-6.3, 6.6 and the packet loss process of the measurements governed by a time-homogeneous Markov process with transition probability matrix (6.2). Then, a necessary and sufficient condition for $\sup_{k \in \mathbb{N}} \mathbb{E}[M_k] < \infty$ is that $\rho(A)^2(1 - q) < 1$.

Remark 6.6. Note that except for the case that $A$ has $n$ eigenvalues and each of them is with a distinct magnitude, Assumptions 6.5 and 6.6 define two disjoint classes of higher-order systems.

6.5 Illustrative Example

Example 1: Let a second-order system be specified by

$$A = \begin{bmatrix} 1.5 & 0 \\ 0 & -1.5 \end{bmatrix} \text{ and } C = [1 \ 1].$$

(6.11)

In order to achieve stability, the failure rate $p$ and recovery rate $q$ should satisfy that $(1 + \frac{pq}{(1-q)^2})(1 - q)^2 < 1.5^{-4} = 0.198$ by Theorem 6.4. Two sample paths with different recovery rates are shown in Fig. 6.2 and Fig. 6.3, which illustrate that with a smaller recovery rate, the estimation error covariance matrices have more chances to reach a high level, even diverge. Actually, it can be verified that with $q = 0.6$ and $p = 0.1$, the inequality in Theorem 6.4 is violated.

Example 2: The results on higher-order systems in Section 6.4 are applied to target tracking over a packet loss network. The dynamic of target is expressed by [102]

$$x_{k+1} = \begin{bmatrix} 1 & h & h^2 \\ 0 & 1 & h \\ 0 & 0 & 1 \end{bmatrix} x_k + w_k,$$

(6.12)

where $h$ is the sampling period and $x_k$ denotes the target state at time $kh$, including
the target position, speed and acceleration. The input random signal \( w_k \) is an additive white Gaussian noise. When the sampling period \( h \) is sufficiently small, the covariance of \( w_k \) is given by

\[
Q = 2\alpha \sigma_m^2 \begin{bmatrix}
h^5/20 & h^4/8 & h^3/6 \\
h^4/8 & h^3/3 & h^2/2 \\
h^3/6 & h^2/2 & h
\end{bmatrix},
\]

(6.13)

where \( \sigma_m^2 \) is the variance of the target acceleration and \( \alpha \) is the reciprocal of the maneuver time constant. The sensor periodically measures the target position with the following output equation:

\[
y_k = [1 \ 0 \ 0]x_k + v_k,
\]

(6.14)

where the measurement noise \( v_k \) is an additive white noise with variance \( R \) and independent of \( w_k \). The initial state \( x_0 \) is a Gaussian random vector with zero mean.
6.6 Proofs

Lemma 6.2. \([104]\) For any \(A \in \mathbb{R}^{n \times n}\) and \(\epsilon > 0\), it holds that

\[
\|A^k\| \leq N \eta^k, \forall k \geq 0,
\]

where \(N = \sqrt{n}(1 + \frac{2}{3})^{n-1}\) and \(\eta = \rho(A) + \epsilon \|A\|\).

If \(A\) is invertible, define \(\phi(k, i) = A^{i-t_k}\) if \(k > i\) and \(\phi(k, i) = I\) if \(k \leq i\). Let

\[
\Theta_k = \sum_{i=0}^{k} \gamma_i(A^{i-k})^HC^HCA^{i-k} + (A^{-k})^HA^{-k},
\]

Figure 6.4: A sample path with \(q = 0.2\) and \(p = 0.5\).

and covariance as follows [102]:

\[
P_0 = \begin{bmatrix}
R & R/h & 0 \\
R/h & 2R/h^2 & 0 \\
0 & 0 & 0
\end{bmatrix}.
\]

In this example, set \(h = 0.1s, \alpha = 0.1, \sigma^2_m = 1\) and \(R = 0.01\). Although here \(A\) is marginally unstable, a scaling on \(A\) can be made as in Theorem 8 of [79]. Jointly with Theorem 6.6, it follows that \(q > 0\) is sufficient to guarantee the stability of the estimation error covariance matrices. Let \(q = 0.2\) and \(p = 0.5\), one sample path for the tracking error variance of position is shown in Fig. 6.4, which illustrates that the tracking task is fulfilled.
\[ \Lambda_k = \sum_{j=0}^{k} \phi^H(k, j) C^H C \phi(k, j) + \phi^H(k, 0) \phi(k, 0), \]  
(6.17)

\[ \Xi_k = \sum_{j=0}^{k} \phi^H(j, 0) C^H C \phi(j, 0) + \phi^H(k, 0) \phi(k, 0), \]  
(6.18)

\[ \Xi = \sum_{j=0}^{\infty} \phi^H(j, 0) C^H C \phi(j, 0). \]  
(6.19)

**Lemma 6.3.** Under Assumptions 6.1-6.3, there exist strictly positive constant numbers \( \alpha \) and \( \beta \) such that for any \( k \in \mathbb{N} \),

\[ \alpha A \Lambda_k^{-1} A^H \leq M_k \leq \beta A \Lambda_k^{-1} A^H. \]  
(6.20)

**Proof.** By revising Lemma 2 in [79] and the fact that \( \gamma_j = 0 \) if \( j \notin \{t_k, k \in \mathbb{N}\} \), the proof can be readily established and the details are omitted. \( \blacksquare \)

By (6.2), it is easy to check that \( \Xi \) is invertible \( a.e. \) Thus, except on a set with zero probability, the inverse of \( \Xi \) is well defined. On this exceptional set, we can set \( \Xi^{-1} \) to be any value, e.g., zero matrix, as its value on a zero probability set does not affect the expectation of \( \mathbb{E}[\Xi^{-1}] \).

**Lemma 6.4.** Under Assumptions 6.1-6.3, there exist strictly positive constant numbers \( \tilde{\alpha} \) and \( \tilde{\beta} \) such that

\[ \tilde{\alpha} A \mathbb{E}^1[\Xi^{-1}] A^H \leq \sup_{k \in \mathbb{N}} \mathbb{E}^1[M_k] \leq \tilde{\beta} A \mathbb{E}^1[\Xi^{-1}] A^H. \]  
(6.21)

**Proof.** By Lemma 5.1, it is clear that conditioned on the event \( \{\gamma_0 = 1\} \), the following random vectors are with an identical distribution, e.g., \( (t^*_k, t^*_k + t^*_{k-1}, \ldots, t^*_k + \ldots + t^*_1) \overset{d}{=} (t^*_1, t^*_2, \ldots, t^*_k + \ldots + t^*_1) \), where \( \overset{d}{=} \) means equal in distribution on its both sides. Thus, it yields that \( \mathbb{E}^1[\Lambda_k^{-1}] = \mathbb{E}^1[\Xi_k^{-1}] \) by (6.17) and (6.18). Jointly with Lemma 6.3, it follows that

\[ \mathbb{E}^1[M_k] \leq \beta A \mathbb{E}^1[\Xi_k^{-1}] A^H. \]  
(6.22)

Under Assumption 6.2, it is possible to select a positive \( \epsilon < \frac{1 - \rho(A^{-1})}{\|A^{-1}\|} \) and \( \eta = \ldots \)
\[ \rho(A^{-1}) + \epsilon \|A^{-1}\| < 1, \] then it follows from Lemma 6.2 that for any \( k \in \mathbb{N} \),
\[
\sum_{j=k+1}^{\infty} \phi^H(j, k) C^H C \phi(j, k) \leq N\|C\|^2 \sum_{j=k+1}^{\infty} \eta^2(t_{k-1} - t_j) I \leq \frac{N\|C\|^2}{1 - \eta^2} I \triangleq \beta_0 I, \tag{6.23}
\]
where the last inequality is due to that \( t^*_k \geq 1 \) for all \( k \in \mathbb{N} \). Let \( \beta_1 = \min(1, \beta_0^{-1}) \) and \( \tilde{\beta} = \beta \beta_1 \), we further obtain that
\[
\Xi_k \geq \sum_{i=0}^{k} \phi^H(i, 0) C^H C \phi(i, 0) + \beta_0^{-1} \phi^H(k, 0) \left( \sum_{j=k+1}^{\infty} \phi^H(j, k) C^H C \phi(j, k) \right) \phi(k, 0) \geq \beta_1 \Xi,
\]
where the second inequality is due to (6.23). Then, the right hand side of the inequality of (6.21) trivially follows from (6.22). Similar to (6.22), the left hand side of (6.21) can be shown by using Fatou's Lemma [4].

### 6.6.1 Proof of Theorem 6.3

**Proof.** On one hand, assume that \( \sup_{k \in \mathbb{N}} \mathbb{E}[P_k] < \infty \). By (6.2), the Markov process has a unique stationary distribution given as follows,
\[
\mathbb{P}\{\gamma_\infty = i\} = \lim_{k \to \infty} \mathbb{P}\{\gamma_k = i\} = \frac{p^{i-1}q^i}{p + q}, \forall i \in \mathbb{S}. \tag{6.24}
\]

Consider a special case that the Markov process starts at its stationary distribution, i.e., \( \mathbb{P}\{\gamma_0 = i\} = \frac{p^{i-1}q^i}{p + q} \) for all \( i \in \mathbb{S} \). Then, the distribution of \( \gamma_k \) is the same as that of \( \gamma_0 \). Under this case, it can be verified that
\[
\Pi^- = (\mathbb{P}\{\gamma_k = j|\gamma_{k+1} = i\})_{i,j \in \mathbb{S}} = \begin{bmatrix} 1-q & q \\ p & 1-p \end{bmatrix}.
\tag{6.25}
\]

Given a measurable function \( f : \mathbb{R}^{k+1} \to \mathbb{R}^{n \times n} \), we obtain that:
\[
\mathbb{E}[f(\gamma_k, \ldots, \gamma_0)] = \sum_{i_j \in \mathbb{S}, 0 \leq j \leq k} f(i_k, \ldots, i_0) \mathbb{P}\{\gamma_k = i_k, \ldots, \gamma_0 = i_0\} = \sum_{i_j \in \mathbb{S}, 0 \leq j \leq k} f(i_k, \ldots, i_0) \mathbb{P}\{\gamma_0 = i_0\} \prod_{j=0}^{k-1} \mathbb{P}\{\gamma_{j+1} = i_{j+1}|\gamma_j = i_j\}. \tag{6.26}
\]
By (6.2), it is clear that follows that know that stopping time \( \beta \) (6.25) and that the distribution of \( \gamma_k \) is the same as that of \( \gamma_0 \). The last equality is due to the strict stationarity of the Markov process starting from its stationary distribution. By Lemma 3 of [79], there exists a positive constant \( \beta_1 \) such that 

\[
P_{k+1} \geq \beta_1 (\sum_{i=1}^{k+1} \gamma_{k+1-i} (A^{-i})^H C^H C A^{-i} + (A^{-k-1})^H A^{-k-1})^{-1}.
\]

Together with (6.28), we have that

\[
\mathbb{E}[P_{k+1}] \geq \beta_1 \mathbb{E}(\sum_{i=1}^{k+1} \gamma_i (A^{-i})^H C^H C A^{-i} + (A^{-k-1})^H A^{-k-1})^{-1} \\
\geq \beta_1 \mathbb{E}(\sum_{i=1}^{\infty} \gamma_i (A^{-i})^H C^H C A^{-i} + (A^{-k-1})^H A^{-k-1})^{-1}.
\]

(6.29)

Under Assumption 6.2, (6.29) is decreasing w.r.t. \( k \). Jointly with monotone convergence theorem [4], implies that \( \sup_{k \in \mathbb{N}} \mathbb{E}[P_k] \geq \beta_1 \mathbb{E}(\sum_{i=1}^{\infty} \gamma_i (A^{-i})^H C^H C A^{-i})^{-1} = \beta_1 \mathbb{E}[\mathbb{E}^{-1}] \), where the last equality follows from the definition of \( \mathbb{E} \) in (6.19). Define a stopping time \( \mu \) as the time at which the first packet is received, i.e., \( \mu = \inf\{k \mid \gamma_k = 1, \forall k \in \mathbb{N} \} \). Since \( \mu \) is a stopping time adapted to the Markov process \( \{\gamma_k\}_{k \geq 0} \), we know that \( \mathcal{G}_\mu \triangleq \sigma(\gamma_0, \ldots, \gamma_\mu) \) is a well defined \( \sigma \)-field. By iterated conditioning, it follows that

\[
\mathbb{E}[\mathbb{E}^{-1}] = \mathbb{E}[\mathbb{E}(\sum_{j=0}^{\infty} \gamma_{j+\mu} (A^{-j})^H C^H C A^{-j})^{-1}(A^\mu)^H] \\
= \mathbb{E}[\mathbb{E}(\sum_{j=0}^{\infty} \gamma_{j+\mu} (A^{-j})^H C^H C A^{-j})^{-1}|\mathcal{G}_\mu](A^\mu)^H].
\]

By (6.2), it is clear that \( \gamma_k \) is a strong Markov process [77]. This implies that

\[
\mathbb{E}(\sum_{j=0}^{\infty} \gamma_{j+\mu} (A^{-j})^H C^H C A^{-j})^{-1}|\mathcal{G}_\mu) = \mathbb{E}(\sum_{j=0}^{\infty} \gamma_{j+\mu} (A^{-j})^H C^H C A^{-j})^{-1}|\gamma_\mu).
\]
By the definition of \( \mu \), it yields that \( \gamma_\mu = 1 \). Again, by the strong Markov property, it follows that the transition probability matrix of \( \{ \gamma_{k+\mu} \}_{k \geq 0} \) is the same as that of the original Markov process \( \{ \gamma_k \}_{k \geq 0} \). Combining the above, we obtain that \( \sup_{k \in \mathbb{N}} \mathbb{E}[P_k] < \infty \) implies \( \mathbb{E}[\bar{\varepsilon}^1] = \mathbb{E}[\sum_{j=0}^{\infty} \gamma_{j+\mu} (A^{-j})^H C^H C A^{-j}]|\gamma_\mu = 1] < \infty \). By Lemma 6.4, it follows that \( \sup_{k \in \mathbb{N}} \mathbb{E}[M_k] < \infty \). In view of Theorem 6.2, it implies that \( \rho(A)^2(1-q) < 1 \). This implies that \( \mathbb{E}^0[A^s(A^u)^H] = q \sum_{i=1}^{\infty} A^i (A^i)^H (1-q)^{i-1} < \infty \). Together with \( \sup_{k \in \mathbb{N}} \mathbb{E}[M_k] < \infty \), it can be easily established that \( \sup_{k \in \mathbb{N}} \mathbb{E}[M_k] < \infty \). By Lemma 6.1, we finally obtain that \( \sup_{k \in \mathbb{N}} \mathbb{E}[M_k] < \infty \). On the other hand, assume that \( \sup_{k \in \mathbb{N}} \mathbb{E}[M_k] < \infty \). By Lemmas 6.1 and 6.4, we obtain that \( \mathbb{E}[\bar{\varepsilon}^1] < \infty \). By Theorem 6.1, it follows that \( \rho(A)^2(1-q) < 1 \). Then, one can easily show that \( \mathbb{E}^0[\bar{\varepsilon}^1] < \infty \). As in the first part, consider the special case that the Markov process \( \{ \gamma_k \}_{k \geq 0} \) starts at its stationary distribution. By Lemma 3 of [79], there exists a positive \( \beta_2 \) such that 

\[
\mathbb{E}[P_{k+1}] \leq \beta_2 \mathbb{E}[\sum_{i=1}^{k+1} \gamma_i (A^{-i})^H C^H C A^{-i} + (A^{-k-1})^H A^{-k-1}] < \beta_2 A \mathbb{E}[\Theta_k] A^H, \tag{6.30}
\]

where the last equality is due to the strict stationarity of the Markov process as it starts from its stationary distribution and \( \Theta_k \) is defined (6.16). Similar to (6.23), there exists a positive \( \beta_3 \) such that \( \sum_{j=1}^{\infty} \gamma_j (A^{-j})^H C^H C A^{-j} \leq \beta_3 I \). Let \( \beta_4 = \min(1,\beta_3^{-1}) \), we obtain that \( \Theta_k \geq \beta_4 \bar{\varepsilon} \). By (6.30), it follows that 
\[
\mathbb{E}[P_{k+1}] \leq \beta_2 \beta_4^{-1} A \mathbb{E}[\bar{\varepsilon}^1] A^H < \beta_2 \beta_4^{-1} A \mathbb{E}^0[\bar{\varepsilon}^1] A^H < \mathbb{E}[P_k] < \infty \text{ for all } k \in \mathbb{N}.
\]

Note that here \( \mathbb{E}[P_k] \) is taken w.r.t. the Markov process \( \{ \gamma_k \}_{k \geq 0} \) with the distribution of \( \gamma_0 \) being the stationary distribution. Jointly with (6.24), we obtain that \( \mathbb{E}^0[P_k] < \infty \) and \( \mathbb{E}[P_k] < \infty \) for all \( k \in \mathbb{N} \). By Lemma 6.1, the proof is completed.

### 6.6.2 Proof of Theorem 6.4

**Proof.** Define the integer valued set \( S_d = \{kd| \forall k \in \mathbb{N} \} \) and \( \theta = \sum_{j \in S_d} \mathbb{P}[t^*_1 = j|\gamma_0 = 1] \). Let \( E_k, k \geq 1 \) be a sequence of events defined as follows: \( E_1 = \{ t^*_1 \notin S_d \}, E_k \triangleq \{ t^*_1 \in S_d, \ldots, t^*_{k-1} \in S_d, t^*_k \notin S_d \}, \) for all \( k \geq 2 \). By Lemma 5.1, it is
obvious that \( P(\mathcal{E}_k \gamma_0 = 1) = \theta^{k-1}(1 - \theta) \) and \( E_i \cap E_j = \emptyset \) if \( i \neq j \). Let \( F_k = \bigcup_{j=1}^k E_j \) and \( F = \bigcup_{j=1}^\infty E_j \), it follows that \( F_k \) asymptotically increases to \( F \) and \( P(F; \gamma_0 = 1) = P(\bigcup_{j=1}^\infty E_j; \gamma_0 = 1) = \sum_{j=1}^\infty P(E_j; \gamma_0 = 1) = 1 \). It is clear that \( 1_{F_k} = \sum_{j=1}^k 1_{E_j} \) asymptotically increases to \( 1_F \). Since \( P(F; \gamma_0 = 1) = 1 \), then \( 1_F = 1 \) a.e. on \( \{ \gamma_0 = 1 \} \). Together with the monotone convergence theorem \([4] \), it follows that \( \mathbb{E}^1[\Xi^{-1}] = \mathbb{E}^1[\Xi^{-1}1_F] = \mathbb{E}^1[\Xi^{-1}(\lim_{k \to \infty} 1_{F_k})] = \lim_{k \to \infty} \sum_{j=1}^k \mathbb{E}^1[\Xi^{-1}\mathbbm{1}_{E_j}] \).

Proof of part (a).

\( \leftarrow \Rightarrow \) By (6.19), it is clear that \( \mathbb{E}^1[\Xi^{-1}1_{E_j}] \leq \mathbb{E}^1[(\sum_{i=j-1}^{j} \phi^H(i,0)C^H C\phi(i,0))^{-1}1_{E_j}] \). Define \( C = [c_1, c_2] \), we can compute that

\[
\sum_{i=j-1}^{j} \phi^H(i,0)C^H C\phi(i,0) = \phi^H(j-1,0) \begin{bmatrix} c_1 \\ c_2 \end{bmatrix} \begin{bmatrix} 1 + \lambda_1^{-2t_j^*} & 1 + \lambda_1^{-t_j^*}\lambda_2^{-t_j^*} \\ 1 + \lambda_1^{-t_j^*}\lambda_2^{-t_j^*} & 1 + \lambda_2^{-2t_j^*} \end{bmatrix} \begin{bmatrix} c_1 \\ c_2 \end{bmatrix} \phi(j-1,0). (6.31)
\]

Define \( \Sigma_j = \begin{bmatrix} 1 + \lambda_1^{-2t_j^*} & 1 + \lambda_1^{-t_j^*}\lambda_2^{-t_j^*} \\ 1 + \lambda_1^{-t_j^*}\lambda_2^{-t_j^*} & 1 + \lambda_2^{-2t_j^*} \end{bmatrix} \), then if \( t_j^* \notin S_d \), it yields that \( \Sigma_j^{-1} \leq \frac{\lambda_1^{-2t_j^*} + \lambda_2^{-2t_j^*} - 2\lambda_1^{-t_j^*}\lambda_2^{-t_j^*}}{\lambda_1^{-2t_j^*} + \lambda_2^{-2t_j^*} - 2\lambda_1^{-t_j^*}\lambda_2^{-t_j^*}} I \leq \frac{2\lambda_1^{-2t_j^*}}{1 - \cos(\frac{2\pi}{\lambda_1})} I \). Let \( c = \max(c_1, c_2) \), it follows from (6.31) that if \( t_j^* \notin S_d \), then \( \sum_{i=j-1}^{j} \phi^H(i,0)C^H C\phi(i,0))^{-1} \leq \frac{2\lambda_1^{-2t_j^*}}{1 - \cos(\frac{2\pi}{\lambda_1})} I \). Combining the above, we get that \( \mathbb{E}^1[|\Xi|^{-1}] \leq \frac{2\lambda_1^{-2t_j^*}}{1 - \cos(\frac{2\pi}{\lambda_1})} \lim_{k \to \infty} \sum_{j=1}^k \mathbb{E}^1[|\lambda_1|^{2t_j^*}1_{E_j}] \). By Lemma 5.1, the following statements are in force:

\[
\lim_{k \to \infty} \sum_{j=1}^k \mathbb{E}^1[|\lambda_1|^{2t_j^*}1_{E_j}] = \lim_{k \to \infty} \sum_{j=1}^k \mathbb{E}^1[|\lambda_1|^{2t_j^*}1_{\{t_j^* \in S_d\}}|\lambda_1|^{2t_j^*}1_{\{t_j^* \notin S_d\}}] \\
\leq \lim_{k \to \infty} \mathbb{E}^1[|\lambda_1|^{2t_j^*}] \sum_{j=1}^k \mathbb{E}^1[|\lambda_1|^{2t_j^*}1_{\{t_j^* \in S_d\}}]^{-1}, (6.32)
\]

which is finite if and only if \( \mathbb{E}^1[|\lambda_1|^{2t_j^*}] < \infty \) and \( \mathbb{E}^1[|\lambda_1|^{2t_j^*}1_{\{t_j^* \in S_d\}}] < 1 \). After some algebraic manipulations, it is easy to verify that \( (1 + \frac{pq}{(1-q)^2})(|\lambda_1|^2(1-q))^d < 1 \) is equivalent to that \( |\lambda_1|^2(1-q) < 1 \) and \( \frac{pq}{(1-q)^2} \frac{(|\lambda_1|^2(1-q))^d}{1 - (|\lambda_1|^2(1-q))^d} < 1 \). Together with Lemma 5.1, it implies that \( \mathbb{E}^1[|\lambda_1|^{2t_j^*}] < \infty \) and \( \mathbb{E}^1[|\lambda_1|^{2t_j^*}1_{\{t_j^* \in S_d\}}] = \frac{pq}{(1-q)^2} \frac{(|\lambda_1|^2(1-q))^d}{1 - (|\lambda_1|^2(1-q))^d} < 1 \). Then, we conclude that \( \mathbb{E}^1[|\Xi|^{-1}] < \infty \). By Lemma 6.4, it follows that \( \sup_{k \in \mathbb{N}} \mathbb{E}^1[M_k] < \infty \).
Observe that $|\lambda_1|^2(1-q) < 1$, it is easy to show that $\sup_{k \in \mathbb{N}} \mathbb{E}[M_k] < \infty$. By Lemma 6.1, we obtain that $\sup_{k \in \mathbb{N}} \mathbb{E}[M_k] < \infty$.

“⇒” Denote $\Xi'_k = \sum_{j=0}^k \phi^H(j, 0)C^H C \phi(j, 0)$. In view of (6.23), it is easy to derive that $\Xi = \Xi'_{j-1} + \phi^H(j, 0)(C^H C + \sum_{i=j+1}^\infty \phi^H(i, j)C^H C \phi(i, j)) \phi(j, 0) \leq \Xi'_{j-1} + \phi^H(j, 0)(C^H C + \beta_0 I) \phi(j, 0)$, where $\beta_0$ is given in (6.23). Let $\beta_0^{-1} = \max(\frac{1}{1 - |\lambda_1|^2}, 1, \beta_0)$, it follows that if $1_{E_j} = 1$, then

$$
\Xi^{-1} \geq \left(\Xi'_{j-1} + \phi^H(j, 0)(C^H C + \beta_0 I) \phi(j, 0)\right)^{-1}
= \left(\sum_{i=0}^{j-1} |\lambda_i|^{-2}C^H C + \phi^H(j, 0)(C^H C + \beta_0 I) \phi(j, 0)\right)^{-1}
\geq \left(\frac{1}{1 - |\lambda_i|^{-2}C^H C + \phi^H(j, 0)(C^H C + \beta_0 I) \phi(j, 0)}\right)^{-1}
\geq \beta_0(C^H C + \phi^H(j, 0)(C^H C + I) \phi(j, 0))^{-1}. \quad (6.33)
$$

By the definition of the indicator function, it is clear that $\Xi^{-1}1_{E_j} \geq \beta_0(C^H C + \phi^H(j, 0)(C^H C + I) \phi(j, 0))^{-1}1_{E_j}$. In view of Lemma 6.4, then $\sup_{k \in \mathbb{N}} \mathbb{E}^1[M_k] < \infty$ is equivalent to that $\mathbb{E}^1[\Xi^{-1}] < \infty$. This implies that $\lim_{k \to \infty} \sqrt[\infty]{\sum_{j=1}^k \mathbb{E}^1[(C^H C + \phi^H(j, 0)(C^H C + I) \phi(j, 0))^{-1}1_{E_j}]} < \infty$. By some manipulations, there exists a positive constant $\beta_0 > 0$ such that $\text{tr}(C^H C + \phi^H(j, 0)(C^H C + I) \phi(j, 0))^{-1}1_{E_j} \geq \beta_0 |\lambda_1|^2 \beta_1 \beta_0^{-1}1_{E_j}$. Thus, we obtain that

$$
\lim_{k \to \infty} \sum_{j=1}^k \mathbb{E}^1[|\lambda_1|^21_{E_j}] = \mathbb{E}^1[|\lambda_1|^21_{\{t_1 \notin S_d\}}] \lim_{k \to \infty} \sum_{j=1}^k (\mathbb{E}^1[|\lambda_1|^21_{\{t_1 \notin S_d\}}])^{\frac{1}{2}} < \infty. \quad (6.34)
$$

Finally, as in the proof of sufficiency, one can easily derive that $(1 + \frac{pq}{(1-q)^2})(|\lambda_1|^2(1-q))^4 < 1$.

Proof of part (b).

“⇐” Without loss of generality, only the following cases need to be discussed.

(i) If rank$(C) = 2$ or $A$ has two eigenvalues but with distinct magnitudes, this indicates that $(C, A)$ is a non-degenerate pair. It is proved in Theorem 6.5.

(ii) If rank$(C) = 1$ and $A$ contains two identical eigenvalues, it is proved in Theorem 6.6. Note that for this case, $A$ can not be the form $A = \lambda_1 I$ for it leads
to the pair \((C, A)\) unobservable. Thus, \(A\) must contain exactly an elementary Jordan block.

(iii) If \(\text{rank}(C) = 1\) and \(A = \text{diag}(\lambda_1, \lambda_2)\), where \(\lambda_2 = \lambda_1 \exp(2\pi \varphi \hat{\alpha})\) and \(\varphi\) is an irrational number. Since \(\varphi\) is an irrational number and the set of rational numbers is dense, we can find a sequence of rational numbers \(\{\varphi_k = \frac{r_k}{d_k}\}_{k \geq 0}\) such that \(\lim_{k \to \infty} \varphi_k = \varphi\), the integers \(r_k\) and \(d_k\) are irreducible and \(d_k\) goes into infinity as \(k \to \infty\). Note that \(|\lambda_1|^2(1 - q) < 1\), there must exist a positive integer, denoted by \(d_k\), such that \((1 + pq)^2(1 - q)|\lambda_1|^2 < 1\). Then, the rest of the proof follows similarly as the proof of sufficiency of part (a).

\[\Rightarrow:\] It directly follows from Theorem 6.1.

6.6.3 Proofs of Results in Section 6.4

Lemma 6.5. [79] Let \(\lambda_1, \ldots, \lambda_n\) be the eigenvalues of \(A\) and \(|\lambda_1| \geq \ldots \geq |\lambda_n|\). If the pair \((C, A)\) satisfies Assumptions 6.2-6.3 and 6.5, then the following inequality holds

\[
\limsup_{\Delta_1, \ldots, \Delta_n \to \infty} \frac{\sum_{j=1}^{n} (A^{-k_j} H C H A^{-1})^{-1}}{\prod_{j=1}^{n} |\lambda_j|^{2\Delta_j}} \leq \beta_7 I,
\]

where \(\beta_7\) is a positive constant, \(k_1 < k_2 < \ldots < k_n \in \mathbb{N}\), \(\Delta_1 = k_1\), \(\Delta_j = k_j - k_{j-1}\) for all \(j \in \{2, \ldots, n\}\).

Proof of Theorem 6.5: “\(\Leftarrow\):” By Lemma 6.5, there exists a sufficiently large \(\Delta > 0\) such that for all \(\Delta_j > \Delta\), it holds

\[
\sum_{j=1}^{n} (A^{-k_j} H C H A^{-1})^{-1} \leq \beta_7 \prod_{j=1}^{n} |\lambda_j|^{2\Delta_j} I.
\]

Now, select \(k_j = t_{ij}\), where \(i_1 > \Delta, i_j - i_{j-1} > \Delta\) for all \(j \in \{2, \ldots, n\}\) and \(t_{ij}\) is a stopping time defined in (5.4). Then, it is obvious that \(t_{ij} - t_{ij-1} \geq i_j - i_{j-1} > \Delta\), which jointly with (6.19), implies that

\[
\mathbb{E}^1[\Xi^{-1}] \leq \beta_7 \mathbb{E}^1[\prod_{j=1}^{n} |\lambda_j|^{2\Delta_j}] I = \beta_7 \mathbb{E}^1[\prod_{j=1}^{n} |\lambda_j|^{2(t_{ij} - t_{ij-1})}] I < \infty,
\]

(6.36)
where the last equality is due to Lemma 5.1 and we use the fact that $|\lambda_1|^2(1-q) < 1$ in the last inequality. By Lemma 6.4, it follows that $\sup_{k \in \mathbb{N}} E^1[M_k] < \infty$. Together with that $|\lambda_1|^2(1-q) < 1$, it is easy to establish that $\sup_{k \in \mathbb{N}} E^0[M_k] < \infty$. The rest of proof follows from Lemma 6.1.

$\Rightarrow$ It is proved in Theorem 6.1.

Lemma 6.6. For any integer $k_i$ such that $k_{i+1} > k_i$, let $B \in \mathbb{R}^{n \times n}$ be a matrix with $(i, j)$-th element given by $B_{ij} = (\frac{k_i}{k_{j-1}})$. Then, the determinant of $B$ is computed as

$$
\det(B) = \frac{1}{\prod_{i=0}^{n-1} i!} \prod_{1 \leq j < i \leq n} (k_i - k_j),
$$

where $i!$ is the factorial of a positive integer $i$.

Proof. It is clear that $\det(B)$ is an alternative, i.e., swapping the $i$-th and $j$-th rows is the same as changing values of $k_i$ and $k_j$. Moreover, $\det(B)$ is an $(n - 1)$-th order multivariate polynomial in $k_1, \ldots, k_n$. For example, $\det(B)$ is an $(n - 1)$-th order polynomial in $k_i$ when all $k_j, j \neq i$ are fixed. Combining those two properties, we obtain that $\det(B)$ contains $\prod_{1 \leq j < i \leq n} (k_i - k_j)$ as a factor. Furthermore, $\prod_{1 \leq j < i \leq n} (k_i - k_j)$ is the only factor of $\det(B)$, modulo a constant $\alpha_n$, due to that $\prod_{1 \leq j < i \leq n} (k_i - k_j)$ and $\det(B)$ are both $(n - 1)$-th order, from which we get the following equality:

$$
\det(B) = \alpha_n \prod_{1 \leq j < i \leq n} (k_i - k_j). \quad (6.37)
$$

It remains to show that $\alpha_n = 1/\prod_{i=0}^{n-1} i!$. We do so by mathematical induction. For $n = 1$, $\det(B(k_1)) = 1$. The factor $\prod_{1 \leq j < i \leq n} (k_i - k_j)$ is void and $1/\prod_{i=0}^{n-1} i! = 1$. Thus, $\alpha_1 = 1$, which is correct.

Given $n = m$, suppose it holds that $\alpha_m = 1/\prod_{i=0}^{m-1} i!$. Then, for $n = m + 1$, let $k_1, \ldots, k_m$ be fixed and $k_{m+1}$ go to infinity. Note that $\lim_{k_{m+1} \to \infty} \frac{(k_{m+1})_{m+1}}{k_{m+1}} = \frac{1}{m}$, we have that

$$
\lim_{k_{m+1} \to \infty} \frac{\det(B(k_1, \ldots, k_{m+1}))}{k_{m+1}^m} = \lim_{k_{m+1} \to \infty} \left( \frac{(k_{m+1})_{m}}{k_{m+1}} \det(B) + \sum_{i=0}^{m-1} \frac{O(t^i_{m+1})}{k_{m+1}^m} \right).
$$
\[ \text{det}(\mathcal{B}(k_1, \ldots, k_m))/m! = \frac{1}{\prod_{i=0}^{m} i!} \prod_{1 \leq j<i \leq m} (k_i - k_j), \quad (6.38) \]

where \( O(k_{m+1}^i) \) in the first equality means that \( \lim_{k_{m+1} \to -\infty} \frac{O(k_{m+1}^i)}{k_{m+1}^i} < \infty \). In light of (6.37), it yields that \( \lim_{k_{m+1} \to -\infty} \text{det}(\mathcal{B}(k_1, \ldots, k_{m+1}^i)) = \alpha_{m+1} \prod_{1 \leq j<i \leq m} (k_i - k_j). \)

Combining the above, we immediately obtain that \( \alpha_{m+1} = 1/\prod_{i=0}^{m} i! \). Hence, \( \alpha_n = 1/\prod_{i=0}^{n-1} i! \) holds for all \( n \geq 1 \).

**Lemma 6.7.** For any integer \( k_i \) such that \( k_{i+1} > k_i \), let \( \mathcal{B} \in \mathbb{R}^{n \times n} \) be a matrix such that the \((i, j)\)-th element is given by \( \mathcal{B}_{ij} = \binom{k_i}{j} \). Then, the determinant of \( \mathcal{B} \) is computed as \( \text{det}(\mathcal{B}) = \left(\prod_{i=1}^{n} \frac{k_i}{i!}\right) \prod_{1 \leq j<i \leq n} (k_i - k_j). \)

**Proof.** Similar to Lemma 6.6, \( \text{det}(\mathcal{B}) \) is an alternative and \( n \)-th order multivariate polynomial. It is straightforward that \( \text{det}(\mathcal{B}) \) contains \( \prod_{i=1}^{n} k_i \) as a factor. Thus, we further obtain that \( \text{det}(\mathcal{B}) \) contains \( \prod_{i=1}^{n} k_i \prod_{1 \leq j<i \leq n} (k_i - k_j) \) as a factor, which is also the only factor containing \( k_i \). Hence, the following is in force: \( \text{det}(\mathcal{B}) = \alpha_n' \prod_{i=1}^{n} k_i \prod_{1 \leq j<i \leq n} (k_i - k_j) \). Using similar induction arguments as in Lemma 6.6, one can easily show that \( \alpha_n' = 1/\prod_{i=1}^{n} i! \).

**Lemma 6.8.** Given an integer \( k_i \) such that \( k_{i+1} > k_i > n \), let \( \Delta_1 = k_1, \Delta_i = k_i - k_{i-1} \) if \( i \geq 2 \). Denote \( \mathcal{O}(\{k_i\}_1^{n-1}) = [C^H, (A^{-k_1})^H C^H, \ldots, (A^{-k_{n-1}})^H C^H]^H \) and \( D_\lambda(\{k_i\}_1^{n-1}) = \prod_{i=1}^{m} \lambda_{\nu}^{k(\nu)+\frac{n_\nu (n_\nu - 1)}{2}} \), where \( k(1) = k_1 + \ldots + k_{n_1 - 1} \) and \( k(v) = k_{n_1 + \ldots + n_v - 1} + \ldots + k_{n_1 + \ldots + n_v - 1} \) if \( v \geq 2 \). Under Assumptions 6.2 and 6.6, we can asymptotically compute the determinant of \( \mathcal{O}(\{k_i\}_1^{n-1}) \). In particular, there exists \( \text{a multivariate polynomial} \psi(\{k_i\}_1^{n-1}) \) w.r.t. \( \{k_i\}_1^{n-1} \) and independent of \( \lambda_i \) such that

\[ \lim_{\Delta_1, \ldots, \Delta_{n-1} \to -\infty} \frac{\text{det}(\mathcal{O}(\{k_i\}_1^{n-1}))}{D_\lambda(\{k_i\}_1^{n-1}) \psi(\{k_i\}_1^{n-1})} = 1. \]

**Proof.** Under Assumption 6.6, partition the observation matrix \( C \) in conformity with the block diagonal matrix \( A \). Let \( C_i = [c_{i1}, \ldots, c_{in}] \), it is easy to verify that

\[ C_i N_i^k = [0, \ldots, 0, c_{i1}, \ldots, c_{i[n_i-k]}]. \]
for any $k \leq n_i - 1$. We further obtain that for any $k > n_i$,

$$C_i (\lambda_i^{-1} I_i + N_i)^k = \frac{c_{i1}}{\lambda_i^k} c_{i2} \frac{k}{\lambda_i^{k-1}} \cdots \sum_{j=0}^{n_i-1} \binom{k}{j} \frac{c_{i(n_i-j)}}{\lambda_i^{k-j}}$$

$$\triangleq \lambda_i^{-k} \begin{bmatrix} 1, \binom{k}{1}, \ldots , \binom{k}{n_i-1} \end{bmatrix} \tilde{C}_i,$$

where $\tilde{C}_i$ is defined as

$$\tilde{C}_i = \text{diag}(1, \lambda_i, \ldots, \lambda_i^{n_i-1}) \begin{bmatrix} c_{i1} & c_{i2} & \ldots & c_{i(m_i)} \\ c_{i1} & c_{i2} & \ldots & c_{i(n_i-1)} \\ \cdot & \cdot & \cdot & \cdot \\ c_{i1} & c_{i2} & \ldots & c_{i(m_i)} \end{bmatrix}$$

and $\det(\tilde{C}_i) = \lambda_i^{n_i(n_i-1)/2} c_{i1}^{n_i}$. By the above results, it follows that

$$\det \mathcal{O}(\{k_i\}_{1}^{n-1}) = \det \begin{vmatrix} C_1 & \cdots & C_m \\ C_1 (\lambda_1^{-1} I_1 + N_1)^{k_1} & \cdots & C_m (\lambda_m^{-1} I_m + N_m)^{k_1} \\ \cdot & \cdots & \cdot \\ C_1 (\lambda_1^{-1} I_1 + N_1)^{k_{n-1}} & \cdots & C_m (\lambda_m^{-1} I_m + N_m)^{k_{n-1}} \end{vmatrix}$$

$$= \det \begin{vmatrix} 1 & 0 & \cdots & 0 \\ (k_1) \lambda_1^{-k_1} & (k_1) \lambda_1^{-k_1} & \cdots & (k_1) \lambda_1^{-k_1} \\ (k_{n-1}) \lambda_1^{-k_{n-1}} & (k_{n-1}) \lambda_1^{-k_{n-1}} & \cdots & (k_{n-1}) \lambda_1^{-k_{n-1}} \\ \cdot & \cdot & \cdots & \cdot \\ (k_1) \lambda_m^{-k_1} & (k_1) \lambda_m^{-k_1} & \cdots & (k_1) \lambda_m^{-k_1} \\ (k_{n-1}) \lambda_m^{-k_{n-1}} & (k_{n-1}) \lambda_m^{-k_{n-1}} & \cdots & (k_{n-1}) \lambda_m^{-k_{n-1}} \end{vmatrix}$$

$$\times \det(\text{diag}(\tilde{C}_1, \ldots, \tilde{C}_m))$$

$$\triangleq (D_1 + \ldots + D_m) \det(\text{diag}(\tilde{C}_1, \ldots, \tilde{C}_m)), \quad (6.39)$$

where $D_i$ is the determinant of the minor of the first matrix in the previous equation,
obtained by eliminating the first row and the first column in the \(i\)-th block. For example, the first block consists of the first \(n_1\) columns and the followed \(n_2\) columns forms the second block.

Let \(\sigma = [\sigma_1, \ldots, \sigma_m]\) be a permutation of \(\{1, \ldots, n-1\}\) such that \(#\sigma_1 = n_1 - 1\), 
\(#\sigma_2 = n_2, \ldots, #\sigma_m = n_m\), where \(#\sigma_i\) denotes the order of the permutation \(\sigma_i\).

Then, it follows from the Leibnitz formula \([48]\) for the determinant of a matrix that

\[
D_1 = \sum_\sigma sgn(\sigma)h(k_{\sigma_j})(\prod_{j=1}^m \lambda_j^{-k_{\sigma_j}}),
\]

where the signature of permutation \(\sigma\) is denoted as \(sgn(\sigma)\), which is \(+1\) for even permutation and \(-1\) for odd permutations, \(\lambda_j^{-k_{\sigma_j}} = \lambda_j^{-\sum_{i \in \sigma_j} k_i}\) and \(h(k_{\sigma_j})\) is a polynomial function of \(k_i\) for all \(i \in \sigma_j\). The summation is taken w.r.t. all permutations with order \(n-1\). Due to that \(|\lambda_1| > \ldots > |\lambda_m|\), it is clear that \(\lambda^* \triangleq |\prod_{j=1}^m \lambda_j^{-k_{\sigma_j}}|\) achieves the maximum when \(\lambda_1^{-k_{\sigma_1}} = \lambda_1^{-\sum_{i \in \sigma_1} k_i}, \lambda_2^{-k_{\sigma_2}} = \lambda_2^{-\sum_{i \in \sigma_2} k_i}, \ldots, \lambda_m^{-k_{\sigma_m}} = \lambda_m^{-\sum_{i \in \sigma_m} k_i}\). Thus, denote the set of permutations having the above property by \(P^*_\sigma\). Given any permutation \(\sigma\) which does not belong to \(P^*_\sigma\), we always have \(\lim_{\Delta_1, \ldots, \Delta_{n-1} \to \infty} \frac{\lambda^*}{\lambda} = 0\) for all \(\sigma^* \in P^*_\sigma\) and \(\sigma \notin P^*_\sigma\). Consequently, \(\lim_{\Delta_1, \ldots, \Delta_{n-1} \to \infty} \frac{D_1}{D_{1\infty}} = 1\), where \(D_{1\infty} = \prod_{j=1}^m D_{1j}\) and

\[
D_{11} = \begin{vmatrix}
(k_1)_{\lambda_1}^{-k_1} & \ldots & (k_{n_1-1})_{\lambda_1}^{-k_1} \\
\vdots & \ddots & \vdots \\
(k_{n_1-1})_{\lambda_1}^{-k_{n_1-1}} & \ldots & (k_{n_1-1})_{\lambda_1}^{-k_{n_1-1}}
\end{vmatrix}
= \left(\prod_{i=1}^{n_1-1} \frac{k_i}{i!} \prod_{1 \leq j < i \leq n_1-1} (k_i - k_j)\right)\lambda_1^{-k(1)},
\]

where the last equality follows from Lemma 6.7. Using Lemma 6.6, we can similarly derive that

\[
D_{12} = \begin{vmatrix}
(k_{n_1})_{\lambda_2}^{-k_{n_1}} & \ldots & (k_{n_1-1})_{\lambda_2}^{-k_{n_1}} \\
\vdots & \ddots & \vdots \\
(k_{n_1+n_2-1})_{\lambda_2}^{-k_{n_1+n_2-1}} & \ldots & (k_{n_1+n_2-1})_{\lambda_2}^{-k_{n_1+n_2-1}}
\end{vmatrix}
\]
Then, it yields that
\[
(k_{n_1+i} - k_{n_1+j})\lambda_2^{-k(2)}.
\]

Applying the same arguments to the rest of \(D_{ij}\), we obtain that
\[
D_{1\infty} = \prod_{i=1}^{n_1-1} \frac{k_i}{i!} (\prod_{s=2}^{m} \prod_{t=0}^{n_s-1} \frac{1}{v_t} \prod_{0 \leq j < i \leq n_s-1} (k_{n_1+\ldots+n_{s-1}+i} - k_{n_1+\ldots+n_{s-1}+j})) \prod_{v=1}^{m} \lambda_v^{-k(v)}
\]
\[
\triangleq \psi_1(\{k_i\}_1^{n-1}) D_{\lambda}^1(\{k_i\}_1^{n-1}),
\]
(6.41)

where \(\psi_1(\{k_i\}_1^{n-1})\) is a multivariate polynomial in \(k_i\) and \(D_{\lambda}^1(\{k_i\}_1^{n-1})\) contains \(k_i\) as its exponential component. Continuing with the same fashion, one can show that \(\lim_{\Delta_1, \ldots, \Delta_{n-1} \to -\infty} \frac{D_{2\infty}}{D_{1\infty}} = 1\) with \(D_{2\infty} = \psi_2(\{k_i\}_1^{n-1}) D_{\lambda}^2(\{k_i\}_1^{n-1})\), where \(\psi_2(\{k_i\}_1^{n-1})\) is a multivariate polynomial in \(k_i\) and \(D_{\lambda}^2(\{k_i\}_1^{n-1}) = \prod_{m} \lambda_v^{-k(v)} \prod_{n_1+\ldots+n_{s-1}+i} \lambda_{s+1}^{k(v)} \lambda_2 \lambda_1 \ldots \lambda_{n_{s+1}} \lambda_{s+1}^{k(v)} \lambda_1 \ldots \lambda_{n_{s+1}}\). Then, it follows that \(\lim_{\Delta_1, \ldots, \Delta_{n-1} \to -\infty} \frac{D_{2\infty}}{D_{1\infty}} = 1\). By setting \(\psi(\{k_i\}_1^{n-1}) = (\prod_{n=1}^{m} c_{ij}^{n}) \psi_1(\{k_i\}_1^{n-1})\) and \(D_{\lambda}(\{k_i\}_1^{n-1}) = (\prod_{n=1}^{m} \lambda_i^{n(n_i-1)/2}) D_{\lambda}^1(\{k_i\}_1^{n-1})\), it follows from (6.39) and (6.41) that
\[
\lim_{\Delta_1, \ldots, \Delta_{n-1} \to -\infty} \frac{\det O(\{k_i\}_1^{n-1})}{\psi(\{k_i\}_1^{n-1}) D_{\lambda}(\{k_i\}_1^{n-1})} = 1,
\]
which completes the proof.

Proof of Theorem 6.6: “\(\Leftarrow\)” In order to simplify notation, we remove the dependence of \(\{k_i\}_1^{n-1}\) for quantities in Lemma 6.8, i.e., rewrite \(O(\{k_i\}_1^{n-1})\) as \(O\). Then, it yields that
\[
(O^H O)^{-1} \leq \text{tr}(O^H O)^{-1} I = \sum_{i,j} \left( \frac{[\text{adj}(O)]_{ij}}{\det(O)} \right)^2 I.
\]
(6.42)

Here \(\text{adj}(O)\) is the adjoint matrix of \(O\) and \([\text{adj}(O)]_{ij}\) is the \((i,j)\)-th element of \(\text{adj}(O)\). Following a similar line of Lemma 6.8, we can show that there exist constant numbers \(\beta_{ij} = \beta_{ij}(\lambda_1, \ldots, \lambda_m)\) such that for sufficiently large \(\Delta_j\), we have that \(\text{adj}(O)_{ij} \leq \beta_{ij} |\psi| \prod_{v=1}^{m} |\lambda_v|^{-k(\psi)}\), where \(k'(\psi) = k_1 + \ldots + k_{n-2}\) and
\[ k'(v) = k_{n_1+\ldots+n_{v-1}+1} + \ldots + k_{n_1+\ldots+n_{v-2}} \text{ if } v \geq 2. \]

In light of (6.42), it follows that there exist constant numbers \( \tilde{\beta}_{ij} = \tilde{\beta}_{ij}(\lambda_1, \ldots, \lambda_m) \) such that

\[
\limsup_{\Delta_1, \ldots, \Delta_{n-1} \to \infty} \frac{(O^H O)^{-1}}{\prod_{v=1}^{m} |\lambda_v|^{2 \Delta(v)}} \leq \left( \sum_{i,j} \tilde{\beta}_{i,j} \right) I, \tag{6.43}
\]

where \( \Delta(1) = \Delta_1 + \ldots + \Delta_{n_1-1} \) and \( \Delta(v) = \Delta_{n_1+\ldots+n_{v-1}+1} + \ldots + \Delta_{n_1+\ldots+n_{v-2}} \), \( v \geq 2 \).

The rest of the proof directly follows from that of Theorem 6.5.

“\( \Rightarrow \):” It is proved in Theorem 6.1.

### 6.7 Summary

We have examined the stability of Kalman filtering with Markovian packet losses. To analyze the random estimation error covariance matrices, two stability notions have been introduced and shown to be equivalent, which makes relatively easier to analyze the stability of the estimation error covariance matrices. For second-order systems, necessary and sufficient conditions were obtained for ensuring stability with respect to different system structures. For certain classes of higher-order systems, a necessary and sufficient condition has been derived to guarantee stability of estimation error covariance matrices. All results can recover the related results in the existing literature.
Chapter 7

Quantized Filtering of Linear Stochastic Systems

In Chapter 6, the effect of packet loss on the stability of Kalman filtering was examined. This chapter proposes a multi-level quantized innovations Kalman filter (MLQ-KF) of linear stochastic systems. For a given multi-level quantization and under the Gaussian assumption on the predicted density, a quantized innovations filter that achieves the MMSE is derived. The filter is given in terms of quantization thresholds and a simple modified Riccati difference equation (MRDE). By optimizing the filtering error covariance w.r.t. quantization thresholds, the associated optimal thresholds and the corresponding filter are obtained. Furthermore, the convergence of the filter to the standard Kalman filter is established. We also discuss the design of a robust mini-max quantized filter when the innovation covariance is not exactly known. Simulation results illustrate the effectiveness and advantages of the proposed quantized filter.

This chapter is organized in the following fashion. The problem is formulated in Section 7.1. The multi-level quantized innovations Kalman filter is derived in Section 7.2, where we first derive the filter based on the general quantization scheme and then proceed to seek the optimal quantization. In Section 7.3, a max-min quantization optimization is described to address the robust quantization problem. Simulation and experiments are carried out in Section 7.3 to illustrate the performance of the
Chapter 7. Quantized Filtering of Linear Stochastic Systems

7.1 Problem Formulation

Consider the following discrete-time linear stochastic system:

\[
\begin{align*}
    x_{k+1} &= Ax_k + w_k, \\
    y_k &= Cx_k + v_k,
\end{align*}
\]

where \(x_k \in \mathbb{R}^n\) and \(y_k \in \mathbb{R}\) are vector state and scalar measurement. \(w_k \in \mathbb{R}^n\) and \(v_k \in \mathbb{R}\) are white Gaussian noises with zero means and covariance matrices \(Q > 0\) and \(R > 0\), respectively. The initial state \(x_0\) is a random Gaussian vector of mean \(\hat{x}_0\) and the covariance matrix \(P_0 > 0\). Moreover, \(w_k\), \(v_k\) and \(x_0\) are mutually independent.

Let \(\hat{y}_{k|k-1}\) be the one-step ahead prediction of the output at the time instant \(k\) and \(\sigma^2_k = CP_{k|k-1}C^T + R\) be the prediction error (innovation) covariance, where \(P_{k|k-1}\) is the prediction error covariance matrix of the state at time instant \(k\). We assume that the sensor can access \(\hat{y}_{k|k-1}\) and \(\sigma_k\) which are either broadcasted by the estimation center(EC)(see Fig. 7.1) or computed by the sensor. Due to the communication constraint, the sensor information has to be quantized before being transmitted to the EC. Once the sensor receives an observation \(y_k\), it computes the innovation \(\eta_k := y_k - \hat{y}_{k|k-1}\) and normalizes it by \(\epsilon_k = \eta_k / \sigma_k\). Due to the symmetric property of the standard Gaussian distribution, we consider the associated symmetric quantizer (denoted by ‘Q’ in Fig. 7.1) with quantization thresholds \(\{\pm z_i\}_{i=1}^N\) and \(0 = z_0 < z_1 < \cdots < z_N < \infty = z_{N+1}\), namely, the output \(b_k\) of the quantizer \(Q(\cdot)\) is given by

\[
    b_k \triangleq Q(\epsilon_k) = \begin{cases} 
    z_N, & \epsilon_k < z_N \\
    \vdots & \vdots \\
    z_0, & z_0 < \epsilon_k \leq z_1 \\
    -q(-\epsilon_k), & \epsilon_k \leq 0.
\end{cases}
\]

Note that when \(b_k = z_0\), it will not be transmitted to the EC. That is, for a 1-bit
budget, the quantizer has 3 quantization levels unlike that in [97] where innovations are quantized to 1 or -1, depending on whether they are positive or negative. Intuitively, our approach should perform better since one more quantization level is added. This will be confirmed in theory and simulation later. Assuming that there is no transmission error, our goal is to find and analyze the MMSE state estimate based on the quantized innovations. Let \( b_{0:k} \triangleq \{b_0, b_1, \cdots, b_k\} \) and \( \hat{x}_{k|k} \) represent the MMSE estimate of \( x_k \) given \( b_{0:k} \), i.e.,

\[
\hat{x}_{k|k} \triangleq \mathbb{E}[x_k|b_{0:k}] = \int_{\mathbb{R}^n} x_k p(x_k|b_{0:k}) dx_k.
\] (7.4)

The following equalities can be easily obtained [97]:

\[
\hat{x}_{k|k-1} \triangleq \mathbb{E}[x_k|b_{0:k-1}] = A \hat{x}_{k-1|k-1},
\] (7.5)

\[
\hat{y}_{k|k-1} \triangleq \mathbb{E}[y_k|b_{0:k-1}] = C \hat{x}_{k|k-1}.
\] (7.6)

Their filtering error covariance matrices are respectively defined by

\[
P_{k|k} \triangleq \mathbb{E}[(\hat{x}_{k|k} - x_k)(\hat{x}_{k|k} - x_k)^T],
\] (7.7)

\[
P_{k|k-1} \triangleq \mathbb{E}[(\hat{x}_{k|k-1} - x_k)(\hat{x}_{k|k-1} - x_k)^T] = AP_{k-1|k-1}A^T + Q.
\] (7.8)

## 7.2 Multi-level Quantized Innovations Kalman Filter

In this section, given a multi-level quantization for normalized innovations, we will first derive the MMSE estimate of state under the assumption that the predicted density is Gaussian. The filtering error covariance matrix is given in terms of quan-
tization thresholds. Minimizing the filtering error covariance w.r.t. the quantization thresholds leads to the corresponding optimal quantizer and filter. For the simplicity of notation, denote \( z_N = (z_1, z_2, \cdots, z_N) \).

### 7.2.1 Multi-level Quantized Filtering

**Theorem 7.1.** Consider the systems (7.1) and (7.2), given a multi-level quantization of normalized innovations in (7.3), if \( p[x_k|b_0:k-1] = N[x_k; \hat{x}_{k|k-1}, P_{k|k-1}] \), the MMSE estimate of the state can be computed by

\[
\hat{x}_{k|k} = \hat{x}_{k|k-1} + \frac{f(z^N_1, b_k)P_{k|k-1}C^T}{\sqrt{CP_{k|k-1}C^T + R}}, \quad (7.9)
\]

\[
P_{k|k} = P_{k|k-1} - F(z^N_1) \frac{P_{k|k-1}C^T C P_{k|k-1} + R}{CP_{k|k-1} + P_{k|k-1}C^T}, \quad (7.10)
\]

with

\[
f(z^N_1, b_k) = \sum_{j=-N}^{N} 1_{(z_j)}(b_k) \frac{\phi(z_j) - \phi(z_{j+1})}{T(z_j) - T(z_{j+1})}, \quad (7.11)
\]

\[
F(z^N_1) = 2 \sum_{j=0}^{N} \frac{[\phi(z_j) - \phi(z_{j+1})]^2}{T(z_j) - T(z_{j+1})}, \quad (7.12)
\]

where \( z_j = -z_{-j} \). \( \phi(\cdot) \) and \( T(\cdot) \) respectively denote the density and tail probability function of a standard Gaussian random variable, i.e., \( \phi(x) = \frac{1}{\sqrt{2\pi}} \exp(-\frac{x^2}{2}) \) and \( T(x) = \int_x^{\infty} \phi(s) ds \).

**Proof.** By iterated conditioning, we obtain that

\[
\hat{x}_{k|k} = \mathbb{E}[x_k|b_{1:k}] = \mathbb{E}[\mathbb{E}[x_k|b_{1:k-1}, y_k]|b_{1:k}]. \quad (7.13)
\]

And the posterior density \( p[x_k|b_{1:k-1}, y_k] \) is obtained as

\[
p[x_k|b_{1:k-1}, y_k] = \frac{p(y_k|x_k)p(x_k|b_{1:k-1})}{\int_{\mathbb{R}} p(y_k|x_k)p(x_k|b_{1:k-1}) dx_k}. \quad (7.14)
\]

By the Gaussian assumption and following the technique of the Kalman filter, the
inner conditional expectation in (7.13) can be easily obtained as follows:

\[
\hat{x}_{k|k} \triangleq \mathbb{E}[x_k| b_{1:k-1}, y_k] = \hat{x}_{k|k-1} + K_k(y_k - C\hat{x}_{k|k-1}),
\]

where \( K_k = (C^T P_{k|k-1} C + R)^{-1} P_{k|k-1} C^T \). By (7.3) and Gaussian assumption, it follows that

\[
\mathbb{E}[\epsilon_k|b_k = z_j, b_{1:k-1}] = \frac{\phi(z_j) - \phi(z_{j+1})}{T(z_j) - T(z_{j+1})},
\]

Note that \( \hat{x}_{k|k-1} \) is measurable with respect to the \( \sigma \)-algebra generated by \( b_{1:k} \).

Inserting (7.15) and (7.16) into (7.13) yields (7.9).

Applying the same arguments, we have that

\[
P_{k|k} = \mathbb{E}[\mathbb{E}[(x_k - \hat{x}_{k|k})(x_k - \hat{x}_{k|k})^T|b_{1:k-1}, y_k]],
\]

where the inner expectation is computed as follows:

\[
\mathbb{E}[(x_k - \hat{x}_{k|k})(x_k - \hat{x}_{k|k})^T|b_{1:k-1}, y_k]
\]

\[
= \mathbb{E}[(x_k - \hat{x}_{k|k})(x_k - \hat{x}_{k|k})^T|b_{1:k-1}, y_k] + \mathbb{E}[(\hat{x}_{k|k} - \hat{x}_{k|k})^T|b_{1:k-1}, y_k] + \mathbb{E}[(\hat{x}_{k|k} - \hat{x}_{k|k})^T|b_{1:k-1}, y_k]
\]

\[
= P_{k|k}^* + \mathbb{E}[(\hat{x}_{k|k} - \hat{x}_{k|k})^T|b_{1:k-1}, y_k] + \mathbb{E}[(\hat{x}_{k|k} - \hat{x}_{k|k})^T|b_{1:k-1}, y_k]
\]

where \( P_{k|k}^* = P_{k|k-1} - P_{k|k-1} C^T(C P_{k|k-1} C^T + R)^{-1} C P_{k|k-1} \). Under the Gaussian assumption, we have that

\[
\mathbb{E}[(\hat{x}_{k|k} - \hat{x}_{k|k})^T|b_{1:k-1}, y_k] = \mathbb{E}[(\hat{x}_{k|k} - \hat{x}_{k|k})^T|b_{1:k-1}]
\]

\[
= (C P_{k|k-1} C^T + R) K_k \mathbb{E}[\mathbb{E}[\epsilon_k - f(z_N^1, b_k)^2|b_{1:k-1}]] K_k^T
\]

\[
= \frac{P_{k|k-1} C^T C P_{k|k-1}}{C P_{k|k-1} C^T + R} \left( 1 - \mathbb{E}[\mathbb{E}[f^2(z_N^1, b_k)|b_{1:k-1}]] \right)
\]

\[
= \frac{P_{k|k-1} C^T C P_{k|k-1}}{C P_{k|k-1} C^T + R} \left( 1 - F(z_N^1) \right).
\]

Together with (7.17) and (7.18), one can easily derive (7.10).

**Remark 7.1.** Strictly speaking, the system state conditioned on the quantized innovations can not remain Gaussian due to the nonlinear operator of quantization. To
enable the development of a simple and practically useful recursive filter, we have made the Gaussian assumption as in [97]. A similar hypothesis can also be found in [58]. It will be demonstrated later that the performance of the quantized filter for a moderate number of bits (say 2 or more bits) is close to the standard Kalman filter, suggesting that the approximation is reasonable.

We observe that the approximate filtering error covariance matrix $P_k|_k$ computed from (7.12) depends on $F(z_1^N)$ which is a function of quantization thresholds. Without quantization, $F(z_1^N) = 1$, which gives rise to the standard Kalman filter. We call $F(z_1^N)$ performance recovery factor.

### 7.2.2 Optimal Quantization Thresholds

The performance of the MLQ-KF can be approximately measured by the quantity of $tr[P_{k|k}]$ or $tr[P_{k|k-1}]$. According to Theorem 7.1, the optimal thresholds $(z^*)_1^N$ of the quantizer in (7.3) can be obtained by maximizing $F(z_1^N)$, i.e., $(z^*)_1^N = \arg \max_{z_1^N} F(z_1^N)$. The numerical solutions to the above optimization is obtained by evoking the Matlab command,

$$[x, y] = \text{fmincon}(\text{fun}, x_0, A, b, Aeq, beq, lb, ub).$$  \hspace{1cm} (7.20)

Thus, the optimal quantizer can be numerically obtained, see Table 7.1. As mentioned above, $b_k = 0$ will not be transmitted to the EC as it will not improve the predicted estimate. The comparison of performance recovery factor for the cases of with and without dead zone is showed in Fig. 7.2. Apparently, for single bit quantization, the quantized filter with dead zone gives a much improved performance.

#### Table 7.1: Solutions to (7.20) for optimal quantization thresholds

<table>
<thead>
<tr>
<th>N=1</th>
<th>N=2</th>
<th>N=3</th>
<th>N=4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$z_1^* = 0.612$</td>
<td>$z_1^* = 0.382$</td>
<td>$z_1^* = 0.280$</td>
<td>$z_1^* = 0.221$</td>
</tr>
<tr>
<td>$z_2^* = 1.244$</td>
<td>$z_2^* = 0.874$</td>
<td>$z_2^* = 1.611$</td>
<td>$z_2^* = 0.681$</td>
</tr>
<tr>
<td>$F(z_1^*) = 0.810$</td>
<td>$F((z^*)_1^2) = 0.920$</td>
<td>$F((z^*)_1^3) = 0.956$</td>
<td>$F((z^*)_1^4) = 0.972$</td>
</tr>
</tbody>
</table>
recovery factor (0.8098) than the SOI-KF [97] \((2/\pi \approx 0.6366)\). Fig. 7.2 also indicates that the higher the bit rate, the higher the performance recovery factor. The relationship given in Fig. 7.2 will be useful in estimating the required bits number for desirable filtering performance and the stability of filter. We now investigate the stability of the MLQ-KF. Let \(P_{k+1} = P_{k+1|k}\), the MRDE can be written as follows:

\[
P_{k+1} = AP_kA^T + Q - \beta^*AP_kC^T(CP_kC^T + R)^{-1}CP_kA^T
\]  

(7.21)

with \(\beta^* = F((z^*)^N_1)\). The corresponding algebraic Riccati equation (ARE) is

\[
P = APA^T + Q - \beta^*APC^T(CPC^T + R)^{-1}CPA^T.
\]  

(7.22)

**Corollary 7.1.** Consider MRDE (7.21) and assume that \((A, Q^{1/2})\) and \((C, A)\) are respectively controllable and detectable. Then for an unstable \(A\), the ARE (7.22) has a positive definite solution \(P\) and the MRDE (7.21) admits a unique positive definite solution \(P_k\) satisfying \(P_k \to P\) for any \(P_0 \geq 0\) if and only if \(\beta^* > 1 - \prod_i |\lambda^n_u(A)|^{-2}\), where \(\lambda^n_u(A)\) are unstable eigenvalues of \(A\).

Corollary 7.1 reveals that for systems with faster growth rate, a higher bits number is required for the quantizer to ensure the convergence of MRDE.

### 7.2.3 Convergence Analysis

The following result establishes the convergence of the MLQ-KF to the standard Kalman filter when \(N \to \infty\).
Theorem 7.2. Let $\Delta = \sup_{j \in \mathbb{N}} \Delta_j$, where $\Delta_j = |z_j - z_{j+1}|$ and assume that the quantization thresholds in (7.3) satisfy

1. $\Delta_j \leq \Delta \to 0$;
2. $S(N) = \sum_{k=1}^{N-1} \Delta_j \to \infty$ as $N \to \infty$.

Then, it follows that

$$\frac{\phi(z_j) - \phi(z_{j+1})}{T(z_j) - T(z_{j+1})} \to z_{j+1}. \quad (7.23)$$

and

$$F(z_1^N) \to 1 \text{ as } N \to \infty. \quad (7.24)$$

Proof. Using some basic results in mathematical analysis, we obtain that

$$\lim_{z_j \to z_{j+1}} \frac{\phi(z_j) - \phi(z_{j+1})}{T(z_j) - T(z_{j+1})} = \lim_{\Delta_j \to 0} \frac{\phi(z_{j+1} - \Delta_j) - \phi(z_{j+1})}{\int_{z_{j+1} - \Delta_j}^{z_{j+1}} \phi(t) dt}$$

$$= \lim_{\Delta_j \to 0} \frac{\phi'(z_{j+1} - \Delta_j)}{\phi(z_{j+1} - \Delta_j)} = z_{j+1}.$$ 

$$S \triangleq \sum_{k=1}^{\infty} \frac{[\phi(z_j) - \phi(z_{j+1})]^2}{T(z_j) - T(z_{j+1})} = \frac{1}{\sqrt{2\pi}} \sum_{k=1}^{\infty} \frac{[e^{-\frac{z_j^2}{2}} - e^{-\frac{z_{j+1}^2}{2}}]^2}{\int_{z_j}^{z_{j+1}} e^{-\frac{t^2}{2}} dt}$$

$$= \frac{1}{\sqrt{2\pi}} \sum_{k=1}^{\infty} e^{-\frac{z_j^2}{2}} \left[ 1 - e^{-\left(\frac{\Delta_j^2}{2} + \theta_j \Delta_j \right)} \right]^2 \frac{\Delta_j}{\Delta_j e^{-\left(\frac{\Delta_j^2}{2} + \theta_j \Delta_j \right)}}$$

where $0 \leq \theta_j \leq 1$. Using the Taylor expansion, we have that $S \triangleq S_0 + S_1$, where $S_1 = \frac{1}{\sqrt{2\pi}} \sum_{j=1}^{\infty} z_j^2 e^{-\frac{z_j^2}{2}} \Delta_j \to \frac{1}{\sqrt{2\pi}} \int_0^{\infty} t^2 e^{-t^2/2} dt = \frac{1}{2}$ as $\Delta \to 0$, and there exists $|c_{i,j,u,v}| < \infty$ such that $S_0 = \frac{1}{\sqrt{2\pi}} \sum_{i,j,u,v} \sum_{k=1}^{\infty} \sum_{j=1}^{\infty} [c_{i,j,v,u} e^{-\frac{j^2}{2} \Delta_k} \theta_j^o (\Delta_k^o)] < \Delta \sum_{i,j,u,v} c_{i,j,u,v} e^{-\frac{j^2}{2} \Delta_k} \Delta_k \to 0$ as $\Delta \to 0$, where $C$ is a finite constant since for $\Delta \to 0$, $\frac{1}{\sqrt{2\pi}} \sum_{k=1}^{\infty} \sum_{j=1}^{\infty} z_k^j e^{-\frac{j^2}{2} \Delta_k} z_k \to \frac{1}{\sqrt{2\pi}} \int_0^{\infty} t^2 e^{-t^2/2} dt < \infty$ and the nonnegative integers $i, j, u, v$ can only take a finite number of elements. 

Remark 7.2. As $z_j \to z_{j+1}$, then $\epsilon_k \to \epsilon_{j+1}$ and $f(z_N^k, b_k) \to \epsilon_k$ by (7.23). In light of (7.9), (7.10) and (7.24), the MLQ-KF converges to the standard Kalman filter.
since by Theorem 7.2, we obtain that
\[
\hat{x}_{k|k} \rightarrow \hat{x}_{k|k-1} + \frac{P_{k|k-1}C^T\eta_k}{CP_{k|k-1}C^T + R} \quad \text{and} \quad P_{k|k} \rightarrow P_{k|k-1} - \frac{P_{k|k-1}C^TP_{k|k-1}}{CP_{k|k-1}C^T + R}.
\]

### 7.3 Robust Quantization

This section will examine the design of a robust quantizer when the prediction error covariance is not known exactly. In practice, the error covariance may not be accurate due to quantization error or we may not be able to transmit the covariance every time instant due to limited communication capacity.

Let \( \delta_k = \sigma_k/\sigma_{k,e} \in [\bar{\delta}, \tilde{\delta}] \), where \( \sigma_k \) is the actual prediction error covariance and \( \sigma_{k,e} \) is an estimated one. \( \bar{\delta}, \tilde{\delta} \) are known lower and upper bounds of \( \delta_k \). Denote \( \hat{\epsilon}_k = \eta_k/\sigma_{k,e} \), the quantization scheme (7.3) is modified as:

\[
b_k \triangleq Q(\hat{\epsilon}_k) = \begin{cases} 
z_N, & \delta z_N < \hat{\epsilon}_k \\
\vdots & \vdots 
z_0, & 0 < \hat{\epsilon}(n) \leq \delta z_1 
-q(\hat{\epsilon}_k), & \hat{\epsilon}(n) \leq 0.
\end{cases} \tag{7.25}
\]

Note that the performance recovery factor becomes \( F(\delta z_1^N) \). Since \( \delta \) is not exactly known, we design a robust min-max quantizer by \( \tilde{z}_1^N = \arg\max_{z_1^N} \min_{\delta \in [\bar{\delta}, \tilde{\delta}]} \{ F(\tilde{z}_1^N) \} \). Examining \( F(z_1^N) \) results in that given \( z_1^N \), the minimum is attained at the extreme point \( \bar{\delta} \) or \( \tilde{\delta} \). Hence, it follows that \( (\bar{z}^*)_1^N = \arg\max_{z_1^N} \min \{ F(\bar{z}_1^N), F(\tilde{z}_1^N) \} \). It is easy to check that

\[
\max_{z_1^N} \min \{ F(\bar{z}_1^N), F(\tilde{z}_1^N) \} = \min_{z_1^N} \max \left\{ \frac{1}{F(\bar{z}_1^N)}, \frac{1}{F(\tilde{z}_1^N)} \right\}.
\]

We recall the command \( x = \text{fminimax}(\text{fun}, x_0) \) in Matlab to get the numerical solutions. For instance, let \( \bar{\delta} = 1 \) and \( \tilde{\delta} = 2 \). For \( N = 2 \), \( \bar{z}_2^* = 0.2498 \), \( \tilde{z}_2^* = 0.8638 \), and \( F(\delta^* \bar{z}_2^*) = 0.8994 \) with \( \delta^* = 1 \) or 2. For \( N = 1 \) and \( \tilde{\delta} \to \infty \), the robust quantized filter will reduce to the SOI-KF.
7.4 Simulation

Consider the following discrete time equations of motion for target tracking [102]:

\[
x_{k+1} = \begin{bmatrix} 1 & \tau & \frac{\tau^2}{2} \\ 0 & 1 & \tau \\ 0 & 0 & 1 \end{bmatrix} x_k + w_k, \tag{7.26}
\]

\[
y_k = \begin{bmatrix} 1 & 0 & 0 \end{bmatrix} x_k + v_k, \tag{7.27}
\]

where \(x_k\) is the state vector with each elements respectively denoting the target position, speed and acceleration at time \(k\). \(w_k\) is a white noise sequence and is independent of the additive white noise \(v_k\) with variance \(R\). When the sampling interval \(\tau\) is sufficiently small, the covariance matrix of \(w_k\) is given by

\[
Q = 2\alpha\sigma_m^2 \begin{bmatrix} \frac{\tau^5}{20} & \frac{\tau^4}{8} & \frac{\tau^3}{6} \\ \frac{\tau^4}{8} & \frac{\tau^3}{3} & \frac{\tau^2}{2} \\ \frac{\tau^3}{6} & \frac{\tau^2}{2} & \tau \end{bmatrix},
\]

where \(\sigma_m^2\) is the variance of the target acceleration and \(\alpha\) is the reciprocal of the maneuver time constant. Let \(\tau = 0.1s, \alpha = 0.1, \sigma^2_m = 1, \sigma^2_R = 10^{-2}\). It can be easily verified that \((A, Q^{1/2})\) and \((C, A)\) are controllable and observable pairs. Corollary 7.1 implies the stability of the 1-bit and 2-bit quantized innovations Kalman filter, which are denoted by 1-LQ-KF and 2-LQ-KF, respectively. The initial state is \(x_0\)
7.5. Summary

Figure 7.4: Comparison of the position error variance computed by (7.21) and Monte Carlo method based on Monte Carlo methods with 500 samples.

is a random vector with zero mean and covariance matrix [102]:

\[
P_{0|0} = \begin{bmatrix} \sigma^2_R & \sigma^2_R/\tau & 0 \\ \sigma^2_R/\tau & 2\sigma^2_R/\tau^2 & 0 \\ 0 & 0 & 1 \end{bmatrix}.
\]

The filtering error variances of the position for 1-LQ-KF and SOI-KF are compared in Fig. 7.3, which shows that 1-LQ-KF outperforms SOI-KF. Fig. 7.4 illustrates that for the 2-bit quantization, the computed variance by (7.21) is close to the one obtained by Monte Carlo simulations, indicating that the computed variance gives a good approximation to the true variance. The results for speed and acceleration estimates are similar and omitted. Next, we evaluate the robust mini-max quantizer where the prediction error variance is randomly perturbed by \( \delta \), which is uniformly distributed over \([0.8, 1.2]\). We design a 2-bit robust mini-max quantizer (2-LQ-RKF) according to (7.25) with \((\tilde{z}^*)^2 = [0.3035 \ 1.0094] \). For comparison, a non-robust quantizer (nominal) quantizer given in (7.3) is implemented as well. Fig. 7.5 shows that 2-LQ-RKF has a better performance than the non-robust one.

7.5 Summary

Extending the existing work on SOI-KF, we have developed a general multi-level quantized innovations filter with a dead zone. It is established under the assumption that the system state conditioned on the quantized innovations is Gaussian, which
is reasonable for quantizer with a moderate number of bits. The distinct feature of the quantized filter lies in its simplicity and efficiency. The convergence of the filter to the Kalman filter when the number of quantization levels goes to $\infty$ has also been established. The result is useful in applications such as WSNs whose communication capacity is limited.
Part II

Networked Multi-agent Consensus Control
Chapter 8

Consensusability of Discrete-time Multi-agent Systems

In part I, all the results were established by exclusively focusing on a single plant. From now on, the system to be studied is a system of multiple subsystems, which is referred to as multi-agent system. This chapter investigates the joint effect of agent dynamics, network topology and communication data rate on consensusability of linear discrete-time multi-agent systems. Neglecting the finite communication data rate constraint and under undirected graphs, a necessary and sufficient condition for consensusability under a common control protocol is given, which explicitly reveals how the intrinsic entropy rate of the agent dynamics and the communication graph jointly affect consensusability. The result is established by solving a discrete-time simultaneous stabilization problem. A lower bound of the optimal convergence rate to consensus, which is shown to be tight for some special cases, is provided as well. Moreover, a necessary and sufficient condition for formationability of multi-agent systems is obtained. As a special case, the discrete-time second-order consensus is discussed where an optimal control gain is designed to achieve the fastest convergence. The effects of undirected graphs on consensusability/formationability and optimal convergence rate are exactly quantified by the ratio of the second smallest to the largest eigenvalues of the graph Laplacian matrix. An extension to directed graphs is also made. The consensus problem under a finite communication data rate
is finally investigated.

The remainder of this chapter is organized as follows. Section 8.1 introduces some basic concepts of algebraic graph theory and formulates the problem under investigation. Section 8.2 firstly presents a necessary and sufficient condition to achieve consensusability w.r.t. a common control protocol for undirected graphs, which is then generalized to directed graphs. The convergence rate to consensus is also analyzed. The result is then applied to study the formationability problem over undirected graphs. A necessary and sufficient condition in relation to the desired formation, agent dynamics and communication graph is provided. Section 8.3 discusses the discrete-time second-order consensus problem. To understand the quantization effects on consensusability, Section 8.4 gives a sufficient condition on the finite communication data rate for consensus on undirected graphs. Concluding remarks are drawn in Section 8.5.

8.1 Problem Formulation

8.1.1 Communication Graph

Denote $\mathcal{N} = \{1, \ldots, N\}$ and let $\mathcal{V} = \{v_1, \ldots, v_N\}$ be an index set of $N$ agents with $i \in \mathcal{N}$ representing the $i$-th agent. A digraph $\mathcal{G} = \{\mathcal{V}, \mathcal{E}, \mathcal{A}\}$ will be utilized to model the interactions among agents, where $\mathcal{E} \subseteq \mathcal{V} \times \mathcal{V}$ is the edge set of paired agents and $\mathcal{A} = [a_{ij}] \in \mathbb{R}^{N \times N}$ with nonnegative elements is the weighted adjacency matrix of $\mathcal{G}$. Self-edges $(i, i)$ are not allowed, i.e., $(i, i) \notin \mathcal{E}$ for all $i \in \mathcal{N}$. An edge $(j, i) \in \mathcal{E}$ if and only if $a_{ij} > 0$, which means that agent $j$ can send information to agent $i$. A sequence of edges $(i_1, i_2), (i_2, i_3), \ldots, (i_{k-1}, i_k)$ with $(i_{j-1}, i_j) \in \mathcal{E}$ for all $j \in \{2, \ldots, k\}$ is called a directed path from agent $i_1$ to agent $i_k$. $\mathcal{G}$ contains a spanning tree if there is a root agent that can send information to all the other agents via directed paths. $\mathcal{G}$ is called a strongly connected digraph if for any two agents $i, j \in \mathcal{V}$, there exists a directed path from agent $i$ to agent $j$. If $\mathcal{A}$ is a symmetric matrix, $\mathcal{G}$ is called an undirected graph. A strongly connected undirected graph is simply called a connected graph. For an undirected graph $\mathcal{G}$, it is clear that $\mathcal{G}$ contains a spanning tree is equivalent
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to that $\mathcal{G}$ is connected. A digraph is called complete if each pair of agents can
directly connect to each other, i.e. $(i, j) \in \mathcal{E}, \forall i \neq j$. The neighborhood of the $i$-th
agent is denoted by $\mathcal{N}_i \triangleq \{ j | (j, i) \in \mathcal{E} \}$. The in-degree of agent $i$ is represented
by $deg_i = \sum_{j=1}^{N} a_{ij}$. Denote $\mathcal{D} \triangleq \text{diag}(deg_1, \ldots, deg_N)$ and the Laplacian matrix of
$\mathcal{G}$ by $L_{\mathcal{G}} = \mathcal{D} - \mathcal{A}$. The eigenvalues of $L_{\mathcal{G}}$ are denoted by $\lambda_j \in \mathbb{C}$, $j \in \mathcal{N}$
and an ascending order in magnitude is written as $0 = |\lambda_1| \leq |\lambda_2| \leq \ldots \leq |\lambda_N|$. Note that
for an undirected graph $\mathcal{G}$, $L_{\mathcal{G}}$ is a symmetric positive semi-definite matrix and for
all $j \in \mathcal{N}$, $\lambda_j \geq 0$ [40].

Lemma 8.1. [34] Let the adjacency matrix $\mathcal{A} \in \mathbb{R}^{N \times N}$ of an undirected graph $\mathcal{G}$
be a symmetric $(0,1)$-matrix, i.e. $a_{ij} = 1$ if $(i, j) \in \mathcal{E}$; $a_{ij} = 0$, otherwise, then $\mathcal{G}$ is
complete if and only if $\mathcal{G}$ is connected and $\lambda_2 = \lambda_N$.

Lemma 8.2. [40, 93] Let $\mathcal{G}$ be a digraph, then all the nonzero eigenvalues of $L_{\mathcal{G}}$
are in the open right half plane. Moreover, $\mathcal{G}$ has a spanning tree if and only if $L_{\mathcal{G}}$
contains exactly one zero eigenvalue.

8.1.2 Consensusability on Graphs

The dynamic of agent $i$ in discrete time takes the following form:

$$x_i(k + 1) = Ax_i(k) + Bu_i(k), k = 0, 1, \ldots \quad (8.1)$$

$x_i(t) \in \mathbb{R}^n$ and $u_i(t) \in \mathbb{R}^l$ respectively represent the state and control input of agent
$i$. $A \in \mathbb{R}^{n \times n}$ and $B \in \mathbb{R}^{n \times l}$ are the state and input matrices, respectively. Moreover,
$B$ is of full column rank, i.e., $\text{rank}(B) = l \leq n$. Without loss of generality, assume
that $A = \text{diag}(A_s, A_u)$, where $A_s \in \mathbb{R}^{n_s \times n_s}$ is stable and all the eigenvalues of $A_u$
lie on or outside the unit circle. Accordingly, let $B^T = [B_s^T, B_u^T]$.

In [71], a weighted-average protocol using relative state feedback was proposed:

$$u_i(k) = K \sum_{j=1}^{N} a_{ij} (x_j(k) - x_i(k)), k = 0, 1, \ldots \quad (8.2)$$

where $K \in \mathbb{R}^{l \times n}$ is a fixed control gain and independent of the agent index $i$. Since
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\[ a_{ij} = 0 \text{ for all } j \notin \mathcal{N}_i, \] the control input of agent \( i \) only uses relative state information to its neighbors.

**Definition 8.1.** The discrete-time multi-agent systems (8.1) with a fixed graph \( \mathcal{G} \) are said to be consensusable under protocol (8.2) if for any finite \( x_i(0), \forall i \in \mathcal{N} \), there exists a control gain \( K \in \mathbb{R}^{l \times n} \) such that the controller of (8.2) enforces consensus, i.e.,

\[
\lim_{k \to \infty} \| x_i(k) - x_j(k) \| = 0, \forall i, j \in \mathcal{N}.
\] (8.3)

The above defined consensusability does not require the convergence of each agent. However, it contains the prevailing first-order average consensus [88] which corresponds to \( A = B = K = 1 \) and the second-order consensus [65] as special cases.

In the real world, the communication channel between each pair of agents has a limited bandwidth. Agents can only exchange information with a finite number of bits at each transmission and recover its neighbors’ state using the quantized information. Thus, the consensusability problem based on the quantized information from neighbors is of theoretical and practical significance. To this purpose, denote \( \hat{x}_j(k) \) the state estimator of agent \( j \) by agent \( i \) based on the quantized information that it has received up to time \( k \), see Fig. 8.1 for an illustration, where encoder and decoder will be exactly described in Section 8.4. The control protocol of the following form will be investigated:

\[
u_i(k) = K \sum_{j=1}^{N} a_{ij}(\hat{x}_j(k) - \hat{x}_i(k)).\] (8.4)

The main objective of this chapter is to address the following problems:

(a) Assume that there is no constraint on bandwidth, what is the necessary and sufficient condition on the communication graph \( \mathcal{G} \) and the pair \((A, B)\) for
The first problem reveals the joint effect of the agent dynamics and $G$ on consensusability under protocol (8.2). The answer to the second problem is positive as shown later and indicates that consensusability with perfect state feedback implies consensusability with quantized state feedback provided that data rate is not less than a lower bound.

8.2 Consensusability with Perfect State Feedback

In this section, assuming that there is no limitation on communication bandwidth, we derive a necessary and sufficient condition on graphs for consensusability of the multi-agent systems (8.1) for single input system, which is essentially established by solving a discrete-time simultaneous stabilization problem. The convergence rate to consensus is evaluated and a lower bound for the optimal asymptotic convergence rate is given. The results are applied to investigate the formationability problem on undirected graphs. Surprisingly, all conditions on undirected graphs are completely characterized by the ratio of the second smallest to the largest eigenvalues of the corresponding graph Laplacian matrix. At last, extensions to multiple inputs and directed graphs (digraphs) are made as well.

8.2.1 Single Input and Undirected Graphs

We start with single input agent dynamics and undirected graphs which imply that the eigenvalues of the associated Laplacian matrix are real and nonnegative, e.g., for all $j \in \mathcal{N}$, $\lambda_j \geq 0$. 

consensusability of the discrete-time multi-agent systems (8.1) under protocol (8.2)?

(b) Does there exist a coding/decoding scheme using a finite communication data rate for the controller (8.4) to enforce consensus for the multi-agent systems (8.1)? And what is the required data rate in relation to the agent dynamics and the communication graph for reaching a consensus?
Assumption 8.1. All the eigenvalues of $A$ lie on or outside the unit circle and \( \text{rank}(B) = 1 \).

Theorem 8.1. Given a fixed undirected graph $G$ and under Assumption 8.1, the discrete-time multi-agent systems (8.1) are consensusable under protocol (8.2) if and only if the following conditions hold.

(a) \((A, B)\) is a controllable pair;

(b) Each agent cannot change too fast. Precisely, the product of the unstable eigenvalues of $A$ is upper bounded by the following strict inequality:

\[
\prod_j |\lambda^u_j(A)| < \frac{1 + \lambda_2 / \lambda_N}{1 - \lambda_2 / \lambda_N},
\]

where $\lambda^u_j(A)$ represents an unstable eigenvalue of $A$. $\lambda_2$ and $\lambda_N$ are respectively the second smallest and largest eigenvalues of $\mathcal{L}_G$.

Moreover, if the above conditions hold, select a $\zeta$ such that $\prod_j |\lambda^u_j(A)| < \zeta^{-1} \leq \frac{1 + \lambda_2 / \lambda_N}{1 - \lambda_2 / \lambda_N}$. Then, the control gain $K = \frac{2}{\lambda_2 + \lambda_N} \frac{B^T P A}{B^T P B}$ solves the consensus problem, where $P > 0$ is a positive solution to the modified algebraic Riccati inequality:

\[
P - A^T P A + (1 - \zeta^2) \frac{A^T P B B^T P A}{B^T P B} > 0.
\]

Remark 8.1.

1. The existence of a positive solution $P$ to (8.6) is proved in [28, 36]. In the rest of the paper, $\lambda_2 / \lambda_N$ is termed as the eigenratio of an undirected graph. By Lemmas A.1-A.2 [60], an upper bound of the eigenratio is immediately obtained, i.e.,

\[
\frac{\lambda_2}{\lambda_N} \leq \frac{\min_i \deg_i}{\max_i \deg_i}.
\]

2. For the average consensus problem in [88], the state of each agent is scalar and $A = B = K = 1$. The condition in item (a) is automatically satisfied while the inequality of (8.5) implies that $\lambda_2 > 0$. By Lemma 8.2, the communication...
graph has to be connected which is consistent with the result in [88]. Thus, our result contains the classical average consensus as a special case.

3. The inequality (8.5) implies that $\lambda_2 > 0$. Then, the graph is connected. In contrast with the result on continuous-time systems in [71], the case of discrete-time systems has an additional constraint given in (8.5). The eigenratio $\lambda_2/\lambda_N$ of a Laplacian matrix is an important factor [9, 105]. A larger eigenratio corresponds to better synchronizability of the underlying communication graph. Intuitively, better network synchronizability will allow a more unstable $A$ to achieve consensusability of the multi-agent systems and vice versa, which are confirmed by our result.

For a continuous-time system under a sufficiently small sampling period, the unstable eigenvalues of the discretized system (8.1) can be made arbitrarily close to one and thus the inequality (8.5) will be eventually satisfied for any connected undirected graph. Thus, for the case of continuous-time agent dynamics, our result is consistent with that in [71]. In fact, for a continuous-time system, information can be transmitted arbitrarily fast so that the network synchronizability of the communication graph becomes less important for achieving consensusability.

4. If the adjacency matrix $A$ of the graph $G$ is selected as a symmetric $(0,1)$-matrix, the eigenratio $\lambda_2/\lambda_N \to 1$ means that the communication graph tends to be complete (cf. Lemma 8.1). In this case, the controller can be designed almost in a centralized fashion. Then, consensusability can be achieved for any unstable system.

5. The convergence rate of the average consensus over an undirected graph is determined by $\lambda_2$ [86, 88]. By the Courant-Weyl interlacing inequalities [48], adding an undirected edge to an undirected incomplete graph $G$ will never decrease $\lambda_2$, suggesting that the consensus performance will not deteriorate. However, adding an undirected edge to a graph may lead to a smaller eigenratio.
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For example, consider the following two graph Laplacian matrices:

$$L_{G_1} = \begin{bmatrix}
3 & -1 & 0 & 0 & -1 & -1 \\
-1 & 3 & -1 & -1 & 0 & 0 \\
0 & -1 & 3 & -1 & 0 & -1 \\
0 & -1 & -1 & 3 & -1 & 0 \\
-1 & 0 & 0 & -1 & 3 & -1 \\
-1 & 0 & -1 & 0 & -1 & 3
\end{bmatrix},
L_{G_2} = \begin{bmatrix}
4 & -1 & -1 & 0 & -1 & -1 \\
-1 & 3 & -1 & -1 & 0 & 0 \\
-1 & -1 & 4 & -1 & 0 & -1 \\
0 & -1 & -1 & 3 & -1 & 0 \\
-1 & 0 & 0 & -1 & 3 & -1 \\
-1 & 0 & -1 & 0 & -1 & 3
\end{bmatrix}.$$  

It is clear that $G_2$ with an eigenratio 0.3970 is formed by adding an undirected edge to $G_1$, whose eigenratio is 0.4. Thus, it is possible to lose consensusability of the multi-agent systems (8.1) under protocol (8.2) by adding an edge. It appears to be counter-intuitive since the communication graph with a “better” connectivity may result in a worse consensusable capability. Note that whether the eigenratio will increase or decrease by adding an edge is not conclusive, see [27] for more details.

6. The importance of the intrinsic entropy rate of a linear dynamical system, quantified by $\sum_j \log_2 |\lambda_j^u(A)|$, has been widely recognized in networked control systems, e.g., [36, 83, 100, 123, 124, 128], as it determines the minimum data rate for stabilization. Here the intrinsic entropy rate of the agent dynamics is firstly shown to pose a fundamental limitation on the eigenratio of an undirected graph for consensusability.

The proof of Theorem 8.1 depends on the following lemma, which gives a necessary and sufficient condition for a discrete-time simultaneous stabilization problem.

**Lemma 8.3.** Given $0 < \lambda_2 \leq \ldots \leq \lambda_N$ and under Assumption 8.1, a necessary and sufficient condition for the existence of a common control gain $K \in \mathbb{R}^{1 \times n}$ such that $\rho(A - \lambda_j BK) < 1$ for all $j \in \{2, \ldots, N\}$ is that

(a) $(A, B)$ is controllable;
(b) The product of unstable eigenvalues of $A$ is strictly upper bounded as follows:

$$
\prod_j |\lambda^u_j(A)| < \frac{1 + \lambda_2/\lambda_N}{1 - \lambda_2/\lambda_N}.
$$

(8.7)

Proof. By the convention $\frac{2}{0} = \infty$, it is obvious that only the case with $\lambda_2/\lambda_N \neq 1$ needs to be elaborated.

Necessity: Under Assumption 8.1, it is straightforward that $(A, B)$ is controllable. Without loss of generality (w.l.o.g.), assume that $(A, B)$ is already in the controllable canonical form:

$$
A = \begin{bmatrix}
0 & 1 & 0 & \ldots \\
\vdots & \ddots & \ddots & \vdots \\
0 & \ldots & 0 & 1 \\
-\alpha_0 & -\alpha_1 & \ldots & -\alpha_{n-1}
\end{bmatrix};
B = \begin{bmatrix}
0 \\
\vdots \\
0 \\
1
\end{bmatrix},
$$

(8.8)

where $\alpha_0 = \prod_j \lambda^u_j(A)$. Let $K = [-k_0, -k_1, \ldots, -k_{n-1}]$ simultaneously stabilize $(A, \lambda_j B)$, it is obvious that

$$
det(zI_n - A + \lambda_j BK) = z^n + (\alpha_{n-1} - \lambda_j k_{n-1}) z^{n-1} + \ldots + (\alpha_0 - \lambda_j k_0).$$

(8.9)

Since all the eigenvalues of $A - \lambda_j BK$ are within the unit disk, it follows from (8.9) that for all $j \in \{2, \ldots, N\},$

$$
|\alpha_0 - \lambda_j k_0| < 1 \Rightarrow \frac{|\alpha_0| - 1}{\lambda_j} < |k_0| < \frac{|\alpha_0| + 1}{\lambda_j}.
$$

(8.10)

Thus, we obtain that $\bigcap_{j=2}^N \left(\frac{|\alpha_0| - 1}{\lambda_j}, \frac{|\alpha_0| + 1}{\lambda_j}\right) \neq \emptyset$, which further implies that $\frac{|\alpha_0|-1}{\lambda_N} < \frac{|\alpha_0|+1}{\lambda_N}$. Noting that $|\alpha_0| = \prod_j |\lambda^u_j(A)|$, the necessity follows directly.

Sufficiency: Select a $\zeta$ such that $\prod_j |\lambda^u_j(A)| < \zeta^{-1} \leq \frac{1 + \lambda_2/\lambda_N}{1 - \lambda_2/\lambda_N}$ and let $\zeta_j = 1 - \frac{2\lambda_j}{\lambda_2 + \lambda_N} \leq \zeta$ for all $j \in \{2, \ldots, N\}$. Since $(A, B)$ is controllable, there exists a positive definite solution $P$ to the modified algebraic Riccati inequality (8.6) [36]. Let the control gain be $K = \frac{2A^TPA}{B^TPB + \lambda_2}$. It follows that $(A - \lambda_j BK)^T P (A - \lambda_j BK) - P = A^TPA - (1 - \zeta_j^2) \frac{A^TPBB^TPA}{B^TPB} - P \leq A^TPA - (1 - \zeta^2) \frac{A^TPBB^TPA}{B^TPB} - P < 0$, which
completes the proof.

**Proof of Theorem 8.1**

Denote the average state of all agents by \( \bar{x}(k) \triangleq \frac{1}{N} \sum_{i=1}^{N} x_i(k) = \frac{1}{N} (1^T \otimes I_n)x(k) \) and the deviation of each agent from the average state by \( \delta_i(k) \triangleq x_i(k) - \bar{x}(k) \). By consensusability definition, it yields that \( \lim_{k \to \infty} \| \delta_i(k) \| \leq \frac{1}{N} \sum_{j=1}^{N} \lim_{k \to \infty} \| x_i(k) - x_j(k) \| = 0 \). Conversely, \( \lim_{k \to \infty} \| \delta_i(k) \| = 0, \forall i \in \mathcal{N} \) immediately implies consensusability of the multi-agent systems (8.1). Thus, consensusability is equivalent to that

\[
\lim_{k \to \infty} \| \delta_i(k) \| = 0, \quad \forall i \in \mathcal{N}.
\]

Stack \( x_j \) to get a new state vector \( x(k) = [x_1^T(k), \ldots, x_N^T(k)]^T \). By (8.2), the dynamical equation of \( x(k) \) can be written as

\[
x(k + 1) = (I_N \otimes A - \mathcal{L}_G \otimes BK)x(k). \tag{8.11}
\]

Noting that \( 1^T \mathcal{L}_G = 0^T \), the following equalities are in force:

\[
\bar{x}(k + 1) = \frac{1}{N} (1^T \otimes A)x(k) - \frac{1}{N} (1^T \mathcal{L}_G \otimes BK)x(k) = A\bar{x}(k).
\]

Let \( \delta(k) = [\delta_1^T(k), \ldots, \delta_N^T(k)]^T \), subtracting (8.11) from (8.12) leads to that

\[
\dot{\delta}(k + 1) = (I_N \otimes A - \mathcal{L}_G \otimes BK)\delta(k). \tag{8.12}
\]

Select \( \phi_i \in \mathbb{R}^N \) such that \( \phi_i^T \mathcal{L}_G = \lambda_i \phi_i^T \) and form \( \Phi = [\frac{1}{\sqrt{N}}, \phi_2, \ldots, \phi_N] \) to transform \( \mathcal{L}_G \) into a diagonal form: \( \text{diag}(0, \lambda_2, \ldots, \lambda_N) = \Phi^T \mathcal{L}_G \Phi \). Using the property of Kronecker product gives that

\[
(\Phi \otimes I_n)^T(I_N \otimes A - \mathcal{L}_G \otimes BK)(\Phi \otimes I_n) = \text{diag}(A, A - \lambda_2 BK, \ldots, A - \lambda_N BK). \tag{8.13}
\]

Denote \( \tilde{\delta}(k) = (\Phi \otimes I_n)^T \delta(k) \) and partition \( \tilde{\delta}(k) \in \mathbb{R}^{nN} \) into two parts, i.e. \( \tilde{\delta}(k) = [\tilde{\delta}_1^T(k), \tilde{\delta}_2^T(k)]^T \), where \( \tilde{\delta}_1(k) \in \mathbb{R}^n \) is a vector consisting of the first \( n \) elements of \( \tilde{\delta}(k) \). Then, \( \tilde{\delta}_1(k) = \frac{1}{\sqrt{N}} \sum_{i=1}^{N} \delta_i(k) = 0 \). In view of (8.12) and (8.13), it yields that

\[
\tilde{\delta}_2(k + 1) = \text{diag}(A - \lambda_2 BK, \ldots, A - \lambda_N BK)\tilde{\delta}_2(k). \tag{8.14}
\]
Since $\Phi \otimes I_n$ is nonsingular, it follows that $\|\delta(k)\| = \|\tilde{\delta}_2(k)\|$ for all $k \in \mathbb{N}$.

**Necessity:** By (8.14), it follows that $\rho(A - \lambda_i BK) < 1$, $\forall i \in \{2, \ldots, N\}$, which in turn, implies that $\lambda_2 > 0$. Otherwise, $\lambda_2 = 0$, then $\rho(A - \lambda_2 BK) \geq 1$, $\forall K \in \mathbb{R}^{1 \times n}$ by Assumption 8.1. That is, $(A, \lambda_j B)$ can be simultaneously stabilized by a common control gain $K \in \mathbb{R}^{1 \times n}$. In light of Lemma 8.3, the necessity is established.

**Sufficiency:** Under Assumption 8.1, the inequality (8.5) implies that $\lambda_2 > 0$. By Lemma 8.3, the common gain $K = \frac{2}{\lambda_2 + \lambda_N} \frac{B^T P A}{B^T P B}$, where $P$ is a positive definite solution to the modified algebraic Riccati inequality (8.6), can simultaneously stabilize $(A, \lambda_i B), i \in \{2, \ldots, N\}$, i.e., $\rho(A - \lambda_i BK) < 1$. Together with (8.14), the proof of sufficiency is completed.

**Remark 8.2.** In the proof of sufficiency, we have constructed a specific control gain $K$ for the multi-agent systems to reach a consensus, which is obtained by solving a modified algebraic Riccati inequality. It is interesting to note that the discrete-time consensuability problem over an undirected graph is closely related to the robust stabilization problem with a bounded uncertainty in the input gain. Here the variation of the eigenvalues of the Laplacian matrix is interpreted as parameter uncertainty in the input. Different from the classical robust stabilization problem, the uncertainty in this case takes only a finite number of specific positive values. What is particularly surprising is that the necessary and sufficient condition for the classical robust stabilization continues to hold.

### 8.2.2 Performance Analysis of Consensus Protocols

Under protocol (8.2), we can evaluate the corresponding asymptotic convergence factor [118] defined by $r_{\text{asym}} = \sup_{\delta(0) \neq 0} \lim_{k \to \infty} \left( \frac{\|\delta(k)\|}{\|\delta(0)\|} \right)^{\frac{1}{k}}$. Similarly, another measure of the speed of convergence is the per-step convergence factor [118], which is defined as $r_{\text{step}} = \sup_{\delta(k) \neq 0} \frac{\|\delta(k+1)\|}{\|\delta(k)\|}$. Denote stabilizing control gains of $(A, \lambda_j B)$ by

$$
\Gamma_j = \{ K \in \mathbb{R}^{1 \times n} | \rho(A - \lambda_j BK) < 1 \}. \quad (8.15)
$$
8.2. Consensusability with Perfect State Feedback

Given any control gain $K \in \mathbb{R}^{1 \times n}$, define

$$J(K) = \text{diag}(A - \lambda_2 BK, \ldots, A - \lambda_N BK).$$  \hfill (8.16)

The convergence speed is characterized in the following result:

**Corollary 8.1.** Given an undirected graph $G$ and under the conditions in Theorem 8.1, select a $K \in \bigcap_{j=2}^N \Gamma_j$, where $\Gamma_j$ is defined in (8.15). Then, asymptotic convergence factor and per-step convergence factor for consensus are respectively evaluated by

$$r_{\text{asym}} = \rho(J(K)) \quad \text{and} \quad r_{\text{step}} = \|J(K)\|.$$  \hfill (8.17)

**Proof.** Since $\Phi \otimes I_n$ is an unitary matrix, it is obvious that $\|\delta(k)\| = \|\tilde{\delta}(k)\|$, $\forall k \in \mathbb{N}$. Since $\tilde{\delta}_1(k) = 0$, then $\|\tilde{\delta}(k)\| = \|\tilde{\delta}_2(k)\|$, $\forall k \in \mathbb{N}$. In view of (8.14), it follows that

$$r_{\text{asym}} = \sup_{\tilde{\delta}_2(0) \neq 0} \lim_{k \to \infty} \left( \frac{\|J^k(K)\tilde{\delta}_2(0)\|}{\|\tilde{\delta}_2(0)\|} \right)^{\frac{1}{k}} \leq \lim_{k \to \infty} \frac{\|J^k(K)\|^{\frac{1}{k}}}{\|\tilde{\delta}_2(0)\|} = \rho(J(K)).$$  \hfill (8.18)

On the other hand, select $\tilde{\delta}_2(0)$ as an eigenvector of $J(K)$ corresponding to the largest eigenvalue, i.e. $J(K)\tilde{\delta}_2(0) = \lambda_M \tilde{\delta}_2(0)$ and $|\lambda_M| = \rho(J(K))$. Then, we have the following results:

$$r_{\text{asym}} \geq \lim_{k \to \infty} \left( \frac{\|J^k(K)\tilde{\delta}_2(0)\|}{\|\tilde{\delta}_2(0)\|} \right)^{\frac{1}{k}} = \lim_{k \to \infty} \left( \frac{\|\lambda_M^k \tilde{\delta}_2(0)\|}{\|\tilde{\delta}_2(0)\|} \right)^{\frac{1}{k}} = \rho(J(K)).$$  \hfill (8.19)

Hence, it yields that $r_{\text{asym}} = \rho(J(K))$. The second part can be shown similarly. \qed

To make the convergence to consensus as fast as possible, a control gain $K \in \bigcap_{j=2}^N \Gamma_j$ should be selected to minimize the asymptotic convergence factor or per-step convergence factor. Since the spectral radius of a square matrix is not a convex function, not even Lipschitz continuous, the problem of finding an optimal $K$ to minimize the asymptotic convergence factor is in general very difficult. However, a lower bound for the optimal asymptotic convergence factor can be derived.
Theorem 8.2. Given an undirected graph $\mathcal{G}$ and under the conditions in Theorem 8.1, the optimal asymptotic convergence factor is lower bounded as follows:

$$r^*_{\text{asym}} = \inf_{K \in \bigcap_{j=2}^{N} \Gamma_j} \rho(J(K)) \geq |\det(A)|^{1/n} \left( \frac{1 - \lambda_2/\lambda_N}{1 + \lambda_2/\lambda_N} \right)^{1/n}. \quad (8.20)$$

Proof. It essentially follows from the necessity of Lemma 8.3 with some modifications. Without loss of generality, let $(A, B)$ be given in the controllable canonical form. For any control gain $K \in \bigcap_{j=2}^{N} \Gamma_j$, it follows from the definition of $J(K)$ in (8.16) that $\rho(A - \lambda_j BK) \leq \rho(J(K)) < 1, \forall j \in \{2, \ldots, N\}$. In consideration of (8.9) and letting $K = [-k_0, \ldots, -k_{n-1}]$, we obtain that

$$|\det(A) - \lambda_j k_0| \leq \rho(J(K))^n \Rightarrow \frac{|\det(A)| - \rho(J(K))^n}{\lambda_j} \leq |k_0| \leq \frac{|\det(A)| + \rho(J(K))^n}{\lambda_j}. $$

By using the arguments in the necessity of Lemma 8.3, it can be shown that

$$\frac{|\det(A)| - \rho(J(K))^n}{\lambda_2} \leq \frac{|\det(A)| + \rho(J(K))^n}{\lambda_N}. $$

With some simple algebraic manipulations, we obtain that

$$\rho(J(K)) \geq |\det(A)|^{1/n} \left( \frac{1 - \lambda_2/\lambda_N}{1 + \lambda_2/\lambda_N} \right)^{1/n}, \forall K \in \bigcap_{j=2}^{N} \Gamma_j. $$

Taking infinitum on both sides of the above inequality completes the proof. \qed

Remark 8.3. The lower bound of (8.20) is attainable for some special cases:

1. The interaction graph is complete and the adjacency matrix $A$ is a symmetric $(0,1)$-matrix. Lemma 8.2 implies that $\lambda_2 = \lambda_N > 0$. Due to that $(A, \lambda_2 B)$ is controllable, there exists a control gain $K^*$ such that $\rho(A - \lambda_2 BK^*) = 0$. Thus, $r_{\text{asym}} = \rho(J(K^*)) = 0$ and the consensus can be achieved in finite time.

2. The agent dynamics is an unstable scalar system and the communication graph is undirected, i.e., $x_i(k+1) = ax_i(k) + bu_i(k)$, where $a \geq 1$ and $b \neq 0$. Let $k^* = \frac{2a}{b(\lambda_2 + \lambda_N)}$, then $a - \lambda_2 bk^* = \frac{a(1 - \lambda_2/\lambda_N)}{1 + \lambda_2/\lambda_N}$ and $|a - \lambda_j bk^*| \leq \frac{a(1 - \lambda_2/\lambda_N)}{1 + \lambda_2/\lambda_N}, \forall j \in \{2, \ldots, N\}$. Thus, $r^*_{\text{asym}} = \rho(J(k^*)) = \frac{a(1 - \lambda_2/\lambda_N)}{1 + \lambda_2/\lambda_N}$. 
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3. The lower bound of (8.20) can also be approached for the discrete-time second-order consensus with an undirected graph, see Section 8.3 for the design of a control gain to reach this bound.

On the other hand, $K \in \Gamma_j$ is equivalent to that there exists a positive definite $P_j$ such that $(A - \lambda_j BK)^T P_j (A - \lambda_j BK) - P_j < 0$. The optimal control gain $K$ to minimize the per-step convergence factor is thus obtained by solving the following optimization:

\[
\begin{align*}
\text{minimize } & r \\
\text{subject to: } & P_j > 0, Q_j > 0, P_j Q_j = I_n, \forall j \in \{2, \ldots, N\} \\
& \begin{bmatrix} -rI_n & (A - \lambda_j BK)^T \\ A - \lambda_j BK & -I_n \end{bmatrix} < 0, \begin{bmatrix} -P_j & (A - \lambda_j BK)^T \\ A - \lambda_j BK & -Q_j \end{bmatrix} < 0.
\end{align*}
\] (8.22)

Unfortunately, the constraint in the above optimization is non-convex, leaving an open question for finding an optimal control gain although the cone-complementary approach \[13\] can be applied to obtain a suboptimal solution.

### 8.2.3 Application to Formationability on Graphs

As an important application, the result on consensusability is extended to study formationability of the discrete-time multi-agent systems (8.1). Specifically, given a formation vector $H = [H^T_1, H^T_2, \ldots, H^T_N]^T$, the following control protocol is adopted to study the formation problem of the discrete-time multi-agent systems (8.1):

\[
u_i(k) = K \sum_{j=1}^{N} a_{ij} [(x_j(k) - H_j) - (x_i(k) - H_i)],
\] (8.23)

where $H_i - H_j$ is the desired distance vector between agent $i$ and agent $j$. In the context of formation control, the protocol (8.23) has been widely adopted for continuous-time systems \[33, 59, 70\]. As in these works, the common knowledge of the directions of reference axes is required for all the agents.

**Definition 8.2.** The discrete-time multi-agent systems (8.1) with a fixed graph $\mathcal{G}$ are said to be formationable under protocol (8.23) if for any finite $x_i(0), \forall i \in \mathcal{N}$,
there exists a control gain $K \in \mathbb{R}^{1 \times n}$ in (8.23) such that $\lim_{k \to \infty} \|(x_i(k) - H_i) - (x_j(k) - H_j)\| = 0, \forall i, j \in \mathcal{N}$.

Based on Theorem 8.1, a necessary and sufficient condition on formationability of the discrete-time multi-agent systems is stated as follows.

**Theorem 8.3.** Given a set of desired formation vectors $H_i, i \in \mathcal{N}$ and an undirected graph $\mathcal{G}$. Assume that Assumption 8.1 holds, the discrete-time multi-agent systems (8.1) are formationable under protocol (8.23) if and only if the following conditions hold.

(a) $(A, B)$ is a controllable pair and $A(H_i - H_j) = H_i - H_j, \forall i, j \in \mathcal{N};$

(b) Each agent cannot change too fast. Precisely, the product of the unstable eigenvalues of $A$ is upper bounded by the following strict inequality:

$$\prod_{j} |\lambda_{u_j}^n(A)| < \frac{1 + \lambda_2/\lambda_N}{1 - \lambda_2/\lambda_N}. \quad (8.24)$$

**Proof.** Denote the average formation vector $\bar{H} \triangleq \frac{1}{N} \sum_{i=1}^{N} H_i$ and $\delta_i(k) \triangleq x_i(k) - H_i - (\bar{x}(k) - \bar{H})$. Similarly, it is easy to verify that formationability is equivalent to that $\lim_{k \to \infty} \|\delta_i(k)\| = 0, \forall i \in \mathcal{N}$. The following dynamical equation can be easily derived:

$$\delta(k+1) = (I_N \otimes A - \mathcal{L}_G \otimes BK)\delta(k) + (I_N \otimes (A - I_n)) \begin{bmatrix} H_1 - \bar{H} \\ \vdots \\ H_N - \bar{H} \end{bmatrix}. \quad (8.25)$$

Thus, to reach the desired formation, we have that $(A - I_n)(H_i - \bar{H}) = 0, \forall i \in \mathcal{N}$, which implies that $A(H_j - H_i) = H_j - H_i, \forall i, j \in \mathcal{N}$. The rest follows from the proof of the necessity of Theorem 8.1.

Conversely, using the condition that $A(H_j - H_i) = H_j - H_i, \forall i, j \in \mathcal{N}, (8.25)$ is reduced to the following form: $\delta(k+1) = (I_N \otimes A - \mathcal{L}_G \otimes BK)\delta(k)$. Again, the remainder of the proof follows from the sufficiency proof of Theorem 8.1. 


Remark 8.4. For the continuous-time case, the formation condition is modified as $A(H_i - H_j) = 0, \forall i, j \in \mathcal{N}$ [59, 71]. The physical meaning of the constraint $A(H_i - H_j) = H_i - H_j, \forall i, j \in \mathcal{N}$ will become clear for the second-order consensus problem in Section 8.3. For example, to maintain a fixed formation, the velocities of all agents should be the same.

8.2.4 Extensions to Multiple Inputs and Digraphs

Similarly, one can easily show that the consensusability problem over directed graphs is still equivalent to a simultaneous stabilization problem, i.e., finding a common gain such that $\rho(A - \lambda_j B K) < 1$ for all $j \in \{2, \ldots, N\}$. The main difference is that under directed graphs, the nonzero eigenvalues of the induced Laplacian matrix, $\lambda_j, j \in \{2, \ldots, N\}$, are not real numbers in general.

We first study the solution to a discrete-time modified Riccati inequality, which plays an important role in the design of control gain of (8.2). By jointly taking into account the agent dynamics and communication graphs, a sufficient condition is provided for the multi-agent systems to reach a consensus under protocol (8.2). This condition is also necessary for single input agent dynamics with all the open-loop poles lying on or outside of the unit circle.

Assume that $(A_u, B_u)$ is controllable, applying Wonham decomposition to the system $(A_u, B_u)$ converts the multiple input system to $l$ single input subsystems [20]. Specifically, there is a nonsingular real matrix $Q$ with a compatible dimension such that $\tilde{A} = Q^{-1} A_u Q$ and $\tilde{B} = Q^{-1} B_u$ take the form:

$$
\tilde{A} = \begin{bmatrix}
A_1 & * & \cdots & * \\
0 & A_2 & \cdots & * \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & A_l
\end{bmatrix}, \quad \tilde{B} = \begin{bmatrix}
b_1 & * & \cdots & * \\
0 & b_2 & \cdots & * \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & b_l
\end{bmatrix},
$$

(8.26)

where ‘*’ denotes possibly nonzero parts and $(A_j, b_j)$ with $A_j \in \mathbb{R}^{n_j \times n_j}$ and $b_j \in \mathbb{R}^{n_j}$ for all $j \in \{1, \ldots, l\}$ is controllable and $\sum_{j=1}^{l} n_j = n_u$. With the aid of Wonham decomposition, an interesting result on the solution to a modified Riccati inequality
Lemma 8.4. Assume that $M_1 \in \mathbb{R}^{n_1 \times n_1}$ and $M_2 \in \mathbb{R}^{n_2 \times n_2}$ are two positive definite matrices. Given any $M_{12} \in \mathbb{R}^{n_1 \times n_2}$ and let

$$\beta > \frac{\sigma(M_{12}^T M_1^{-1} M_{12})}{\sigma(M_2)},$$

(8.27)

then $M \triangleq \begin{bmatrix} M_1 & M_{12} \\ M_{12}^T & \beta M_2 \end{bmatrix}$ is a positive definite matrix.

Proof: By Shur complement, $M > 0$ if and only if $M_1 > 0$ and $\beta M_2 - M_{12}^T M_1^{-1} M_{12} > 0$, which is obvious by (8.27).

Lemma 8.5. Given a positive $\delta \in \mathbb{R}$, consider the modified Riccati inequality (8.6). Assume that $A$ is unstable and $(A, B)$ is stabilizable, then there is a critical value $\delta_c \in (0, 1)$ such that for any positive $\delta < \delta_c$, there always exists a positive definite solution $P$ to (8.6). Moreover, if $B$ is invertible, $\delta_c = 1/\max_i |\lambda_i^n(A)|$. If $B$ is of rank one, $\delta_c = 1/(\prod_i |\lambda_i^n(A)|)$. Otherwise, $\delta_c$ is lower bounded by

$$\delta_c \geq \frac{1}{\prod_i |\lambda_i^n(A_{l^*})|} \triangleq \delta_c^*,$$

(8.28)

where $l^*$ is defined by $l^* = \arg \max \langle \prod_i |\lambda_i^n(A_j)| \rangle$ and $A_j$ is given in (8.26).

Proof: In view of [36, 100], only the inequality (8.28) needs to be elaborated. Since $(A, B)$ is stabilizable, then $(A_u, B_u)$ is controllable. By Wonham decomposition, it follows that $(A_j, b_j)$ is controllable. For brevity and without loss of generality, we assume that $l = 2$. By the result on the case that $B$ is of rank one, it implies that given any positive $\delta < \delta_c^*$, there exists a $P_j > 0$ such that

$$P_j - A_j^T P_j A_j + (1 - \delta^2) A_j^T P_j b_j (b_j^T P_j b_j)^{-1} b_j^T P_j A_j
= P_j - \delta^2 A_j^T P_j A_j - (1 - \delta^2)(A_j - b_j F_j)^T P_j (A_j - b_j F_j) > 0,$$

(8.29)

where the control gain $F_j = (b_j^T P_j b_j)^{-1} b_j^T P_j A_j$ for all $j \in \{1, 2\}$. Note that given any positive $\beta$, then $\bar{P}_j = \beta P_j > 0$ solves the modified Riccati inequality (8.29) as
well. Now, let $\tilde{P} = \text{diag}(P_1, \beta P_2)$ and $\tilde{F} = \text{diag}(F_1, F_2)$. It follows that

$$\tilde{P} - \delta^2 \tilde{A}^T \tilde{P} \tilde{A} - (1 - \delta^2)(\tilde{A} - \tilde{B} \tilde{F})^T \tilde{P}(\tilde{A} - \tilde{B} \tilde{F}) \triangleq \begin{bmatrix} \tilde{M}_1 & \tilde{M}_{12} \\ \tilde{M}_{12}^T & \beta \tilde{M}_2 \end{bmatrix} \triangleq \tilde{M}, \quad (8.30)$$

where $\tilde{M}_j = P_j - \delta^2 A_j^T P_j A_j - (1 - \delta^2)(A_j - b_j F_j)^T P_j (A_j - b_j F_j) > 0$ for all $j \in \{1, 2\}$ and $\tilde{M}_{12}$ is independent of $\beta$. By Lemma 8.4, we can find a sufficiently large $\beta$ such that $\tilde{M} > 0$. Let $P_u = Q^{-T} \tilde{P} Q^{-1}$ and $F_u = \tilde{F} Q^{-1}$, it follows from (8.30) that $P_u - \delta^2 A_u^T P_u A_u - (1 - \delta^2)(A_u - B_u F_u)^T P_u (A_u - B_u F_u) > 0$. Note that $A_s$ is stable, there exists a positive definite $P_s$ such that $P_s - A_s^T P_s A_s > 0$. Let $F = \text{diag}(0, F_u)$ and $P = \text{diag}(P_s, \beta_1 P_u)$, we can similarly establish that there exists a sufficiently large $\beta_1$ such that $P = \delta^2 A^T P A - (1 - \delta^2)(A - B F)^T P (A - B F) > 0$. Jointly with Lemma 1 of [103], it follows that $P > A^T P A - (1 - \delta^2)A^T P B (B^T P B)^{-1} B^T P A$. Thus, given any $\delta < \delta'_c$, we have found a $P > 0$ to solve the modified Riccati inequality (8.6). This essentially implies that $\delta_c \geq \delta'_c$.

It is known that the above result is of great importance in the stability analysis of Kalman filtering with intermittent observations [100] and the quadratic stabilization of an uncertain linear system (cf. Theorem 2.1 of [36]). In fact, it is also useful for the design of a control gain in (8.2) to solve the consensusability problem, which is presented as follows.

**Theorem 8.4.** Given a fixed directed communication graph $\mathcal{G}$, if $(A, B)$ is stabilizable and there exists a $\omega \in \mathbb{R}$ such that

$$\delta(\omega) \triangleq \max_{j \in \{2, \ldots, N\}} |1 - \omega \lambda_j| < \delta_c, \quad (8.31)$$

where $\delta_c$ is obtained in Lemma 8.5. Then, we have the following results.

(a) Insert $\delta = \delta(\omega)$ to (8.6), there is a positive definite solution, denoted by $P = P(\delta(\omega))$, to the modified Riccati inequality (8.6).

(b) The control gain $K = \omega (B^T P B)^{-1} B^T P A$ solves the consensus problem of discrete-time multi-agent systems (8.1) under protocol (8.2).
Proof. Part (a) follows from Lemma 8.5. Only part (b) needs to be proved. Clearly, it suffices to verify that \( \rho(A - \lambda_j BK) < 1 \) for all \( j \in \{2, \ldots, N\} \). To this purpose, let \( \delta_j = 1 - \omega \lambda_j \). Then, it is clear that there exists a \( \delta > 0 \) such that \( |\delta_j| < \delta < \delta_c \) for all \( j \in \{2, \ldots, N\} \) by (8.31). By part (a), we obtain that

\[
P - (A - \lambda_j BK)H \geq P - A^T PA + (1 - |\delta_j|^2)A^T PB(B^T PB)^{-1}B^T PA > 0.
\]

The sufficient condition is also necessary if the agent dynamics satisfies Assumption 8.1.

Theorem 8.5. Given a fixed directed graph \( \mathcal{G} \) and under Assumption 8.1, then a necessary condition for consensusability of multi-agent systems (8.1) under protocol (8.2) is that \((A, B)\) is controllable and

\[
\min_{\omega \in \mathbb{R}} \max_{j \in \{2, \ldots, N\}} |1 - \omega \lambda_j| < \frac{1}{\prod_i |\lambda^u_i(A)|^\frac{1}{i}}.
\] (8.32)

Proof. It is straightforward that \((A, B)\) is controllable. Similarly, it follows from (8.9) that

\[
|\alpha_0 - \lambda_j k_0| < 1 \Rightarrow |1 - \lambda_j k_0'| < \frac{1}{|\alpha_0|}, j \in \{2, \ldots, N\},
\]

where \( k_0' = k_0/|\alpha_0| \). Finally, it is easy to derive that \( \inf_{\omega \in \mathbb{R}} \max_{j \in \{2, \ldots, N\}} |1 - \omega \lambda_j| < \frac{1}{\prod_i |\lambda^u_i(A)|^\frac{1}{i}} \). Note that \(|x|\) is continuous with respect to (w.r.t.) \( x \in \mathbb{C} \), this implies that \( \inf \) in the above inequality is achievable. Thus, the proof is completed.

Remark 8.5. By Theorem 8.4, we know that if \( \text{rank}(B) = 1 \), the critical value \( \delta_c = 1/(\prod_i |\lambda^u_i(A)|) \). Under this case and Assumption 8.1, it is clear that the multi-agent systems are consensusable under protocol (8.2) if and only if \((A, B)\) is controllable and condition (8.32) holds.

Remark 8.6. If the communication graph \( \mathcal{G} \) is an undirected graph, all the eigenvalues of \( \mathcal{L}_G \) are nonnegative real numbers. A closed-form solution to the min-max optimization (8.32) is obtained as follows:

\[
\min_{\omega \in \mathbb{R}} \max_{j \in \{2, \ldots, N\}} |1 - \omega \lambda_j| = \frac{\lambda_N - \lambda_2}{\lambda_N + \lambda_2}.
\] (8.33)
Then, condition (8.32) is converted to that \( \prod_i |\lambda_i(A)| < \frac{1+\lambda_2/\lambda_N}{1-\lambda_2/\lambda_N} \), which recovers the result in Theorem 8.1.

Even under a directed graph, the condition of (8.32) can be readily checked by the following lemma.

**Lemma 8.6.** Let \( \lambda_j = r_j \exp(\theta_j) \) with \( i^2 = -1 \) and \( \Delta_m = 1/(\prod_i |\lambda_i(A)|) \), then the inequality (8.32) holds if and only if the intersection

\[
\bigcap_{j=2}^N \left( \frac{\cos \theta_j - \sqrt{\Delta_m^2 - \sin^2 \theta_j}}{r_j}, \frac{\cos \theta_j + \sqrt{\Delta_m^2 - \sin^2 \theta_j}}{r_j} \right)
\]

is not empty, which is equivalent to that

\[
\frac{1 - \Delta_m^2}{\min_{j \in \{2, \ldots, N\}} r_j f(\theta_j)} < \min_{j \in \{2, \ldots, N\}} \frac{f(\theta_j)}{r_j}.
\]

Here \( f(\theta) = \cos \theta + \sqrt{\Delta_m^2 - \sin^2 \theta} \) is a decreasing function w.r.t. \( \theta \in (0, \arcsin(\Delta_m)) \), where \( \arcsin(x) \) is the inverse sine of \( x \).

**Proof:** One can easily verify that the inequality (8.32) holds if and only if the set \( \bigcap_{j=2}^N \{ \omega \in \mathbb{R} | |1 - \omega \lambda_j| < \Delta_m \} \) \( \neq \emptyset \), which is equivalent to (8.34). The equivalence between (8.34) and (8.35) is trivial as well. \( \blacksquare \)

**Remark 8.7.** By Lemma 3.3 of \[93\], all the nonzero eigenvalues of \( L_G \) lie in the open right half plane, which implies that \( -\pi/2 \leq \theta_j \leq \pi/2 \). Then, it follows from (8.32) that

\[
|\theta_j| < \arcsin \left( \frac{1}{\prod_i |\lambda_i(A)|} \right), \forall j \in \{2, \ldots, N\}.
\]

This means that the more unstable of the open loop matrix, a stronger condition is required on the directed graph to achieve consensusability under protocol (8.2). Since \( |1 - \omega \lambda_j| \geq |1 - |\omega| |\lambda_j|| \) for all \( \omega \in \mathbb{R} \) and \( j \in \{2, \ldots, N\} \), it follows that

\[
\min_{\omega \in \mathbb{R}} \max_{j \in \{2, \ldots, N\}} |1 - |\omega| |\lambda_j|| \leq \min_{\omega \in \mathbb{R}} \max_{j \in \{2, \ldots, N\}} |1 - \omega \lambda_j|.
\]

Thus, we can easily derive from (8.32) that

\[
\prod_i |\lambda_i(A)| < \frac{|\lambda_N| + |\lambda_2|}{|\lambda_N| - |\lambda_2|}.
\]
In view of Theorem 8.1, we know that under an undirected graph, the necessary condition (8.37) on graphs is also sufficient for reaching a consensus. Unfortunately, this condition is no longer strong enough for achieving consensusability of the multi-agent systems under protocol (8.2) if the communication graph is directed.

8.3 Special Case: Second-order Consensus

Recently, more attention has been paid to consensus related problems for agents with double-integrator dynamics [65, 92]. In the section, an optimal control gain is designed to achieve the optimal asymptotic convergence factor, which is expressed by the eigenratio of an undirected graph.

8.3.1 Second-order Consensus

Consider the sampled double-integrator systems with a sampling period $h > 0$ for each agent as follows [92]:

\[
\begin{align*}
x_i(k+1) &= x_i(k) + hv_i(k) + \frac{1}{2}h^2u_i(k), \\
v_i(k+1) &= v_i(k) + hu_i(k), \forall i \in \mathcal{N},
\end{align*}
\]

where $x_i(k) \in \mathbb{R}$ and $v_i(k) \in \mathbb{R}$ respectively correspond to the position and velocity of agent $i$ at time $kh$. $u_i(k) \in \mathbb{R}$ is the control input. Denote the configuration variable of agent $i$ at time $kh$ by $\xi_i(k) = [x_i(k), v_i(k)]^T$, the agent dynamics is written in a vector form as follows:

\[
\xi_i(k+1) = \begin{bmatrix} 1 & h \\ 0 & 1 \end{bmatrix} \xi_i(k) + \begin{bmatrix} \frac{1}{2}h^2 \\ h \end{bmatrix} u_i(k), \forall i \in \mathcal{N}.
\]

The following control protocol is adopted

\[
u_i(k) = K \sum_{j=1}^{N} a_{ij}(\xi_j(k) - \xi_i(k)), \quad K \in \mathbb{R}^{1 \times 2}.
\]

In view of Lemma 8.2 and Theorem 8.1, a necessary and sufficient condition
for reaching second-order consensus is given below.

**Corollary 8.2.** Given an undirected graph \( G \), the second-order multi-agent systems (8.40) are consensusable under protocol (8.41) if and only if \( G \) is connected.

In this occasion, a control gain \( K \) that solves the second-order consensus can be designed without resorting to the algebraic Riccati inequality (8.6).

**Theorem 8.6.** Given an undirected graph \( G \), let \( \Omega = \{[\alpha, \beta] | \beta < \frac{2}{\lambda_N h}, 0 < \alpha < \frac{2\beta}{h} \} \). Under the conditions in Corollary 8.2, a control gain \( K \) in (8.41) solves the second-order consensus problem if and only if \( K \in \Omega \).

**Proof.** By (8.14) and the definition of \( J(K) \) in (8.16), a control gain \( K \triangleq [\alpha, \beta] \) solves the second-order consensus problem under protocol (8.41) if and only if \( \rho(J(K)) < 1 \). It is easy to compute that

\[
\det(zI_2 - (A - \lambda BK)) = z^2 + \left(\frac{1}{2}\alpha \lambda h^2 + \beta \lambda h - 2\right)z + \left(\frac{1}{2}\alpha \lambda h^2 - \beta \lambda h + 1\right) = (z - z_1)(z - z_2).
\]

(8.42)

Applying a bilinear transformation on the above, i.e., \( z = \frac{s + 1}{s - 1} \), we obtain the new polynomial expressed by:

\[
\alpha \lambda h^2 s^2 + (2\beta \lambda h - \alpha \lambda h^2) s + 4 - 2\beta \lambda h \triangleq (\alpha \lambda h^2)(s - s_1)(s - s_2).
\]

From the property of the bilinear transformation, it follows that \( |z_1| < 1 \) and \( |z_2| < 1 \) if and only if \( s_1 < 0 \) and \( s_2 < 0 \), which are equivalent to that \( \beta < \frac{2}{\lambda h} \) and \( 0 < \alpha < \frac{2\beta}{h} \) by the Routh’s stability criterion. The rest of the proof is trivial.

The following result characterizes the optimal asymptotic convergence factor among all possible control gains that achieve a consensus under protocol (8.41).

**Theorem 8.7.** Given an undirected graph \( G \) and under the conditions in Corollary 8.2, the optimal asymptotic convergence factor for consensus of the second-order multi-agent systems (8.40) under protocol (8.41) is \( r^{\ast}_{\text{asym}} = \left(\frac{1 - \lambda_2/\lambda_N}{1 + \lambda_2/\lambda_N}\right)^{1/2} \) and \( K^{\ast} = \left[\frac{1 - (r^{\ast}_{\text{asym}})^2}{h \lambda_N}, \frac{3 + (r^{\ast}_{\text{asym}})^2}{2h \lambda_N}\right] \) leads to the optimal asymptotic convergence factor.

**Proof.** By Theorem 8.2, the optimal asymptotic convergence factor is lower bounded by

\[
r^{\ast}_{\text{asym}} \geq \left(\frac{1 - \lambda_2/\lambda_N}{1 + \lambda_2/\lambda_N}\right)^{1/2}.
\]

(8.43)
Next, a control gain $K = [\alpha, \beta]$ is to be constructed to show that the lower bound is tight. For notational simplicity, let $\alpha_0 = \frac{1}{2}\alpha h^2 + \beta h$, $\beta_0 = \frac{1}{2}\alpha h^2 - \beta h$ and $\sigma = \left(\frac{1 - \alpha_0/\lambda_N}{1 + \alpha_0/\lambda_N}\right)^{1/2}$. Then, we obtain that $\det(zI_2 - (A - \lambda BK)) = z^2 + (\alpha_0 \lambda - 2)z + \beta_0 \lambda + 1 \triangleq (z - z_+(\lambda))(z - z_-(\lambda))$. It is clear that $\forall \lambda \geq \frac{4(\alpha_0 + \beta_0)}{\alpha_0^*}$, $z_+(\lambda)$ and $z_-(\lambda)$ are real numbers and can be expressed by

$$z_+(\lambda) = 1 - \frac{\alpha_0 + \beta_0}{2} + \sqrt{\frac{\alpha_0^2}{4} - \frac{\alpha_0 + \beta_0}{\lambda}}$$

$$z_-(\lambda) = 1 - \frac{\alpha_0 + \beta_0}{2} - \sqrt{\frac{\alpha_0^2}{4} - \frac{\alpha_0 + \beta_0}{\lambda}}. \quad (8.44)$$

Setting $z_+(\lambda_N) = \sigma$ and $z_-(\lambda_N) = -\sigma$, we get a solution of $\alpha_0^* = \frac{\sigma^2 + 1}{\lambda_N}$ and $\beta_0^* = -\frac{\sigma^2}{\lambda_N}$. Note that $\frac{4(\alpha_0^* + \beta_0^*)}{(\alpha_0^*)^2} = (1 - \sigma^2)\lambda_N \in [\lambda_2, \lambda_N]$, there exists a $k \in \{2, \ldots, N - 1\}$ such that $\frac{4(\alpha_0^* + \beta_0^*)}{(\alpha_0^*)^2} \leq \lambda_{k+1}$ and $\frac{4(\alpha_0^* + \beta_0^*)}{(\alpha_0^*)^2} \geq \lambda_k$. Thus, $z_+(\lambda_j)$ and $z_-(\lambda_j), j \in \{k+1, \ldots, N\}$ are real numbers. For any control gain $K$ solving the second-order consensus, Theorem 8.6 assures that $\alpha_0 + \beta_0 = \alpha h^2 > 0$. Then, $z_+(\lambda)$ and $z_-(\lambda)$ are respectively increasing and decreasing functions w.r.t. $\lambda > \frac{4(\alpha_0^* + \beta_0^*)}{(\alpha_0^*)^2}$. It implies that $z_+(\lambda_N) \geq \ldots \geq z_+(\lambda_{k+1}) \geq z_-(\lambda_{k+1}) \geq \ldots \geq z_-(\lambda_N)$ and

$$\max_{j \in \{k+1, \ldots, N\}} \{|z_+(\lambda_j)|, |z_-(\lambda_j)|\} = \sigma. \quad (8.45)$$

On the other hand, for any $\lambda \leq \frac{4(\alpha_0^* + \beta_0^*)}{(\alpha_0^*)^2}$, $z_+(\lambda)$ and $z_-(\lambda)$ are a pair of conjugate complex numbers and $|z_+(\lambda)|^2 = |z_-(\lambda)|^2 = 1 + \frac{1}{2}\lambda^2(\alpha_0^*)^2 - \lambda(\beta_0^* + 2\alpha_0^*) = 2\left(\frac{\lambda}{\lambda_N}\right)^2 + (\sigma^2 - 3)\left(\frac{\lambda}{\lambda_N}\right)^2 + 1$. In particular, for all $j \in \{2, \ldots, k\}$, $z_+(\lambda_j)$ and $z_-(\lambda_j)$ are complex numbers. Moreover, $|z_+((1 - \sigma^2)\lambda_N)|^2 - \sigma^2 = \sigma^2(\sigma^2 - 1) \leq 0$ and $|z_+(\lambda_2)|^2 - \sigma^2 = 2\left(\frac{1 - \sigma^2}{1 + \sigma^2}\right)^2 + (\sigma^2 - 3)\left(\frac{1 - \sigma^2}{1 + \sigma^2}\right) + 1 - \sigma^2 = -\frac{2\sigma^2(\sigma^2 - 1)^2}{(1 + \sigma^2)^2} \leq 0$. Together with the fact that $\lambda_k \leq \frac{4(\alpha_0^* + \beta_0^*)}{(\alpha_0^*)^2} = (1 - \sigma^2)\lambda_N$, it follows that $\max_{j \in \{2, \ldots, k\}} |z_+(\lambda_j)|^2 \leq \max\{|z_+(\lambda_2)|^2, |z_+((1 - \sigma^2)\lambda_N)|^2\} \leq \sigma^2$. Combing the above, we conclude that $\max_{j \in \{2, \ldots, N\}} \{|z_+(\lambda_j)|, |z_-(\lambda_j)|\} = \sigma$. Thus, the lower bound (8.43) is attainable and $K^* = \left[\frac{1 - \sigma^2}{2\lambda_N}, \frac{3 + \sigma^2}{2\lambda_N}\right]$ leads to the optimal asymptotic convergence factor $r^*_\text{asym} = \sigma$. 

### 8.3.2 Illustrative Example

We use a formation example with four agents moving on a plane to illustrate the results on the second-order consensus. The position of agent $i$ at time $kh$ is rep-
resented by the pair \([x_i(k), y_i(k)]^T\). Two configuration variables \((x_i(k)\) and \(y_i(k)\))
are decoupled and have a dynamic equation as in (8.40). An undirected communication graph
with \((0,1)\)-weights to model interactions among the four agents is shown in Fig. 8.2. The desired formation
is specified as the vertices of a regular parallelogram. In particular, \(F_1 = [0 \ 0]^T, F_2 = [5 \ -5]^T, F_3 = [10 \ 0]^T\)
and \(F_4 = [5 \ 5]^T\). All the agents are lined up in a column at the beginning, e.g.,
\([x_i(0), y_i(0)]^T = [0, 20 - 5i]^T, i = 1, \ldots, 4\). Let the sampling interval \(h = 0.25s\)
and initial velocities be \(\dot{x}(0) = [2 \ 0.5 \ 0.5 \ 2]^T, \dot{y}(0) = [0.5 \ -1 \ 0.5 \ 3]^T\), the control
gain to achieve the optimal asymptotic convergence factor for each configuration variable is solved as \(K^* = [1.6 \ 1.8]\) by Theorem 8.7. In view of Theorem 8.6,
the set of feasible control gains solving the second-order consensus is computed as
\(\Omega = \{[\alpha, \beta]| \beta \in (0,2), \alpha \in (0, 8\beta)\}\). Thus, we pick a feasible control gain \(K_1 = [4, 1]\)
and an infeasible control gain \(K_2 = [3, 2]\) to compare their performance. It can be
easily seen that the consensus by the optimal control gain (see Fig. 8.3) converges
faster than the one by \(K_1\) (see Fig. 8.4) and it fails to reach a consensus by using
the control gain \(K_2\), see Fig. 8.5.

**8.4 Consensusability with Encoded State Feedback**

In this section, the exact state information of each agent’s neighbor is not available
due to the limited bandwidth of communication channels. Thus, at each time slot,
agents can only transmit information with a finite number bits to their neighbors,
which will be used to recover the state of the transmitter. Because of the information loss induced by quantization, consensusability of the multi-agents systems may be lost. The more number of bits can be sent for each transmission, the less information loss will be induced. The fundamental question is how many bits are needed to be communicated between each pair of agents to preserve consensusability? This is an interesting and difficult problem for multi-agent systems. The primary object of interest in this section is to provide a partial answer to the above question. Under undirected graphs, a dynamic encoding-decoding scheme will be constructed to estimate the state of the transmitter. Sufficient conditions on the data rate in relation to the agent dynamics and communication graphs are provided to achieve consensusability of the multi-agent systems. It is worth pointing out that to our knowledge, the quantized higher-order consensus problems have not been discussed in the literature.
8.4. Consensusability with Encoded State Feedback

8.4.1 Encoder/decoder Description

A uniform quantizer will be used to quantize the state variable of each agent. Precisely, define a \((2L + 1)\)-level uniform quantizer as follows

\[
q_L(x) = \begin{cases} 
0, & \text{if } -1/2 < x < 1/2; \\
i, & \text{if } \frac{2i-1}{2} \leq x < \frac{2i+1}{2}, \quad i \in \{1, \ldots, L\}, \\
L, & \text{if } x \geq L + \frac{1}{2}, \\
-q_L(-x), & \text{if } x \leq -1/2.
\end{cases}
\] (8.46)

If \(|x| \leq L + \frac{1}{2}\), the quantization error of the above \((2L + 1)\)-level uniform quantizer is computed as \(|x - q_L(x)| \leq 1/2\). Motivated by [60] and neglecting the transmission delay between each pair of neighboring agents, the state estimator \(\hat{x}_i(k)\) of \(x_i(k)\), which can be simultaneously updated by agent \(i\) and its neighbor \(j \in \mathcal{N}_i\), is proposed as follows:

\[
\begin{align*}
\hat{x}_i(0) &= 0, \\
\hat{x}_i(k+1) &= l(k)s_i(k) + A\hat{x}_i(k).
\end{align*}
\] (8.47)

Here the quantizer output \(s_i(k) \triangleq Q\left(\frac{x_i(k+1) - A\hat{x}_i(k)}{l(k)}\right)\) is encoded into binary data and broadcasted to agent \(i\)'s neighbors via finite data rate communication channels. Since the quantized message \(s_i(k)\) is accessible by agent \(i\) and its neighbors, (8.47) can be simultaneously processed by agent \(i\) and its neighbors. The product quantizer \(Q(\cdot)\) is defined by \(Q(\cdot) = [q_L(\cdot), \ldots, q_L(\cdot)]^T\), whose dimension is compatible with its
input. The scaling function to make the quantizer unsaturated is designed by

\[ l(k) = l_0 \gamma^k, \]  

(8.48)

where \( l_0 > 0 \) and \( \gamma \in (0, 1) \) are to be determined.

### 8.4.2 Consensusability Analysis

The main purpose of this subsection is to show that consensusability with perfect state feedback implies consensusability with encoded state feedback subject to a finite communication data rate. We need the following assumption:

**Assumption 8.2.** \( \|x_i(0)\|_\infty \leq C_x, \forall i \in \mathcal{N} \) and \( C_x \) is known by all agents.

With the aid of the estimator in (8.47), the following controller is proposed:

\[ u_i(k) = K \sum_{j=1}^{N} a_{ij}(\hat{x}_j(k) - \hat{x}_i(k)). \]  

(8.49)

The main idea of using the above controller is to make the average state of the closed-loop systems evolve as an open-loop system. Specifically, by applying the control of (8.49) to the multi-agent systems, it follows that \( \bar{x}(k+1) = A\bar{x}(k) \).

**Theorem 8.8.** Given an undirected graph \( G \), suppose that Assumption 8.2 and conditions in Theorem 8.1 hold.

(a) Select a \( K \in \mathbb{R}^{1 \times n} \) such that \( \rho(J(K)) < 1 \), where \( J(K) \) is defined in (8.16).

(b) Choose any \( \gamma \in (\rho(J(K)), 1) \) and \( \epsilon \in (0, \frac{\gamma - \rho(J(K))}{\|J(K)\|}) \). Let \( \eta = \frac{\rho(J(K))}{\gamma} + \epsilon \|J(K)\| < 1 \), \( d_{\text{max}} = \max_i \deg_i \) and

\[ M(K, \gamma) \triangleq \|A\|_\infty + 2d_{\text{max}}\|BK\|_\infty + \frac{n^{3/2}\sqrt{N}M\lambda_N^2\|BK\|_\infty^2}{2\gamma^2(1 - \eta)}. \]

(c) Select the quantization level parameter \( L > M(K, \gamma) - \frac{1}{2} \) and the scaling parameter

\[ l_0 > \max \left\{ \frac{\|A\|_\infty C_x}{L + 1/2}, \frac{4\gamma^2 C_x (1 - \eta)}{\sqrt{n}\lambda_N\|BK\|_\infty} \right\}. \]
Then, under the coding/decoding scheme described in (8.47)-(8.48) and the controller (8.49), the consensus of the discrete-time multi-agent systems (8.1) is achieved. Moreover, the asymptotic convergence factor is upper bounded by $\gamma$, i.e., $r_{\text{asym}} \leq \gamma$.

**Remark 8.8.** The existence of a control gain in item (a) is based on Theorem 8.1. In Theorem 8.8, a smaller $\gamma$ may lead to a better asymptotic convergence factor which also requires a higher number of quantization levels since for a fixed control gain $K$, $M(K, \gamma)$ increases as $\gamma$ decreases. For the extreme case, $\gamma \searrow \rho(J(K))$, where $\searrow$ means approaching from the right hand side, then $M(K, \gamma)$ goes to infinity since $\epsilon \searrow 0$ and $1 - \eta \searrow 1 - \rho(J(K))$. Thus, to achieve an asymptotic convergence factor, $r_{\text{asym}} = \rho(J(K))$, an infinite number of quantization levels is needed. Although it is unclear about the conservativeness of the lower bound of $M(K, \gamma)$ at this moment, it provides some insights on the relationship among the convergence rate, system dynamic and data rate.

**Proof of Theorem 8.8:**
Denote $\hat{x}(k) = [\hat{x}_1^T(k), \ldots, \hat{x}_N^T(k)]^T$ and $s(k) = [s_1^T(k), \ldots, s_N^T(k)]^T$, it follows from (8.47) that $\hat{x}(k+1) = (I_N \otimes A) \hat{x}(k)$, let the estimation error be $E_i(k) = x_i(k) - \hat{x}_i(k)$. Inserting the controller (8.49) into the discrete-time system (8.1) leads to that

$$
 x_i(k+1) = Ax_i(k) + BK \sum_{j=1}^N a_{ij}(x_j(k) - x_i(k)) - BK \sum_{j=1}^N a_{ij}(E_j(k) - E_i(k)). \quad (8.50)
$$

Collect $E(k) = [E_1^T(k), \ldots, E_N^T(k)]^T$, the whole system is compactly written by

$$
 x(k+1) = (I_N \otimes A - \mathcal{L}_G \otimes BK)x(k) + (\mathcal{L}_G \otimes BK)E(k). \quad (8.51)
$$

Noting that $\bar{x}(k+1) = A\bar{x}(k)$ and $\mathcal{L}_G 1 = 0$, it yields that

$$
 \delta(k+1) = (I_N \otimes A - \mathcal{L}_G \otimes BK)\delta(k) + (\mathcal{L}_G \otimes BK)E(k). \quad (8.52)
$$

Also, it is easy to derive that $x_i(k+1) - A\hat{x}_i(k) = AE_i(k) + BK \sum_{j=1}^N a_{ij}(\delta_j(k) - \delta_i(k)) - BK \sum_{j=1}^N a_{ij}(E_j(k) - E_i(k))$.
\[ \delta_i(k) - BK \sum_{j=1}^{N} a_{ij}(E_j(k) - E_i(k)). \]

We rewrite it in a compact form as follows:

\[ x(k+1) - (I_N \otimes A)\hat{x}(k) = (I_N \otimes A + L_\sigma \otimes BK)E(k) - (L_\sigma \otimes BK)\delta(k). \quad (8.53) \]

The dynamical equation to the state estimation error is expressed by

\[ E(k+1) = x(k+1) - \hat{x}(k+1) = x(k+1) - (I_N \otimes A)\hat{x}(k) - l(k)s(k) \]
\[ = (I_N \otimes A + L_\sigma \otimes BK)E(k) - (L_\sigma \otimes BK)\delta(k) - l(k) \]
\[ \times Q \left( \frac{(I_N \otimes A + L_\sigma \otimes BK)E(k) - (L_\sigma \otimes BK)\delta(k)}{l(k)} \right). \quad (8.54) \]

Let \( W(k) = \frac{1}{l(k)}\delta(k) \), \( Z(k) = \frac{1}{l(k)}E(k) \), then (8.52) and (8.54) jointly imply that

\[ \gamma Z(k+1) = (I_N \otimes A + L_\sigma \otimes BK)Z(k) - (L_\sigma \otimes BK)W(k) \]
\[ - Q (I_N \otimes A + L_\sigma \otimes BK)Z(k) - (L_\sigma \otimes BK)W(k), \quad (8.55) \]
\[ \gamma W(k+1) = (I_N \otimes A - L_\sigma \otimes BK)W(k) + (L_\sigma \otimes BK)Z(k). \quad (8.56) \]

We shall prove that the quantizer will never be saturated. First, due to that \( \hat{x}(0) = 0 \) and \( L_\sigma 1 = 0 \), then \( \|(I_N \otimes A + L_\sigma \otimes BK)Z(0) - (L_\sigma \otimes BK)W(0)\|_{\infty} = \frac{1}{l} \|(I_N \otimes A + L_\sigma \otimes BK)x(0) - (L_\sigma \otimes BK)(x(0) - 1 \otimes \hat{x}(0))\|_{\infty} = \frac{1}{l} \|(I_N \otimes A)x(0)\|_{\infty} < L + 1/2 \), which implies that the quantizer is unsaturated at time \( k = 0 \). Assume that the quantizer is unsaturated before time \( k \geq 0 \). In view of (8.55), it follows that

\[ \sup_{1 \leq i \leq k+1} \|Z(i)\|_{\infty} \leq \frac{1}{2\gamma}. \]

Let \( \tilde{W}(k) = (\Phi \otimes I_n)^T W(k), k \in \mathbb{N} \) and partition \( \tilde{W}(k) \) as \( \tilde{W}(k) = [\tilde{W}_1^T(k), \tilde{W}_2^T(k)]^T \), where \( \tilde{W}_1(k) \) is the collection of the first \( n \) elements of \( \tilde{W}(k) \). Then, one can easily verify that \( \tilde{W}_1(k) = 0 \). Define \( \tilde{Z}(k) = (\Phi^T L_\sigma \otimes BK)Z(k) = [\tilde{Z}_1^T(k), \tilde{Z}_2^T(k)]^T \) in conformity with the partition of \( \tilde{W}(k) \), it follows from (8.56) that

\[ \tilde{W}_2(k+1) = \frac{1}{\gamma} \text{diag}(A - \lambda_2 BK, \ldots, A - \lambda_N BK) \tilde{W}_2(k) + \frac{1}{\gamma} \tilde{Z}_2(k) \]
\[ = \left( \frac{J(K)}{\gamma} \right)^{k+1} \tilde{W}_2(0) + \gamma^{-1} \sum_{i=0}^{k} \left( \frac{J(K)}{\gamma} \right)^{k-i} \tilde{Z}_2(i). \quad (8.57) \]
8.4. Consensusability with Encoded State Feedback

Since \( \epsilon < \frac{2 \cdot \rho(J(K))}{\|J(K)\|} \) and \( \eta = \rho(J(K)) + \epsilon \|J(K)\| < 1 \), it follows from Lemma 6.2 that

\[
\| \left( J(K) \right)^k \| \leq M \eta^k, \forall k \in \mathbb{N}, \quad (8.58)
\]

where \( M = \sqrt{n}(1 + \frac{2}{\epsilon})^{n-1} \). By (8.57), it is easy to get that \( \| \tilde{W}_2(k+1) \| \leq M \eta^{k+1} \| \tilde{W}_2(0) \| + \gamma^{-1} M \sum_{i=0}^{k} \eta^{k-i} \| \tilde{Z}_2(i) \|. \) Now, we evaluate the two terms on the right hand side of the above inequality. It is obvious that \( \| \tilde{W}_2(0) \| = \| \tilde{W}(0) \| = \| W(0) \| \leq \sqrt{n} \| \delta(0) \| \leq \frac{2 C \sqrt{n}}{l_0} \). Similarly, we obtain that \( \gamma^{-1} \sum_{i=0}^{k} \eta^{k-i} \| \tilde{Z}_2(i) \| \leq \frac{1}{\gamma} \sum_{i=0}^{k} \eta^{k-i} \| P^T \mathcal{L}_g \otimes BK \| \| Z(i) \| = \frac{\lambda}{\gamma} \| BK \| \sum_{i=0}^{k} \eta^{k-i} \| Z(i) \| \leq \frac{n \lambda M \sqrt{n} \| BK \| \| Z(i) \|}{2 \gamma^2 (1-\eta)} \). Since \( \eta \in (0,1) \), we obtain that \( \| \tilde{W}_2(k+1) \| < \max \left\{ \frac{2 C \sqrt{n}}{l_0}, \frac{n \lambda M \sqrt{n} \| BK \|}{2 \gamma^2 (1-\eta)} \right\} \).

Thus, the quantizer at time \( k+1 \) is unsaturated since

\[
\| (I_N \otimes A + \mathcal{L}_g \otimes BK) Z(k+1) - (\mathcal{L}_g \otimes BK) W(k+1) \|_\infty \\
\leq (\| I_N \otimes A \|_\infty + \| \mathcal{L}_g \otimes BK \|_\infty) \| Z(k+1) \|_\infty + \| \mathcal{L}_g \otimes BK \| \| W(k+1) \|_\infty \\
\leq \| A \|_\infty + 2 \max_{k} \| BK \|_\infty \sqrt{n} \lambda M \sqrt{n} \| BK \|_\infty \| W(k+1) \|_\infty \leq M(K, \gamma) < L + \frac{1}{2}.
\]

By induction, the \((2L+1)\)-level uniform quantizer will never be saturated. Together with the fact that \( \| W(0) \|_\infty = \frac{\| \delta(0) \|_\infty}{l_0} \leq \frac{2 C \sqrt{n}}{l_0} \), it yields that

\[
\sup_{k \in \mathbb{N}} \| W(k) \|_\infty \leq \max \left\{ \frac{2 C \sqrt{n}}{l_0}, \frac{n \lambda M \sqrt{n} \| BK \|_\infty}{2 \gamma^2 (1-\eta)} \right\} < \infty. \quad (8.59)
\]

By the relationship between \( W(k) \) and \( \delta(k) \), it finally implies that \( \lim_{k \to \infty} \| \delta(k) \|_\infty = 0 \). Together with the fact that \( \lim_{k \to \infty} a^{1/k} = 1 \), \( \forall a > 0 \), (8.59) results in that

\[
\sup_{k \to \infty} \frac{r_{\text{max}}}{\gamma} = \sup_{\delta(0) \neq 0} \lim_{k \to \infty} \left( \frac{\| \mathcal{L}_g(\delta(k)) \|}{\| \delta(0) \|} \right)^{1/k} = \sup_{\delta(0) \neq 0} \lim_{k \to \infty} \left( \frac{l_0 \| W(k) \|}{\| \delta(0) \|} \right)^{1/k} \leq 1.
\]

\[ \square \]

8.4.3 Illustrative Example

The feasibility of the control protocol (8.4) is demonstrated by multi-agent systems with a scalar agent dynamics in this subsection. We consider four agents with an undirected graph shown in Fig. 8.2. Let the system matrices in (8.1) be \( A = 1.1 \) and \( B = 1 \). We choose a control gain \( K = 0.21 \) and \( \gamma = 0.995 \). Assume the initial states

\[
\text{Nanyang Technological University} \quad \text{Singapore}
\]
of all agents are given by \( x_i(0) = i \). By Theorem 8.8, the quantizer parameters are selected as follows: \( L = 8 \) and \( l_0 = 3 \). In this case, the number of quantization level is \( 2L + 1 = 17 \), which can be represented by 4 bits since zero level in (8.46) is not necessary to be transmitted. Note that the lower bound on the number of quantizer parameter \( L \) in Theorem 8.8 may not be the minimal number for consensusability. From Fig. 8.6, it is clear to see that the deviation of each agent from the average state asymptotically converges to zero, i.e., the multi-agent systems eventually reach a consensus.

Figure 8.6: A consensus is asymptotically reached.

8.5 Summary

We have addressed a fundamental problem dealing with consensusability of discrete-time multi-agents systems w.r.t. a common control protocol. For a group of identical general linear systems with all the poles on or outside the unit circle, necessary and sufficient conditions on agent dynamics and communication graphs were obtained for consensusability, respectively under undirected and directed graphs. It was shown that the intrinsic entropy rate of the agent dynamics poses a fundamental limitation on the communication graph to reach a consensus. We also provided a simple necessary and sufficient condition for the existence of a common control gain to simultaneously stabilize a number of systems of a same state matrix but with their input matrices scaled by different positive constants. To evaluate the consensus performance, asymptotic convergence factor and per-step convergence factor were
introduced. We proved that the optimal asymptotic convergence factor among all possible control gains has a lower bound, which is again described by the intrinsic entropy rate and the eigenratio of an undirected graph and shown to be tight for some special cases. The results were generalized to study the formationability problem on undirected graphs and a necessary and sufficient condition for formationability was given as well. As an interesting special case, we discussed the discrete-time second-order consensus problem and constructed a control gain to achieve the optimal asymptotic convergence factor. A formation example demonstrated our main results on the second-order consensus. Motivated by the limited bandwidth constraint of a real communication channel, a dynamic encoding/decoding scheme and the corresponding control protocol were proposed to show that consensusability with perfect state feedback implies consensusability with encoded state feedback provided that the data rate is greater than an explicitly determined lower bound.
Chapter 9

Coordination of Multi-agent Systems via Output Feedback

This chapter studies the joint effect of agent dynamics and network topology on consensusability of linear discrete-time multi-agent systems via relative output feedback. We restrict ourselves to the single input agent dynamics and undirected graphs. An observer-based distributed control protocol is proposed. A necessary and sufficient condition for consensusability under this control protocol is given, which explicitly reveals how the intrinsic entropy rate of the agent dynamics and the eigenratio of the undirected graph affect consensusability. As a special case, multi-agent systems with discrete-time double-integrator dynamic are discussed where a simple control protocol directly using two-step relative position feedback is provided to reach a consensus. Finally, the result is extended to solve the formation and formation-based tracking problems. The theoretical results are illustrated by simulations.

This chapter is organized as follows. Problem formulation is described in Section 9.1. Consensusability analysis is performed in Section 9.2, where some necessary and sufficient conditions are given for consensusability under two control protocols. In Section 9.3, consensusability of the discrete-time double-integrator systems is discussed by designing a simple control protocol. As important applications, the results are extended to investigate the formation and formation-based tracking problems in

\footnote{The extension to multiple inputs and directed graphs can be made as in the previous chapter.}
9.1 Problem Formulation

The dynamic of agent $i$ takes the following form:

\[
\begin{align*}
    x_i(k+1) &= Ax_i(k) + Bu_i(k), \\
    y_i(k) &= Cx_i(k), \quad \forall k \in \mathbb{N}, i \in \mathcal{V},
\end{align*}
\]  

(9.1)

where $x_i(k) \in \mathbb{R}^n$, $u_i(k) \in \mathbb{R}$ and $y_i(k) \in \mathbb{R}^m$ represent the state, control input and output of agent $i$, respectively. $A \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^n$ and $C \in \mathbb{R}^{m \times n}$ are respectively the state, input and observation matrices.

Consider the situation that each agent does not know its exact output but can measure the output relative to those of its neighboring agents. For instance, in vehicle coordination, the vision-based sensor on a vehicle can not directly locate the position of the vehicle in a global coordinate system but can measure the relative position to its neighbors. While in networked clock synchronization, we are more concerned with the time difference between each pair of clocks. In addition, the communication link of $E$ is assumed to be perfect in the sense that we ignore effects due to quantization, packet dropout, transmission errors and delays.

By adapting to the available information for each agent, we say a control protocol admissible if each agent generates its control input signal by relying on relative outputs. Generally, admissible control protocols can be categorized depending on whether they are static or dynamic. A dynamic protocol uses memory and can be potentially more powerful. In the sequel, two admissible control protocols will be proposed. Precisely, we first adopt a static control protocol:

\[
    u_i(k) = F \sum_{j \in \mathcal{N}_i} a_{ij} (y_j(k) - y_i(k)) \triangleq F \zeta_i(k), \quad F \in \mathbb{R}^{1 \times m}.
\]  

(9.2)

**Definition 9.1.** Given a graph $G$, the discrete-time multi-agent systems (9.1) are said to be consensusable under the static protocol (9.2) if for any finite $x_i(0), \forall i \in \mathcal{V},$
the protocol can asymptotically drive all agents close to each other, i.e.,

\[
\lim_{k \to \infty} \|x_i(k) - x_j(k)\| = 0, \forall i, j \in \mathcal{V}.
\] (9.3)

The second admissible control protocol is an observer-based dynamic protocol that depends on an internal controller state. In the previous chapter, the following consensus protocol using the relative state feedback is exploited:

\[
u_i(k) = K \sum_{j \in \mathcal{N}_i} a_{ij}(x_j(k) - x_i(k)) \triangleq K \xi_i(k), K \in \mathbb{R}^{1 \times n}.
\] (9.4)

Since \(\xi_i(k)\) is no longer available in the current framework, a very natural thing is to design an observer to estimate \(\xi_i(k)\) for the control design. In consideration of the agent dynamics, an observer-based control protocol for agent \(i\) will be studied.

\[
\begin{cases}
\hat{\xi}_i(k + 1) = \mathcal{A}\hat{\xi}_i(k) + B \sum_{j \in \mathcal{N}_i} a_{ij}(u_j(k) - u_i(k)) + L(\zeta_i(k) - C\hat{\xi}_i(k)), \\
u_i(k) = K\hat{\xi}_i(k), L \in \mathbb{R}^{n \times m}, K \in \mathbb{R}^{1 \times n}.
\end{cases}
\] (9.5)

At time \(k\), agent \(i\) computes the aggregate relative measurements to those of its neighbors, denoted by \(\zeta_i(k)\). Together with control inputs from its neighbors, \(u_j(k), j \in \mathcal{N}_i\), which will be received before time \(k + 1\), the agent updates its internal controller state to obtain \(\hat{\xi}_i(k + 1)\) and produces the control input \(u_i(k + 1)\). It is clear that the dynamic control protocol (9.5) is admissible. Compared to the static protocol (9.2), this dynamic protocol requires each agent to broadcast its control input to its neighboring agents.

Observe the special case that the initial estimate is perfect, i.e., \(\xi_i(0) = \hat{\xi}_i(0)\), it can be easily shown that \(\xi_i(k) = \hat{\xi}_i(k), \forall k \in \mathbb{N}\). When the consensus is reached, the internal controller state \(\hat{\xi}_i(k)\) of this case becomes zero. By taking this into consideration, it is reasonable to impose an additional condition on the definition of consensus that all the internal states \(\hat{\xi}_i(k), \forall i \in \mathcal{V}\) should asymptotically converge to zero.

**Definition 9.2.** Given a graph \(\mathcal{G}\), the discrete-time multi-agent systems (9.1) are said to be consensusable under the dynamic protocol (9.5) if for any finite \(x_i(0), \forall i \in \mathcal{V}\)


8.2 Consensusability Analysis

\( \mathcal{V} \), the protocol can asymptotically drive the states of all agents close to each other and all the controller internal states to zero, i.e.,

\[
\lim_{k \to \infty} \| x_i(k) - x_j(k) \| = 0 \ \& \ \lim_{k \to \infty} \| \hat{\xi}_i(k) \| = 0, \forall i, j \in \mathcal{V}. \quad (9.6)
\]

9.2 Consensusability Analysis

In this section, a necessary and sufficient condition for consensusability under the static control protocol (9.2) is established at first. Noting that the verification of this condition is nontrivial, we proceed to seek a necessary and sufficient condition for consensusability under the dynamic control protocol (9.5). The roles of undirected graphs and agent dynamics on consensusability are explicitly quantified for agent dynamics satisfying that all the open-loop poles lie on or outside the unit circle.

9.2.1 Consensus under Static Protocol

**Theorem 9.1.** Given an undirected graph \( \mathcal{G} \), the discrete-time multi-agent systems (9.1) are consensusable under the static control protocol (9.2) if and only if there exists a common gain \( F \in \mathbb{R}^{1 \times m} \) such that \( \rho(A - \lambda_j BFC) < 1, \forall j \in \{2, \ldots, N\} \).

**Proof.** Denote the average state of all agents by \( \bar{x}(k) \triangleq \frac{1}{N} \sum_{i=1}^{N} x_i(k) = \frac{1}{N} (1^T \otimes I_n) x(k) \), where \( x(k) \triangleq [x_1^T(k), \ldots, x_N^T(k)]^T \), and the displacement vector by \( \delta_i(k) \triangleq x_i(k) - \bar{x}(k) \). It is clear that \( \lim_{k \to \infty} \| \delta_i(k) \| = 0, \forall i \in \mathcal{V} \) is inequivalent to consensusability of the multi-agent systems (9.1). Inserting the control protocol (9.2) into the agent dynamics, the dynamical equation of \( x(k) \) can be written as

\[
x(k + 1) = (I_N \otimes A - \mathcal{L}_G \otimes BFC) x(k). \quad (9.7)
\]

Considering that \( 1^T \mathcal{L}_G = 0^T \), we obtain

\[
\bar{x}(k + 1) = \frac{1}{N} (1^T \otimes A) x(k) - \frac{1}{N} (1^T \mathcal{L}_G \otimes BFC) x(k) = A \bar{x}(k). \quad (9.8)
\]
Let \( \delta(k) = [\delta_1^T(k), \ldots, \delta_N^T(k)]^T \), subtracting (9.7) from (9.8) leads to that

\[
\delta(k + 1) = (I_N \otimes A - \mathcal{L}_G \otimes BFC)\delta(k).
\]

(9.9)

Select \( \phi_i \in \mathbb{R}^N \) such that \( \phi_i^T L_G = \lambda_i \phi_i^T \) and let \( \Phi = [\frac{1}{\sqrt{N}}, \phi_2, \ldots, \phi_N] \) to transform \( L_G \) into a diagonal form: \( \text{diag}(0, \lambda_2, \ldots, \lambda_N) = \Phi^T L_G \Phi \). Further, using the property of Kronecker product gives that

\[
(\Phi \otimes I_n)^T (I_N \otimes A - \mathcal{L}_G \otimes BFC) (\Phi \otimes I_n) = I_N \otimes A - \Phi^T \mathcal{L}_G \Phi \otimes BFC = \text{diag}(A, A - \lambda_2 BFC, \ldots, A - \lambda_N BFC).
\]

(9.10)

Denote \( \tilde{\delta}(k) = (\Phi \otimes I_n)^T \delta(k) \) and partition \( \tilde{\delta}(k) \in \mathbb{R}^{nN} \) into two parts, i.e., \( \tilde{\delta}(k) = [\tilde{\delta}_1^T(k), \tilde{\delta}_2^T(k)]^T \), where \( \tilde{\delta}_1(k) \in \mathbb{R}^n \) is a vector consisting of the first \( n \) elements of \( \tilde{\delta}(k) \). Then, \( \tilde{\delta}_1(k) = \frac{1}{\sqrt{N}} \sum_{i=1}^{N} \delta_i(k) = 0 \). In view of (9.9) and (9.10), it yields that

\[
\tilde{\delta}_2(k + 1) = \text{diag}(A - \lambda_2 BFC, \ldots, A - \lambda_N BFC) \tilde{\delta}_2(k).
\]

(9.11)

The rest of the proof is straightforward.

This result reveals how the eigenvalues of the Laplacian matrix affect consensusability. However, the verification of the condition in Theorem 9.1 is nontrivial although some conservative sufficient conditions can be given in terms of linear matrix inequalities [13]. An explicit characterization of the effect of these eigenvalues on consensusability is given in the following subsection.

### 9.2.2 Consensus under Dynamic Protocol

**Theorem 9.2.** Given an undirected graph \( \mathcal{G} \), the discrete-time multi-agent systems (9.1) satisfying that all the eigenvalues of \( A \) lie on or outside the unit circle are consensusable under the dynamic control protocol (9.5) if and only if the following conditions hold.

1. \( (A, B, C) \) are controllable and observable;
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(b) Each agent cannot change too fast. Precisely, the product of the unstable eigenvalues of $A$ is upper bounded by the following strict inequality:

$$\prod_j |\lambda_j^u(A)| < \frac{1 + \lambda_2/\lambda_N}{1 - \lambda_2/\lambda_N}. \quad (9.12)$$

Moreover, if the above conditions hold, select a $\zeta$ such that

$$\prod_j |\lambda_j^u(A)| < \zeta^{-1} \leq \frac{1 + \lambda_2/\lambda_N}{1 - \lambda_2/\lambda_N}. \quad (9.12)$$

Then, the control gain $K = \frac{2}{\lambda_2 + \lambda_N} B^T P A B^T P A$ solves the consensus problem, where $P > 0$ is a positive solution to the following modified algebraic Riccati inequality:

$$P - A^T PA + (1 - \zeta^2) \frac{A^T P BB^T P A}{B^T P B} > 0. \quad (9.13)$$

The observer gain $L$ is chosen to make $\rho(A - LC) < 1$.

**Proof.** Define $\tilde{\xi}_i(k)$ as the estimation error of $\xi_i(k)$, i.e., $\tilde{\xi}_i(k) = \hat{\xi}_i(k) - \xi_i(k)$. Inserting the control protocol (9.5) into each agent dynamics, the dynamical equation of $x(k)$ can be written as

$$x(k + 1) = (I_N \otimes A - L \otimes BK)x(k) + (I_N \otimes BK)\tilde{\xi}(k). \quad (9.14)$$

Similar to the proof of Theorem 9.1, it is easy to show that

$$\delta(k + 1) = (I_N \otimes A - L \otimes BK)\delta(k) + (I_N \otimes BK)\tilde{\xi}(k). \quad (9.15)$$

Let $E(k) = (\Phi \otimes I_n)^T (I_N \otimes BK)\tilde{\xi}(k)$ and partition it into two parts $E(k) = [E_1^T(k), E_2^T(k)]^T$ where $E_1(k) \in \mathbb{R}^n$ is a vector consisting of the first $n$ elements of $E(k)$. Following a similar arguments of the proof of Theorem 9.1, we have that

$$\left\{ \begin{array}{l}
\tilde{\delta}_1(k) = 0, \forall k \in \mathbb{N}.
\tilde{\delta}_2(k + 1) = \text{diag}(A - \lambda_2 BK, \ldots, A - \lambda_N BK)\tilde{\delta}_2(k) + E_2(k).
\end{array} \right. \quad (9.16)$$

**Necessity:** By (9.1), it follows that

$$\xi_i(k + 1) = A\xi_i(k) + BK \sum_{j \in \mathbb{N}_1} a_{ij}(\hat{\xi}_j(k) - \hat{\xi}_i(k)). \quad (9.17)$$
Together with (9.5), the error dynamic of \( \tilde{\xi}_i(k) \) is written by
\[
\tilde{\xi}_i(k+1) = (A - LC)\tilde{\xi}_i(k).
\]
Assume that the multi-agent systems (9.1) reach a consensus under the
dynamic protocol (9.5), it yields that
\[
\lim_{k \to \infty} \| \tilde{\xi}_i(k) \| = \lim_{k \to \infty} \| \tilde{\xi}_i(k) - \xi_i(k) \| \leq \lim_{k \to \infty} \| \tilde{\xi}_i(k) \| + \lim_{k \to \infty} \| \xi_i(k) \|
\leq \| K \| \sum_{j \in N_i} a_{ij} \lim_{k \to \infty} \| x_j(k) - x_i(k) \| = 0, \forall i \in V. \tag{9.18}
\]
Thus, we get that \( \rho(A - LC) < 1. \) This implies that \((C, A)\) is detectable.

Now, we consider a special case that the initial estimate of \( \xi_i(0), \forall i \in V \) is
perfect. By the error dynamic of \( \tilde{\xi}_i(k) \), it is easy to see that \( \tilde{\xi}_i(k) = 0, \forall i \in V, \) which
further implies that \( E_2(k) = 0, \forall k \in \mathbb{N}. \) In light of (9.16), it immediately follows
that \( \rho(A - \lambda_j BK) < 1, \forall j \in \{2, \ldots, N\}. \) The rest of the proof of the necessity
follows from Lemma 8.3.

**Sufficiency:** Since \((A, B)\) is stabilizable, there exists a positive definite solution
\( P \) to the algebraic Riccati inequality (9.13). In view of Lemma 8.3, the proposed
control gain \( K \) can simultaneously stabilize \((A, \lambda_j B), \forall j \in \{2, \ldots, N\}\), i.e.,
\[
\varrho \triangleq \max_{j \in \{2, \ldots, N\}} \rho(A - \lambda_j BK) < 1. \tag{9.19}
\]
In addition, the observer gain \( L \) will make the estimation error asymptotically converge to zero, i.e., \( \lim_{k \to \infty} \tilde{\xi}_i(k) = 0, \) which further follows that \( \lim_{k \to \infty} \| E_2(k) \| = 0. \)
Denote \( J(K) = \text{diag}(A - \lambda_2 BK, \ldots, A - \lambda_N BK) \), it follows from (9.16) that
\[
\tilde{\delta}_2(k + 1) = J(K)^{k+1}\tilde{\delta}_2(0) + \sum_{i=0}^{k} J(K)^{k-i} E_2(i). \tag{9.20}
\]
Select a positive \( \epsilon \) such that \( \epsilon < \frac{1 - \varrho}{\| J(K) \|} \) and \( \eta = \varrho + \epsilon \| J(K) \| < 1. \) By Lemma
6.2, it follows that \( \| J(K)^k \| \leq M \eta^k \), where \( M = \sqrt{n}(1 + 2/\epsilon)^{n-1}. \) Thus, we obtain
that \( \| \tilde{\delta}_2(k + 1) \| \leq M \left( \eta^{k+1} + \sum_{i=0}^{k} \eta^{k-i} \| E_2(i) \| \right) \). Consider an auxiliary system as follows: \( z_{k+1} = \eta z_k + \| E_2(k) \|, z_0 = 1. \) In view of Lemma 4.1, we have that
\[
\lim_{k \to \infty} z_k = \frac{\lim_{k \to \infty} \| E_2(k) \|}{1 - \eta} = 0. \tag{9.21}
\]
By iteration, it is clear that \( z_{k+1} = \eta^{k+1} + \sum_{i=0}^{k} \eta^{k-i} \|E_2(i)\| \). Hence, we have proved that \( \lim_{k \to \infty} \|\hat{\delta}_2(k)\| = 0 \). Together with that \( \tilde{\delta}_1(k) = 0, \forall k \in \mathbb{N} \), it follows that \( \lim_{k \to \infty} \|\delta(k)\| = 0 \). Thus, we get that \( \lim_{k \to \infty} \|x_i(k) - x_j(k)\| = 0, \forall i, j \in \mathcal{V} \), which further implies that \( \lim_{k \to \infty} \|\xi_i(k)\| = 0, \forall i \in \mathcal{V} \). Moreover, the following statement is straightforward: \( \lim_{k \to \infty} \|\hat{\xi}_i(k)\| \leq \lim_{k \to \infty} \|\xi_i(k)\| + \lim_{k \to \infty} \|\tilde{\xi}_i(k)\| = 0 \). By Definition 9.2, the proof is completed.

\[ \text{9.3 Special Case: Double-Integrator Systems} \]

Consider discrete-time double-integrator systems for each agent as follows:

\[
\begin{align*}
    x_i(k+1) &= x_i(k) + hv_i(k), \quad \forall i \in \mathcal{V}, k \in \mathbb{N}, \\
    v_i(k+1) &= v_i(k) + hu_i(k),
\end{align*}
\]

(9.22)

where \( h \) is the sampling interval, \( x_i(k) \in \mathbb{R} \) and \( v_i(k) \in \mathbb{R} \) respectively correspond to the position and velocity of agent \( i \) at time \( kh \). \( u_i(k) \in \mathbb{R} \) is the control input. Under this setting, \( A, B, C \) are respectively written as

\[
A = \begin{bmatrix} 1 & h \\ 0 & 1 \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ h \end{bmatrix}, \quad C = [1 \ 0].
\]

\[ \text{9.3.1 One-step Relative Position Feedback} \]

Consider the situation that each agent does not know its position in a global coordinate system but can measure the position relative to those of its neighboring agents. One may attempt to reach a consensus by adopting a control protocol the form:

\[
u_i(k) = \gamma \sum_{j=1}^{N} a_{ij} (x_j(k) - x_i(k)), \quad \gamma \in \mathbb{R}.
\]

(9.23)

Intuitively, the above control protocol only uses relative position information, it may not be able to drive the multi-agent system to reach a consensus.

**Theorem 9.3.** The second-order multi-agent systems (9.22) can not reach a consensus under the control protocol (9.23) for any graph.
Proof. In view of (9.16), it can be similarly established that
\[ \tilde{\delta}_j(k + 1) = (A - \lambda_j\gamma BC)\tilde{\delta}_j(k), \forall j \in \{2, \ldots, N\}. \tag{9.24} \]
It is straightforward that
\[ \det(zI_2 - (A - \lambda_j\gamma BC)) = z^2 - 2z + 1 + \lambda_jh^2\gamma. \tag{9.25} \]
Together with (9.24), we can not guarantee that for any finite initial state \( \xi_0(k) \),
\[ \lim_{k \to \infty} \|\tilde{\delta}(k)\| \neq 0 \] since (9.25) contains at least one unstable root.

9.3.2 Two-step Relative Position Feedback

Due to the distinct feature of the double integrator system, the relative velocity can be accessed by using the relative position information with one-step delay. For example, by (9.22), it follows that \( v_j(k - 1) = \frac{x_j(k) - x_j(k-1)}{h} \). Thus, we study the following control protocol. Let \( x_j(k) = 0, \forall k < 0 \),
\[ u_i(k) = \sum_{j=1}^{N} a_{ij} \left[ \gamma_0(x_j(k) - x_i(k)) + \gamma_1(v_j(k - 1) - v_i(k - 1)) \right] \]
\[ \triangleq \sum_{j=1}^{N} a_{ij} \left[ \alpha(x_j(k) - x_i(k)) + \beta(x_j(k) - 1) - x_i(k - 1)) \right]. \tag{9.26} \]
The above protocol requires each agent to store the relative position feedback at the previous step. Under such a simple protocol (9.26), a connected graph is also necessary and sufficient for reaching a consensus.

Theorem 9.4. Given an undirected graph \( G \), the second-order multi-agent systems (9.22) are consensusable under the control protocol (9.26) if and only if the communication graph is connected. Moreover, if this condition holds, \((\alpha, \beta)\) in the protocol (9.26) can be selected from the set
\[ \Omega_c \triangleq \left\{ (\alpha, \beta) \mid \max\left\{ -\frac{1}{h^2}, \frac{1}{\lambda_N h^2} \right\} < \beta < 0, \alpha = -\frac{\lambda_N h^2 \beta^2 + 3\beta}{2} \right\}. \tag{9.27} \]
Proof. Similar to the proof of Theorem 9.1, we obtain that \( \forall j \in \{2, \ldots, N\}, \)

\[
\tilde{\delta}_j(k + 1) = (A - \alpha \lambda_j BC)\tilde{\delta}_j(k) - \beta \lambda_j BC\tilde{\delta}_j(k - 1). \tag{9.28}
\]

Let \( \Delta_j(k) = [\tilde{\delta}_j^T(k - 1), \tilde{\delta}_j^T(k)]^T \), where \( \tilde{\delta}_j(k) = 0, \forall k < 0 \). In view of (9.28), the dynamical equation of \( \Delta_j(k) \) is expressed by

\[
\Delta_j(k + 1) = \begin{bmatrix}
0 & I_2 \\
-\beta \lambda_j BC & A - \alpha \lambda_j BC
\end{bmatrix} \Delta_j(k) \overset{\Delta}{=} M_j(\alpha, \beta)\Delta_j(k), \forall j \in \{2, \ldots, N\}. \tag{9.29}
\]

Thus, a necessary and sufficient condition for the multi-agent systems (9.22) to reach a consensus is that \( \rho(M_j(\alpha, \beta)) < 1, \forall j \in \{2, \ldots, N\} \).

**Necessity:** If the graph is not connected, it immediately follows that \( \lambda_2 = 0 \), which implies that \( \rho(M_2(\alpha, \beta)) = 1, \forall \alpha, \beta \in \mathbb{R} \). In view of (9.29), we cannot guarantee that \( \lim_{k \to \infty} \|\Delta_j(k)\| = 0, \forall \Delta_j(0) \in \mathbb{R}^4 \). This contradicts with Definition 9.1.

**Sufficiency:** We show that for any connected graph and any \( (\alpha, \beta) \in \Omega_c \), it holds that \( \rho(M_j(\alpha, \beta)) < 1, \forall j \in \{2, \ldots, N\} \). It is easy to compute that

\[
\det(zI_4 - M_j(\alpha, \beta)) = z \left( z^3 - 2z^2 + (1 + \lambda_j h^2 \alpha)z + \lambda_j h^2 \beta \right). \tag{9.30}
\]

Let the polynomial be \( f(z) = z^3 - 2z^2 + (1 + x)z + y \). By using the Jury’s stability test [3], it can be shown that all roots of \( f(z) \) are inside the unit circle if and only if \((x, y) \in \Omega \), where \( \Omega \) is the stability region shown in Fig 9.1 and computed as follows: \( \Omega \overset{\Delta}{=} \{(x, y)|-y < x < -y^2 - 2y\} \). Finally, it can be verified that for any \( (\alpha, \beta) \in \Omega_c \), \((\lambda_j \alpha h^2, \lambda_j \beta h^2) \in \Omega, \forall j \in \{2, \ldots, N\} \).

Together with (9.30), the proof is completed. \( \blacksquare \)

9.4 Applications

In this section, the result of Section 9.3 is applied to solve the formation and formation-based tracking problems.
9.4.1 Vehicle Formation on Graphs

As an important application, we study the vehicle formation problem via relative position feedback. The vehicle dynamical equation is described by the discrete-time double-integrator system (9.22). Given an arbitrary formation vector \( f = [f_1, \cdots, f_N]^T \in \mathbb{R}^N \), where \( f_i \) represents the desired separation of agent \( i \) from the centroid of all agents, the objective is to design a simple control protocol such that the vehicles reach the desired formation. Motivated by (9.26), the formationability of the following controller will be investigated:

\[
    u_i(k) = \sum_{j=1}^{N} a_{ij} [\alpha (x_j(k) - x_i(k) - f_j + f_i) + \beta (x_j(k-1) - x_i(k-1) - f_j + f_i)].
\] (9.31)

**Definition 9.3.** Given an undirected graph \( \mathcal{G} \), the second-order multi-agent systems (9.22) are said to be formationable under the protocol (9.31) if for any finite initial position \( x_i(0) \) and velocity \( v_i(0), i \in \mathcal{V} \), there exists a pair of \( (\alpha, \beta) \in \mathbb{R}^2 \) such that

\[
    \lim_{k \to \infty} \| (x_i(k) - f_i) - (x_j(k) - f_j) \| = 0, \forall i, j \in \mathcal{V}.
\] (9.32)

**Theorem 9.5.** Given an undirected graph \( \mathcal{G} \), the second-order multi-agent systems (9.22) are formationable under the control protocol (9.31) if and only if the communication graph is connected. Moreover, if this condition holds, \( (\alpha, \beta) \) in the protocol (9.31) can be chosen from the set \( \Omega_c \) of (9.27).
9.4. Applications

Proof. Let \( \bar{f} = \frac{1}{N} \sum_{j=1}^{N} f_j \) be the average of the formation vector. Denote the displacement vector by \( \delta_i(k) = [x_i(k) - f_i - \bar{x}(k) + \bar{f}, v_i(k) - \bar{v}(k)]^T \) and \( \delta(k) = [\delta_1(k)^T, \ldots, \delta_N(k)^T]^T \). Inserting the controller of (9.31) into (9.22) leads to that

\[
\delta(k + 1) = (I_N \otimes A - \alpha \mathcal{L}_G \otimes BC)\delta(k) - (\beta \mathcal{L}_G \otimes BC)\delta(k - 1).
\] (9.33)

The rest of the proof follows from that of Theorem 9.4.

9.4.2 Formation-based Tracking Problem

The dynamic of the uncooperative leader is described by the following constant velocity model:

\[
\begin{cases}
  x_0(k + 1) = x_0(k) + hv_0(k), \\
v_0(k + 1) = v_0(k) + hu_0(k), k \in \mathcal{V},
\end{cases}
\] (9.34)

where the control input \( u_0(k) \) is an independent and identically distributed (i.i.d.) random process with zero mean and \( \mathbb{E}[|u_0(k)|^2] = \sigma^2 \).

The connection weights vector between followers and the leader is denoted by \( b = [b_1, \ldots, b_N]^T \), where \( b_i \) is positive if and only if the leader is a neighbor of agent \( i \), otherwise \( b_i = 0 \). The leader’s neighboring agent can measure its position relative to the leader. The goal is to design a simple distributed controller such that the center of all vehicles (except the leader), denoted by \( \bar{x}(k) = \frac{1}{N} \sum_{i=1}^{N} x_i(k) \), asymptotically tracks the leader while keep a given formation vector \( f \). To this purpose, assume that the average of the formation vector \( \bar{f} \) is accessible to those vehicles that are connected to the leader. We propose the following control protocol:

\[
u_i(k) = \sum_{j=1}^{N} a_{ij} [\alpha(x_j(k) - x_i(k) - f_j + f_i) + \beta(x_j(k-1) - x_i(k-1) - f_j + f_i)] \\
- b_i [\alpha(x_i(k) - x_0(k) - f_i + \bar{f}) + \beta(x_i(k-1) - x_0(k-1) - f_i + \bar{f})].
\] (9.35)

The summation of the first square bracket is to make the vehicles to maintain the given formation vector \( f \) while the rest is used to drive the center of the vehicles to
asymptotically track the leader.

Denote $\mathbb{R}_{\geq 0}$ the set of non-negative real numbers. A function $g : \mathbb{R}_{\geq 0} \mapsto \mathbb{R}_{\geq 0}$ is said to be of class $\mathcal{K}_\infty$ if it is continuous, strictly increasing and unbounded and it crosses the origin.

**Definition 9.4.** Given an undirected graph $G$, the formation-based tracking problem associated with the second-order multi-agent systems (9.22) and the leader (9.34) is said to be solvable under the protocol (9.35) if for any finite initial position $x_i(0)$ and velocity $v_i(0), i \in \mathcal{V} \cup \{0\}$, there exist a pair of $(\alpha, \beta) \in \mathbb{R}^2$ and $g \in \mathcal{K}_\infty$ such that

\[
\begin{align*}
\limsup_{k \to \infty} & \mathbb{E}[\|(x_i(k) - f_i) - (x_j(k) - f_j)\|^2] \leq g(\sigma^2), \\
\limsup_{k \to \infty} & \mathbb{E}[\|\bar{x}(k) - x_0(k)\|^2] \leq g(\sigma^2), \forall i, j \in \mathcal{V},
\end{align*}
\]

where the mathematical expectation is taken w.r.t. the process $\{u_0(k)\}_{k \in \mathbb{N}}$.

Denote the index of the leader by 0 and $\mathcal{V}' = \mathcal{V} \cup \{0\}$. Similarly, denote the new adjacency matrix $A' = \begin{bmatrix} 0 & b \\ b^T & A \end{bmatrix}$ and the corresponding edge set $\mathcal{E}'$. Let $L' = L_G + \text{diag}(b_1, \ldots, b_N)$ and write the ascending order of the eigenvalues of $L'$ by $\lambda'_1 \leq \lambda'_2 \leq \ldots \leq \lambda'_N$. It is clear that the new graph $G' = \{\mathcal{V}', \mathcal{E}', A'\}$ is generated by adding an undirected edge from the agent $i$ to the leader if $b_i \neq 0$. Note that in fact only the follower can take relative measurements to its neighbors. The following result solves the formation-based leader-follower consensus problem.

**Theorem 9.6.** Given an undirected graph $G$, the control protocol (9.35) solves the formation-based tracking problem associated with the second-order multi-agent systems (9.22) and the leader (9.34) if and only if

(a) The communication graph $G' = \{\mathcal{V}', \mathcal{E}', A'\}$ is connected;

(b) At least one agent connects to the leader, i.e., $\sum_{i=1}^N b_i \neq 0$.

Moreover, if the above conditions hold, $(\alpha, \beta) \in \Omega'_c$ solves the formation-based tracking problem, where $\Omega'_c$ is given by

\[
\Omega'_c \triangleq \left\{ (\alpha, \beta) \mid \max\left\{-\frac{1}{h^2}, -\frac{1}{\lambda'_N h^2}\right\} < \beta < 0, \alpha = -\frac{\lambda'_N h^2 \beta^2 + 3\beta}{2} \right\}.
\]
9.4. Applications

\[ g \in \mathcal{K}_\infty \text{ can be chosen as a linear function, i.e., } g(c^2) = c\alpha^2 \text{ where the positive number } c \text{ is a constant depending on } h^2, (\alpha, \beta) \text{ and } \lambda'_i, j \in \mathcal{V}. \]

**Proof.** Define the “tracking error” of agent \( i \) by \( \delta_i(k) = [x_i(k) - f_i + x_0(k) + \bar{f}, v_i(k) - v_0(k)]^T \). Together with that if \( g_1, g_2 \in \mathcal{K}_\infty, g_1 + g_2 \in \mathcal{K}_\infty \), it is easy to verify that the solvability of the formation-based leader-follower consensus problem is equivalent to that there exists a \( g^i_0 \in \mathcal{K}_\infty \) such that \( \lim_{k \to \infty} \mathbb{E}[\|\delta_i(k)\|^2] \leq g^i_0(\sigma^2), \forall i \in \mathcal{V} \). Collect \( \delta_i(k) \) to get a new vector: \( \delta(k) = [\delta^T_1(k), \ldots, \delta^T_N(k)]^T \). Inserting the control protocol (9.35) into (9.22) leads to that

\[
\delta(k+1) = (I_N \otimes A - \alpha \mathcal{L}^i \otimes BC) \delta(k) - (\beta \mathcal{L} \otimes BC) \delta(k-1) - (1 \otimes 0) u_0(k). \tag{9.38}
\]

Select \( \psi_i \in \mathbb{R}^N \) such that \( \psi_i^T \mathcal{L}^i = \lambda'_i \psi_i^T, \forall i \in \mathcal{V} \). Form the unitary matrix \( \Psi = [\psi_1, \psi_2, \ldots, \psi_N] \) to transform \( \mathcal{L}^i \) into a diagonal form.

\[
\text{diag}(\lambda'_1, \lambda'_2, \ldots, \lambda'_N) = \Psi^T \mathcal{L}^i \Psi. \tag{9.39}
\]

Define \( \tilde{\delta}(k) = (\Psi \otimes I_2)^T \delta(k) \) and partition it in conformity with \( \delta(k) \). The same partition pattern is applied to \( \Psi \otimes I_2 \otimes 0 \)

\[
\Rightarrow [q_1^T, \ldots, q_N^T]^T. \text{ It follows that}
\]

\[
\tilde{\delta}_j(k+1) = (A - \alpha \lambda'_j BC) \tilde{\delta}_j(k) - \beta \lambda'_j BC \tilde{\delta}_j(k-1) - q_j u_0(k). \tag{9.40}
\]

Let \( M_j'(\alpha, \beta) \triangleq \begin{bmatrix} 0 & I_2 \\ -\beta \lambda'_j BC & A - \alpha \lambda'_j BC \end{bmatrix} \) and \( \Delta_j(k) = (\tilde{\delta}_j^T(k), \tilde{\delta}_j^T(k-1)) \), we obtain that \( \Delta_j(k+1) = M_j'(\alpha, \beta) \Delta_j(k) + [0^T, q_j^T]^T u_0(k) \). Denote \( P_j(k) \triangleq \mathbb{E}[\Delta_j(k) \Delta_j(k)^T] \) and the zero matrix \( 0_2 \in \mathbb{R}^{2 \times 2} \), it is easy to derive that

\[
P_j(k+1) = M_j'(\alpha, \beta) P_j(k) M_j'(\alpha, \beta)^T + \sigma^2 \text{diag}(0_2, q_j q_j^T). \tag{9.41}
\]

**Necessity:** By Definition 9.4, it is clear that there exists a \( g' \in \mathcal{K}_\infty \) such that \( \lim_{k \to \infty} \mathbb{E}[\|P_j(k)\|_2^2] \leq g'(\sigma^2) \). Jointly with (9.41), this implies that \( \rho(M_j'(\alpha, \beta)) < 1, \forall j \in \mathcal{V} \). Similar to the proof of Theorem 9.4, it is obvious that a necessary
condition should be $\lambda'_j > 0, \forall j \in V$. Thus, we obtain that $\sum_{i=1}^{N} b_i \neq 0$ since otherwise, $L' = L_G$, which contains at least one zero eigenvalue, e.g. $\lambda'_1 = 0$. In addition, the Laplacian matrix corresponding to the new graph $G'$ can be written as

$$L'_{G'} = \begin{bmatrix} \sum_{i=1}^{N} b_i - b & -b^T \\ -b^T & L' \end{bmatrix}.$$ 

Due to that $\lambda'_1 > 0$, this means that $L'$ is nonsingular. Then, the following holds:

$$\begin{bmatrix} 1 & b(L')^{-1} \\ 0 & I_N \end{bmatrix} \begin{bmatrix} \sum_{i=1}^{N} b_i - b & 1 \\ -b^T & (L')^{-1}b^T \\ 0 & I_N \end{bmatrix} = \begin{bmatrix} b1 - b(L')^{-1}b^T & 0^T \\ 0 & L' \end{bmatrix}.$$ 

Since $L'1 = b^T$, it follows that $b(1 - (L')^{-1}b^T) = 0$. This implies that $L_G'$ contains one simple zero eigenvalue. Thus, the graph $G'$ is connected [88].

**Sufficiency:** In view of the sufficiency part of Theorem 9.2, we obtain that $\varrho \triangleq \max_{j \in V} \rho(M_j'(\alpha, \beta)) < 1, \forall (\alpha, \beta) \in \Omega'_c$. It follows from (9.41) that

$$\lim_{k \to \infty} P_j(k) = \sigma^2 \sum_{k=0}^{\infty} M_j'(\alpha, \beta)^k \text{diag}(0_2, q_j q_j^T)(M_j'(\alpha, \beta)^k)^T \leq 2h^2\sigma^2 \sum_{k=0}^{\infty} (M_j'(\alpha, \beta)M_j'(\alpha, \beta)^T)^k,$$

where the first inequality is due to that $\|\text{diag}(0_2, q_j q_j^T)\| \leq 2h^2$. By Lemma 6.2 and $\varrho < 1$, it easy to establish that there exists a finite positive number $\varsigma = \varsigma(\varrho)$ such that $\max_{j \in V} \| \sum_{k=0}^{\infty} (M_j'(\alpha, \beta)M_j'(\alpha, \beta)^T)^k \| \leq \varsigma < \infty$. Because of the unitary matrix $\Psi$, it is trivial that $\limsup_{k \to \infty} \mathbb{E}[\|\delta_j(k)\|^2] = \limsup_{k \to \infty} \mathbb{E}[\|\tilde{\delta}_j(k)\|^2] = \frac{1}{2} \limsup_{k \to \infty} \mathbb{E}[\|\Delta_j(k)\|^2] = \frac{1}{2} \lim_{k \to \infty} \text{tr}(P_j(k)) \leq 4h^2\varsigma\sigma^2$. Thus, the function $g \in \mathcal{K}_\infty$ can be selected as $g(\sigma^2) = 8h^2\varsigma\sigma^2$. Note that $\varrho$ depends on $(\alpha, \beta)$ and $\lambda'_j, j \in V$, the proof is completed.

9.5 Illustrative Examples

**Example 9.1:** The first example aims at demonstrating the effectiveness of the
dynamic protocol (9.5). Consider the system (9.1) with

\[
A = \begin{bmatrix} 2 & 1 & 0 \\ -2 & 0 & 1 \\ 0.5 & 0 & 0 \end{bmatrix}, \quad B = \begin{bmatrix} 1 \\ -0.5 \\ 0.4 \end{bmatrix}, \quad C^T = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix}
\]

There are four agents with an undirected communication graph \( G \) shown in Fig. 8.2. The adjacency matrix is selected as \((0,1)\)-weighted symmetric matrix. The eigenvalues of the corresponding Laplacian matrix are \( \lambda_2 = 1, \lambda_3 = 3, \lambda_4 = 4 \). It is clear that \((A, B, C)\) are stabilizable and detectable. The product of unstable eigenvalue of \( A \) is \( 1.4161 < \frac{1 + \lambda_2/\lambda_4}{1 - \lambda_2/\lambda_4} = \frac{5}{3} \). Thus, the conditions in Theorem 9.2 are satisfied. It is easy to verify that

\[
P = \begin{bmatrix} 8.5661 & -4.4156 & 0.9909 \\ -4.4156 & 5.3489 & -0.7049 \\ 0.9909 & -0.7049 & 1.1388 \end{bmatrix}
\]

is a positive definite solution to (9.13) and \( K = [0.3844, -0.5275, 0.1434] \). The stabilizing observer gain is selected as \( L^T = [-2, -2, -0.5] \). Each element of the initial states of agents are randomly generated from the standard normal distribution. Let the initial controller state be \( \hat{\xi}_i(0) = 0, i \in \{1, 2, 3, 4\} \). Denote the \( j \)-th element of \( \delta_i(k) = x_i(k) - \bar{x}(k) \) by \( \delta^j_i(k) \). By using the consensus protocol (9.5), it is shown in Fig. 9.2 that the multi-agent systems asymptotically reach a consensus.

**Example 9.2:** The second example is to validate the results in Section 9.3 and 8.2.3. Consider a team of four vehicles with an undirected graph \( G \) shown in Fig. 8.2. The adjacency matrix is selected as \((0,1)\)-weighted symmetric matrix. The configuration variables are initialized as \( x(0) = [15, 30, 0, -15]^T \) and \( \dot{x}(0) = [4, 4, 2, 3]^T \). Let the sampling interval be \( h = 0.25 \) s and the control gain of (9.26) be \( (\alpha, \beta) = (2.5, -2) \in \Omega_c \). Fig. 9.3 and Fig. 9.4 show that a consensus is reached for all vehicles.

Under the same communication topology as Fig. 8.2, we verify the formation result of the second-order consensus in Section 8.2.3 by using a formation
example with four agents moving on a plane. The position of agent $i$ at time $k\delta$ is represented by the pair $[x_i(k), y_i(k)]^T$. Two configuration variables ($x_i(k)$ and $y_i(k)$) are decoupled and have a same dynamic equation as in (9.22). The desired formation is specified as the vertices of a regular parallelogram. To be specific, the formation vectors in the $x$-axis and $y$-axis are $f_x = [5, 0, -5, 0]^T$ and $f_y = [0, -10, 0, 10]^T$. All the agents are lined up in a column at the start, e.g., $[x_i(0), y_i(0)]^T = [0, 20 - 5i]^T, i \in \{1, \ldots, 4\}$. The velocities in the $x$-axis and $y$-axis are respectively initialized as $\dot{x}(0) = [4, 2, 3, 2]^T$ and $\dot{y}(0) = [2, 2, 4, 2]^T$. By adopting the same control gain $(\alpha, \beta) = (2.5, -2) \in \Omega_c$ in (9.31), Fig. 9.5 indicates that a formation is asymptotically produced.

At last, an uncooperative leader is added to the vehicles as shown in Fig. 9.6. The purpose is to demonstrate the proposed formation-based tracking protocol
(9.35). The control gain \((\alpha, \beta)\) is randomly picked from the feasible set \(\Omega'_c\), which is obtained as \((\alpha, \beta) = (3.4217, -3.1106) \in \Omega'_c\) in this example. The initial position and velocity of the leader are set to \([x_0(0), y_0(0)]^T = [0, 15]^T\) and \([\dot{x}_0(0), \dot{y}_0(0)]^T = [3, 2]^T\).
The desired formation of the vehicles is the same as that in the formation example. The difference is that the center of the vehicles is supposed to asymptotically track the leader, which is confirmed by Fig. 9.7 where the control input $u_0(k)$ is uniformly distributed within the interval $[-1, 1]$. For this realization, the tracking errors w.r.t. time are bounded, see Fig. 9.8. By Monte Carlo method with 500 samples, the tracking error variances when $u_0(k)$ is uniformly distributed within $[-1, 1]$ and $[-5, 5]$ are respectively shown in Figures 9.9 and 9.10.

9.6 Summary

Motivated by the situation that agents can only take the relative output feedback for the distributed control design, we have studied the joint effect of the agent dynamics and the communication graph on consensusability under some admissible control protocols. The distinct feature of our results lies in the precise quantification of
Figure 9.8: Tracking errors are bounded.

Figure 9.9: \(u_0(k)\) is uniformly distributed within \([-1, 1]\): tracking error variances by Monte Carlo method with 500 samples.

Figure 9.10: \(u_0(k)\) is uniformly distributed within \([-5, 5]\): tracking error variances by Monte Carlo method with 500 samples.
their effects on consensusability. To be exact, the intrinsic entropy rate of the agent dynamics poses a fundamental limitation on the *eigenratio* of the *undirected* graph Laplacian matrix. Some simple control protocols directly using two-step relative position output feedback have been proposed to reach a consensus for the discrete-time double integrator multi-agent systems, which are utilized to solve the formation and formation-based tracking problems. Our theoretical results have been verified by simulations.
Chapter 10

Conclusion and Recommendation for Future Research

10.1 Conclusion

In the past few years, considerable effort has been devoted to the subject of investigating the interactions between communication and control/estimation due to its theoretical and practical significance. This thesis is an addition to this subject. We have addressed the effect of limited data rate and stochastic packet loss on the stabilizability and performance of an NCS from the perspective of unifying control, estimation and communication in the following aspects.

- The logarithmic quantization was shown to be optimal in the sense of approaching the minimum data rate for stabilizing a discrete-time LTI system.

- Data rate theorem for stabilization over lossy channels has been enriched, which is of equal importance in the NCS as Shannon’s source coding theorem in information theory. The additional bit rate to counter the effect of random packet loss on stabilizability was exactly quantified for single input systems under i.i.d. packet loss model, and for scalar systems under Markovian packet loss model.

- A more insightful characterization of Markovian packet loss on the stability
of Kalman filtering with intermittent observations has been made. The result significantly advances the existing literature, and gives necessary and sufficient conditions for the stability of Kalman filter for second-order and certain classes of high-order systems.

- Motivated by the limited communication bandwidth, a simple recursive quantized innovations Kalman filter has been derived. The quantized filter has the same complexity as the standard Kalman filter and exhibits a comparable filtering performance, even under a moderate number of bit rate.

- The role of the communication graph, system dynamic and limited data rate on consensusability has been revealed. It turns out that the topological entropy rate of agent dynamic poses a fundamental limitation on the graph for consensusability.

We anticipate that the techniques and results developed in the thesis will be helpful in the design and synthesis of an NCS.

### 10.2 Recommendation for Future Research

Research will continue on the following aspects.

1. **Performance control via quantized feedback:**
   Most of the existing results on quantized feedback control are for stabilization only rather than performance control. The transient response is typically very poor due to the lack of good control design algorithms. The study of performance control via finite-level logarithmic quantization is left for our future research.

2. **Improvement of data rate theorem for stabilization over lossy channels:**
   The celebrated data rate theorem provides a clear guideline for the minimal requirement on data rate for stabilization of a LTI system. Due to the possible packet loss of the underlying communication network, the development of data rate theorem for stabilization over lossy channels becomes crucial. The
main challenge lies in the fact that the optimal bit assignment is considerably complicated by the random packet losses. Currently, the minimal additional bits required to counter the effect of random packet loss is unavailable for a general LTI system. Thus, the improvement of the existing results on data rate theorem over lossy channels becomes very significant. One critical step is how to find an optimal bit assignment for each state variable by taking into account the random packet losses.

(3) A rigorous error analysis on the quantized innovations Kalman filter:
In Chapter 7, a simple quantized filter is derived under a Gaussian assumption on the predicted density, which strictly speaking, does not hold. This essentially indicates that the modified Riccati recursion can NOT exactly obtain the true error covariance. Although the low computation complexity of this filter is quite attractive, it still lacks a rigorous error analysis. For example, it is still unknown whether the true estimation error is bounded or not in theory. In the future work, we will engage in the error analysis of the proposed quantized filter.

(4) A deeper understanding of packet loss on Kalman filtering:
The existing results on the study of Kalman filtering with intermittent observations mostly focus on the stability analysis. Although some important progresses have been made towards this topic, a complete characterization of the effect of packet loss on stability for general LTI systems is still unknown. Till now, the performance analysis of the state estimation covariance matrices has been rarely touched. A natural question can be raised: to achieve a given filtering performance, what is the minimal requirement on the communication network for transmitting data packet? Apart from the theoretic merit on its own, the answer to this problem also plays an important role in application. It deserves further investigation in the future.

(5) Minimal data rate for consensusability:
In Chapter 8, we have shown that consensusability with perfect state feedback implies consensusability with quantized state feedback, provided that data rate
of each link in the communication graph is not less than an explicitly determined lower bound. Although this result is meaningful, its conservativeness is still unclear. What is of particular interest is to derive the minimal data rate among all possible causal coding for each link to preserve consensusability.

(6) Consensusability over time-varying graphs:
The assumption that the communication graph is fixed over time is somehow restrictive. Changes in the environment, such as the random presence of large metal objects between agents will inevitably affect the propagation properties of the channels. Thus, it is more interesting to consider the scenario that the communication channel is time-varying and unreliable. The investigation of consensusability over time-varying graphs may have far-reaching consequences on the understanding and engineering of networked multi-agent systems. With fixed graphs, consensusability of multi-agent systems under a common control protocol is converted into a simultaneous stabilization problem. However, this key property does not hold in the case of time-varying graphs. Perhaps a completely new method needs to be developed.

(7) Distributed LQR design for networked multi-agent systems:
To the best of our knowledge, the performance control of discrete-time multi-agent systems has not been adequately addressed in the literature, albeit the importance of distributed control is widely recognized. Most recent works devoting to the continuous-time systems include [7, 12, 25, 44, 57, 74]. The design procedure will impose a stringent requirement on simplifying the computational complexity as well as on finding a controller with a distributed architecture. Motivating examples of systems are found in formation flying, vehicle platoons, production units in a power plant and others. Pointed out in [42, 129], the consensusability problem for discrete-time multi-agent systems is considerably harder than its counterpart for continuous-time multi-agent systems. This strongly suggests that the generalization of the existing results to the discrete-time case is far from trivial. In the future, we will consider the distributed LQR design for discrete-time multi-agent systems.
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