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Abstract

Recently, Electroencephalogram (EEG)-based Brain-Computer Interfaces (BCIs) have become a hot topic in the study of neural engineering, rehabilitation and brain science. BCIs translate human intentions into control signals to establish a direct communication channel between the human brain and output devices bypassing brain’s normal output pathway of nerves and muscles. This new approach is a promising communication channel for paralyzed patients to interact with the external world and a new direction in entertainment through BCI games in healthy people as well. In order to decipher the intentions accurately, it is important to obtain distinguishable EEG features. At present, event-related de/synchronization (ERD/ERS) patterns during imagination of motor movements or motor imagery have been extensively applied to design BCI. These patterns are the attenuation and enhancement of EEG rhythmic power during motor imagery. One of the critical elements in the design of any BCI is the extraction of reliable and discriminative features that represent the intended task by the user.

The work presented in this thesis focuses on improving the discrimination between features extracted during various motor imagery tasks. More specifically, techniques towards a robust motor imagery based BCI by selecting the relevant frequency components carrying the discriminative information are proposed.

The first proposed algorithm in the work is a discriminative filter bank (DFB) based approach to distinguish between motor imagery patterns. The algorithm named as Discriminative Filter bank Common Spatial Pattern (DFBCSP) employs a parent filter bank of twelve bandpass filters to filter the EEG recorded from sensory motor cortex. The Fisher ratio values computed at each filter output determine the discriminative capability of the respective bands. A set of four bandpass filters offering highest Fisher ratio values are selected from the parent filter bank to form DFB. Common Spatial Pattern (CSP) features extracted from the DFB output are used for distinguishing the various motor imagery tasks.
Experimental results show that the classification performance of DFBCSP is better than the existing filter bank based method.

In order to avoid the multi-band filtering present in the band selection process of DFBCSP, a time-frequency Fisher ratio pattern approach is then proposed for estimating the discriminative frequency bands. By automatically detecting the discriminative frequency bands from the Fisher ratio pattern, subject-specific filter bank can be designed effectively. Using this time-frequency approach, variation of the subject-specific discriminative bands over time is also investigated and considerable inter-session and intra-session frequency band variations are found in the analysis. In order to demonstrate the effect of this spectral variability on BCI performance, two BCI approaches named as Static Spectral Features (SSF) and Variable Spectral Features (VSF) are proposed. The VSF method addresses the spectral variability issue by updating the bandpass filters over time whereas SSF method employs fixed parameters always. Experimental analysis shows that the VSF method provides better classification accuracies than the SSF method which employs fixed bands over time.

In order to further improve the spectral variability tracking process, an Adaptively Weighted Spectral-Spatial Pattern (AWSSP) is proposed. The AWSSP effectively tracks the informative bands by estimating the varying discriminative weight values of frequency components over time. Whenever the deviation of weight values is greater than a threshold, frequency bands are re-computed and the bandpass filters are re-configured accordingly. In the online and offline experiments, AWSSP provides significant improvement in the classification accuracy of motor imagery patterns compared to the BCI approach employing fixed frequency bands.

The significance of subject-specific band selection during motor imagery, the effect of frequency selection on BCI performance and the importance of tracking the variation of these bands over time are investigated using the online and offline evaluation of motor imagery patterns. The proposed methods outperform the state-of-art method in terms of classification accuracy, highlighting the necessity of efficient frequency band selection techniques in real time motor imagery based BCI applications.
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Chapter 1

Introduction

Electroencephalogram (EEG), one of the most popular non-invasive methods of obtaining brain activity, is widely used for clinical diagnoses and interpreting human intentions. Recently, establishing a new communication channel between brain and computer has been receiving great attention in neuro-science research through the neural features extracted from EEG. This new mode of communication, dubbed as Brain-Computer Interface (BCI) which bypasses the brain’s normal output pathway of nerves and muscles has been employed successfully to control external devices such as a word processing program, the cursor on a computer screen, a wheel chair etc. through the brain signals. It is a promising technology for paralyzed patients to express their intentions to the external world. In addition, it is a new direction in communication and games that can be explored for the healthy people too. Although, recent years have featured a rapid growth in BCI research, numerous challenges exist in the development of a commercial BCI. The key research challenges exist in the signal acquisition methods, development of pre-processing and feature extraction techniques, classification and translation algorithms, operational protocols and user training strategies. This project aims to address the signal processing aspects of EEG-based BCI including pre-processing and feature extraction methods.
1.1 Motivation

Various neurological phenomena present in EEG have been employed as communication strategies for developing a BCI system. In contrast to the invasive techniques of brain activity measurement, the non-invasive techniques provide low signal to noise ratio, which is one of the major issues in the design of EEG-based BCIs. In order to achieve efficient human computer interaction in an EEG-based BCI, robust feature extraction techniques are necessary. Among the various neurological signals explored in EEG-based BCIs, the event-related desynchronization and event-related synchronization (ERD/ERS) patterns during motor imagery have been used to interpret human intentions in BCI applications successfully. These ERD/ERS patterns are defined as the attenuation and enhancement in EEG rhythms respectively occurring in specific frequency bands when the brain is activated either by execution or imagination of motor movements.

The work in this thesis focuses on the BCI approaches based on the ERD/ERS patterns occurring during the mental imagination of motor movements or motor imagery. It is reported that the frequency bands for discriminating 2 types of motor imagery are subject-specific. Due to this inter-subject variability in discriminative frequency bands, the pre-selection of subject-specific bands is significant for reliable feature extraction and obtaining better classification accuracy of ERD/ERS based BCIs. Besides, these bands may not be stable over time for the same subject due to the non-stationary nature of the EEG signals and the presence of oscillating ERD/ERS patterns. This results in a considerable intra-subject variability of the discriminative frequency bands also. Therefore, both inter-subject and intra-subject variability of discriminative frequency bands during motor imagery must be addressed to develop a robust BCI based on ERD/ERS patterns. This thesis aims at improving the feature extraction techniques in a motor imagery based BCI, presenting new band selection techniques and BCI approaches tackling both inter-subject and intra-subject variability of discriminative frequency bands effectively. The robustness of the proposed methods is demonstrated by using offline and online experiments. The main criterion used for frequency band selection in this work is the Fisher ratio values of the EEG signals recorded from the motor cortex of brain.

The analysis and results presented in this thesis are based on the experiments done on two publicly available datasets and an online dataset recorded in the Neural Signal processing
Lab of Institute for Infocomm Research, Agency for Science, Technology and Research, Singapore. The two publicly available datasets are (i) BCI Competition III dataset IVa consisting of right hand and foot motor imagery trials and (ii) BCI Competition IV Dataset IIb having left hand and right hand motor imagery trials. The online dataset consists of left and right hand motor imagery trials. The various motor imagery patterns available in these datasets are analyzed and three new methods to optimize the frequency band selection procedure are presented in order to enhance the BCI performance. The proposed frequency selection methods are based on the discriminative capability of EEG signals recorded from the sensorimotor cortex.

1.2 Objectives

It is reported that imagination of motor movements or motor imagery induces patterns in the rhythmic components of EEG in the form of short lasting amplitude attenuation and enhancement named as ERD/ERS patterns. In order to identify patterns generated by different motor imagery activities, Common Spatial Pattern (CSP) is found to be an effective technique. As the ERD/ERS patterns occur in subject-specific frequency bands, the success of CSP algorithm greatly depends upon the pre-selection of informative bands. The work in this thesis uses CSP technique for feature extraction and propose new methods to find the subject-specific discriminative bands for improving the BCI performance. The main objectives of this thesis are as follows:

- Propose effective methods to estimate the subject-specific discriminative frequency bands during motor imagery.

- Study the variability of the estimated discriminate frequency bands of a single subject over time.

- Propose methods to track the variation of discriminative bands over time and investigate the effect of tracking the spectral variability on the performance of motor imagery based BCI.

- Investigate the feasibility of proposed methods using offline and online experiments.
At first, a new Discriminative Filter Bank Common Spatial Pattern (DFBCSP) algorithm is proposed which employs Fisher ratio values to estimate the discriminative filter bank for each subject. The DFBCSP system uses a parent filter bank of twelve Finite Impulse Response (FIR) filters in the frequency range of 6-40 Hz for bandpass filtering the raw EEG recorded from motor cortex. The Fisher ratio values computed at each filter output decide the subject-specific discriminative filters. A set of four filters with the highest Fisher ratio values form the subject-specific discriminative filter bank and are used for bandpass filtering the EEG from all the electrodes. Features are extracted from the filtered EEG for classification. Experimental analysis shows that DFBCSP performs better than the existing filter bank based method in terms of classification accuracy.

The DFBCSP requires multi-band filtering for band selection. Hence, a time-frequency Fisher ratio pattern approach is proposed for band selection in order to reduce the complexity of DFBCSP. Using this time-frequency approach, discriminative frequency bands over various sessions of EEG during motor imagery are investigated. The variation of discriminative frequency bands between subjects is discussed in literature, but its variation over time is hardly addressed. Considerable inter-session and intra-session frequency band variations are found in the analysis for most of the subjects. In order to investigate the effect of tracking this spectral variability on BCI performance, two BCI approaches are proposed named as the Static Spectral Features (SSF) and Variable Spectral Features (VSF). SSF method processes EEG with fixed model parameters whereas VSF method addresses the variability of bands over time. In the experimental results, VSF method outperforms SSF showing the requirement of tracking the spectral variability of motor imagery patterns over time.

Later, in order to further improve the spectral variability tracking process, an Adaptively Weighted Spectral-Spatial Pattern (AWSSP) algorithm is proposed. In order to estimate the bands, the VSF method uses discriminative power of frequency components held in time-frequency domain whereas the AWSSP uses the discrete discriminative weight values of frequency components. Whenever the deviation in discriminative weights computed exceeds the threshold defined in the AWSSP algorithm, the bandpass filters and the classifier are updated. The AWSSP algorithm is evaluated using offline and online experiments and it is found that the adaptive weighting and selection of discriminative frequency bands do provide significant improvement in the BCI performance in terms of classification accuracy.
1.3 Organization of the thesis

The organization of this thesis is as follows:

In Chapter 2, an overview of current EEG-based BCI approaches is given. It provides brief discussions about the basic building blocks of BCI, various techniques for measuring brain activity, neural features driving EEG-based BCI, characteristics of ERD/ERS patterns, existing BCI applications and feature extraction techniques. This chapter also presents the necessity of discriminative frequency band selection algorithms for enhancing the performance of motor imagery based BCIs.

In Chapter 3, the Discriminative Filter Bank Common Spatial Pattern (DFBCSP) algorithm is presented which employs Fisher ratio values to estimate the discriminative filter bank for each subject.

In Chapter 4, the process of estimating discriminative frequency components using time-frequency Fisher ratio pattern is proposed. This chapter also presents the variation of subject-specific discriminative frequency bands over time and BCI approaches to address this spectral variability.

In Chapter 5, a new adaptive method for tracking the frequency band variations over time is proposed. The proposed BCI approach named as Adaptively Weighted Spectral-Spatial Pattern (AWSSP) algorithm tracks the variation of discriminative weights of frequency components over time and is evaluated using offline and online experiments.

In Chapter 6, conclusion of the thesis and future directions of research are presented.
Chapter 2

Literature Review

Over the last three decades, Brain-Computer Interface (BCI) has attracted much attention in cognitive neuro-science research, triggered by new scientific progress in understanding brain functions and by impressive applications. BCI is an alternative communication and control channel from brain to the external world. This approach allows direct control of a computer application or a neuroprosthesis, solely by human intentions extracted from suitable brain signals [1]. The patients suffering from neuro-muscular diseases such as amyotrophic lateral sclerosis, brain-stem stroke, spinal code injury etc. are having very poor communication capability and they can be even in “completely locked-in stage” without being able to control their muscle movements. As this new approach bypasses the conventional motor output pathway of human nerves and muscles, it is a promising communication tool for the disabled people [2, 3]. BCI technology has great potential not only in the betterment of disabled people but also in the development of brain related games for healthy people or in the constant monitoring of attentional states in working environments with high risks [4].

2.1 BCI: An overview

In a BCI system, the messages or commands that an individual sends to the external world do not pass through the brain’s normal output pathways of nerves and muscles. Instead, the system directly reads out the user’s intent and translates it into physical commands that
control the output devices. According to the first international meeting of BCI research held in 1999, BCI is defined as: *a communication system which does not depend on the brain’s normal communication pathway of peripheral nerves and muscles* [3]. A cognitively intact brain in highly paralyzed patients enables them to generate movement plans even though they are not able to realize such actions. If such movement intentions can be identified successfully using brain signals, BCI can be an efficient tool for patients to express their wishes to the external world [5, 6].

Before the BCI technology can reach to its full potential, there are many critical issues that have to be addressed. The main challenges include selection of signal acquisition methods, development of feature extraction methods and translation algorithms, design of output devices, formulation of operational protocols and definition of user training strategies. In order to address all these challenges, many BCI approaches have been proposed. Even though there is no standard design that represents a BCI, the basic building units, the techniques for measuring the brain activity and the neurophysiological signals used to drive them are similar and they are briefly described here.

### 2.1.1 Core components of a Brain-Computer Interface

![Block diagram of a conventional BCI system](image)

Figure 2.1: Block diagram of a conventional BCI system [1, 6, 7].

Like any communication and control system, the BCI system also has an input, an output, and a translation algorithm that converts the former to the latter. The block diagram of
a BCI system is shown in Fig. 2.1 [1, 6, 7]. The BCI input is the brain signal carrying informative neural features. BCI outputs can be letter or icon selection on computer screen, a wheel chair control, neuroprosthesis etc. [6]. Each BCI uses specific algorithms to translate its input into command signals to control some output devices such as linear or nonlinear equations, a neural network, or other methods. The core components of a BCI are as follows:

1. **Data acquisition unit:** This part is responsible for recording brain activity using various types of sensors. After amplification and digitization, the recorded brain signals serve as BCI inputs.

2. **Preprocessing unit:** This unit eliminates noise or artifacts present in the brain signals in order to enhance the relevant information hidden in the input signal.

3. **Feature extraction:** The feature extractor transforms the amplified signals into feature values that correspond to the underlying neurological mechanism. These features are employed by BCI for controlling the output device.

4. **Classification unit:** This part is responsible for identifying the intention of the user.

5. **Translation unit:** The classifier output is transformed into a device dependent control signal by translation unit.

6. **Output device:** Output device can be a computer screen and output is a selection of targets.

7. **Feedback:** Ideally, BCI should be a closed loop system such that the system shows the output (the identified mental state) to the user after processing the brain activity. It helps the user to control his brain activity and adapt accordingly to enhance the overall performance of BCI.

8. **Operating protocol:** Protocol guides the operation of BCI, i.e. it determines the onset, the offset and the timing of its operation, type and extent of user training required etc. A sufficient amount of calibration work is necessary which develops informative sensors, the optimum features and classification algorithm, before operating any BCI as shown in Fig. 2.1. The brain signals vary from subject to subject and each user has to undergo a certain amount of training before applying BCI [8].

All the above units are highly important in the development of an efficient BCI and affect the BCI performance in terms of accuracy, speed and information transfer rate. BCI must be designed such that it is comfortably carried out without any harm to the user’s health. The choice of brain signal measurement technique is of great importance regarding the
health, safety and comfort of BCI users. The following section presents a few non-invasive brain signal recording techniques exploited in BCI applications.

### 2.1.2 Techniques for measuring brain activity

The brain activity is the outcome of firing of millions neurons inside the cerebral cortex. Numerous techniques have been used to measure brain activity. These techniques fall into two groups: invasive and non-invasive [9]. If the measurement sensors are within the brain, the technique is said to be invasive. It is non-invasive, if the measurement sensors are outside the head, on the scalp for instance. The invasive techniques record data directly from the skull and they require surgical interventions to implant the electrodes. Implanted electrodes gives better signal quality and spatial resolution than non-invasive methods. Most of the BCI researches using the invasive techniques were done for primates [10]. Recent studies have shown the feasibility of invasive BCIs in humans [11, 12]. But, the main drawback of the invasive BCI is that the implanted electrodes have limited lifetime which necessitates regular surgery operations for electrode replacement. They might be harmful to the health of subject and the implantation of electrodes raises some ethic issues too. Therefore, the non-invasive methods are preferred in BCI systems than invasive measurement techniques [13, 14].

These non-invasive methods acquire data through electrodes placed on the surface of the head. A number of non-invasive methods explored in BCI applications are briefly described here including functional Magnetic Resonance Imaging (fMRI), Positron Emission Tomography (PET), Magnetoencephalography (MEG) and Electroencephalogram (EEG).

**Positron Emission Tomography**

During brain activity measurement using the PET scans, radio-active tracer isotopes with a short decay period are incorporated into metabolically active molecules (for instance sugar). When these molecules are injected into the blood flow, the decay can be measured especially at locations where high metabolic activity is performed [15]. The measurement of decay can detect the regions of high neuronal activity. This type of brain activity measurement takes a long time and has risks connected to the dosage of ionizing radiation. Also PET scanners are expensive and bulky which hinders its applications in portable BCI.
**Functional Magnetic Resonance Imaging**

The neural activity of brain is related to the changes in the blood flow and oxygenation of blood in the brain. The nerve cells consume oxygen in the active state. The magnetic properties of de-oxygenated hemoglobin are different from oxygenated hemoglobin (oxygen carrier protein in the blood). By applying strong magnetic resonance pulses to the brain, the Blood Oxygenation Level Dependent (BOLD) changes can be recorded in fMRI [16]. The spatial resolution of this method is high, but the temporal resolution is low because significant BOLD changes can be detected after some seconds of neural activity only. The fMRI devices are also large, expensive, and require magnetic fields during data recording.

**Magnetoencephalography**

MEG measures the magnetic fields generated by electric currents flowing though the dendrites of neurons in the brain. Due to the orthogonality of magnetic field and electric current, MEG can measure the response of large neuron populations with dendrites oriented tangentially to the scalp surface. It has high spatial and temporal resolution and has been used in BCI experiments [17-19]. But, the demerit of this measurement technique is its huge size and the requirement of magnetically shielded environment for signal recording.

**Electroencephalography**

EEG is a non-invasive and relatively small size brain signal recording device. EEG records brain potentials by placing electrodes on the scalp. These electrodes are small metallic plates with sufficient conductivity. During signal recording, the application of gel on the electrodes lowers the impedance between electrodes and scalp. EEG measurements are also effective in diagnosing diseases such as epilepsy, states of altered consciousness, head trauma and coma, cerebral infections, sleep disorders, etc.

EEG as well as MEG are functional imaging techniques that directly detect neuronal activity with millisecond temporal resolution. EEG measures brain signal from scalp using electrodes whereas MEG is contact less and practically insensitive to tissue conductivity differences of head. Due to its insensitivity to the conductivity profile of the head tissues, MEG has the ability to accurately locate the tangential components of neuronal sources [17]. When EEG can detect both the tangential and radial components of the source, MEG cannot reliably detect the radial component of the neuronal current that is perpendicular to inner skull.
surface. But, EEG’s localization accuracy depends on the estimated conductivity profile of the head. Therefore, MEG and EEG are considered as complementary rather than competing modalities recently, and most MEG protocols routinely include simultaneous acquisition of multichannel EEG data [19].

MEG instrumentation typically requires the use of superconducting magnetometers housed in a magnetically shielded room. As EEG is easily recordable with a less expensive equipment compared to MEG, most of the current BCI systems use EEG for recording brain activity [20, 13]. Therefore, work in this thesis focuses on EEG-based BCI systems.

The voltage fluctuations recorded by EEG are summations of ongoing electrical activity of large populations of cortical neurons [21]. Basically, the brain is divided into 5 structures: cerebral cortex, cerebellum, brain-stem, hypothalamus, and thalamus. For BCI, the most relevant part is cerebral cortex. The functional units in the brain are shown in Fig. 2.2. Various units of cerebral cortex responsible for specific functions are shown in Table 2.1 [22]. Knowledge of specific brain parts excited by different actions is relevant in the development of every BCI application.

![Figure 2.2: The functional units in the brain [22]](image)

For electrode placement in EEG measurements, brain is divided as shown in Fig. 2.3 [22-24]. It is according to the 10-20 international system [23] for electrode placement where the electrodes are named based on their scalp location. The cortex is divided into two hemispheres where each hemisphere is divided into four lobes named as frontal, parietal, occipital and temporal lobes. Electrodes in the left hemisphere are odd numbered and even numbered electrodes are on the right hemisphere. Z (or zero) refers to the electrodes placed in the middle line. Typically, the reference electrodes for EEG recording are attached to
Table 2.1: Cortical areas of the brain and their functions[22]

<table>
<thead>
<tr>
<th>Cortical Area</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Auditory Association area</td>
<td>Complex processing of auditory information</td>
</tr>
<tr>
<td>Auditory cortex</td>
<td>Detection of sound quality</td>
</tr>
<tr>
<td>Speech Center (Broca’s area)</td>
<td>Speech production and articulation</td>
</tr>
<tr>
<td>Prefrontal cortex</td>
<td>Problem solving, emotion, complex thought</td>
</tr>
<tr>
<td>Motor association area</td>
<td>Coordination of complex movement</td>
</tr>
<tr>
<td>Primary motor cortex</td>
<td>Initiation of voluntary movement</td>
</tr>
<tr>
<td>Primary Somatosensory cortex</td>
<td>Receives tactile information from the body</td>
</tr>
<tr>
<td>Sensory Association area</td>
<td>Processing multi sensory information</td>
</tr>
<tr>
<td>Visual Association area</td>
<td>Complex processing of visual information</td>
</tr>
<tr>
<td>Wernicke’s area</td>
<td>Language comprehension</td>
</tr>
</tbody>
</table>

the nasion or to mastoids. Alternatively, scalp electrodes such as Cz or Fz can be used as the ground.

Figure 2.3: Electrode positions according to the 10-20 international system of electrode placement [23].

The arrangement of EEG electrodes shown in Fig. 2.4 (a) is an extension of the 10-20 international system of electrode placement [25]. In this figure, the head is viewed from above and the small triangle on top of the circle marks the nose. The frontal scalp electrodes are represented in white, central in blue, parietal in yellow, occipital in red and temporal in green colour. Fig. 2.4(b) shows the major lobes of the brain, as viewed from the temporal perspective, inside the head. The color coding has been synchronized with the electrode montage in 2.4(a) [24, 25].
Figure 2.4: Electrode positions according to the extended 10-20 international system of electrode placement and respective brain areas [25].
The brain activity measured by these electrode plates is the sum of the post-synaptic potentials generated by thousands of neurons having the same the orientation with respect to the scalp. Conventionally, EEG signals are composed of various oscillations named as “rhythms” [20, 26]. The important brain rhythms present in EEG are:

- **Delta rhythm**: EEG waves below 4 Hz (usually 0.1-4 Hz) belong to the delta waves. Infants (around the age of two months) show irregular delta activity of 2-3.5 Hz (amplitudes 50-100μV) in the waking state. In adults delta waves are only seen in deep sleep.

- **Theta rhythm**: Theta waves are between 4 Hz and 8 Hz. Theta rhythm plays an important role in infancy and childhood. In normal adults theta waves are seen mostly in states of drowsiness and sleep. During waking hours, the EEG contains only a small amount of theta activity and no organized theta rhythm.

- **Alpha rhythm**: Rhythm at 8-13 Hz occurring during wakefulness over the posterior regions of the head, generally with higher voltage over the occipital areas. Best seen with eyes closed and under conditions of physical relaxation and relative mental inactivity.

- **Mu rhythm**: Mu rhythm frequency is around 10 Hz. Although the frequency and the amplitude of the mu rhythm are similar to those of the alpha rhythm, the mu rhythm is topographically and physiologically different from the alpha rhythm. The mu rhythm is strongly related to the functions of the motor cortex and the adjacent somatosensory cortex. The thoughts about performing movements and readiness are related to the mu rhythm and this rhythm has been employed effectively in BCI applications.

- **Beta rhythms**: Any rhythmical activity in the frequency band of 13-30 Hz may be regarded as a beta rhythm. Beta rhythms can mainly be found over the frontal and central regions. It can be blocked by motor activity and tactile stimulation.

- **Gamma rhythm**: Gamma rhythm concerns mainly frequencies above 30 Hz. This rhythm is usually has a maximal frequency around 80 Hz or 100 Hz. It is associated associated with attention, perception, and cognition.
2.1.3 Neural features in EEG used to drive BCIs

Until now, EEG-based BCIs have been applied various neural features present in EEG for developing communication devices [27] and a number of commonly used neural features are listed here.

1. **Slow cortical potentials (SCPs):** SCPs are slow potential shifts generated at the cortex, reflecting changes in the cortical polarization of the EEG, lasting from hundreds of milliseconds up to several seconds. Positive shifts in SCPs are associated with cortical relaxation and slow negative shifts are associated with cortical activation while evoked either by the movement execution or by a mental task [28]. SCPs had been exploited to develop BCIs. In a thought translation device developed in [8], SCPs are used to control the movements of an object on a computer screen. However, a user learns to control SCPs, generally after a very long training period [27].

2. **P300:** The P300 component of the EEG is a positive potential that occurs in response to an “oddball” paradigm, where a series of standard stimuli is randomly interleaved with a rare stimuli, termed as deviants [29, 30]. If the deviant is relevant to the user, a large positive potential occurs with a relative latency of approximately 300ms to the stimulus, named as P300. This positive component which is not present in response to the standard stimuli is predominantly found in parietal areas of the scalp. The use of the P300 has been demonstrated in BCI context to develop effective communication devices. A speller in [29] uses a matrix of with 6 rows and 6 columns containing 26 alphabet letters and 10 digits. When the subject is instructed to attend a single letter, the rows and columns are highlighted randomly. The correct letter was decoded by averaging over the rows and columns separately and by selecting the row/column pair to which the subject responded with the largest P300 component. Although P300 has been studied extensively, it can be an exhausting experience for the users to concentrate on the flickering symbols.

3. **Visually evoked potentials (VEPs):** VEP is an evoked potential caused by a visual stimulus, such as an alternating checkerboard pattern on a computer screen. These responses usually originate from the occipital cortex, the area of the brain involved in the reception and interpretation of visual signals. VEPs reflect the visual information-processing mechanism in the brain. VEPs corresponding to low stimulus rates are
categorized as transient VEP. The Steady State Visual Evoked Potential (SSVEP) is defined as periodic evoked potentials, induced by rapidly repetitive visual stimulation, typically at frequencies greater than 6 Hz. Transient VEP as well as SSVEP have been employed to drive BCIs [31].

The transient VEP is a true transient response to a stimulus when the relevant brain mechanisms are in resting states and it does not depend on any previous trial. If the visual stimulation is rapidly repeated, an SSVEP is generated. In this circumstance, the brain is considered in a steady state of excitability. The frequency range associated with the SSVEPs normally consists of the fundamental frequency of the visual stimulus as well as its harmonics [32]. The main part of the SSVEP based BCI system was an LED panel, where each LED flickers at a specific frequency representing a specific command. The user would be able to express the specific command just by gazing at the corresponding LED. In such applications, the user should draw his continuous attention on the button he wants to activate. Many SSVEP based BCIs have been already proposed and the one in [33] reports a high information transfer rate of 60-90 bits per min. Information transfer rate is a standard measure of a communication system usually expressed in bit rate in BCI context. It takes into account of accuracy, the number of possible selections, and the time required for making each selection. The number of bits transmitted per trial $B$ is estimated as [7]:

$$B = \log_2 N + p \log_2 p + (1 - p) \log_2 \frac{1 - p}{N - 1}$$

(2.1)

where $N$ is the number of targets and $p$ is the probability that the BCI selects what the user intends. Bits/min is obtained by dividing $B$ by the duration of each trial. Higher the information transfer rate, the better the BCI performance.

4. **ERD/ERS patterns**: Event-related desynchronization and event-related synchronization (ERD/ERS) patterns are one of the most commonly used neural features in EEG based BCIs. In awake people, primary sensory or motor cortical areas often display 8-12 Hz EEG activity when they are not engaged in processing sensory input or producing motor output [26]. This idling activity, called $\mu$ rhythm is focused over somatosensory or motor cortex. The $\mu$-rhythm activity comprises a variety of different 8-12 Hz rhythms, distinguished from each other by location, frequency, and relationship to concurrent sensory input or motor output [2]. These $\mu$ rhythms are
usually associated with 18-26 Hz beta rhythms. While some beta rhythms are harmonics of mu rhythms, some are separable from them by topography and/or timing, and thus are independent EEG features [2, 34].

Movement or preparation for movement is typically accompanied by a decrease in mu and beta rhythms, particularly contralateral to the movement. This decrease has been labeled “event-related desynchronization” or ERD [20, 26, 34-38]. Its opposite, an ipsilateral rhythm increase, or “event-related synchronization” (ERS) occurs after movement and with relaxation. These ERD/ERS patterns are firstly reported as the amplitude suppression and enhancement of the mu and beta rhythms respectively in the motor cortex related to the planning and execution of self paced-hand movements. Later, it is found that similar patterns are observed during the mental imagination of motor movements too and can serve as a communication feature in EEG-based BCI systems [39]. These oscillations in EEG might be due to the modulating influences of neuro-chemical brain systems, changes in the strength of synaptic interactions, or changes in the intrinsic membrane properties of the local neurons [40]. The sensory

![Figure 2.5: ERD/ERS patterns during the right finger movement task and the recorded EEG signals [39, 41].](image)

and cognitive processing and the motor behavior generate complex spatio temporal patterns because of the related dynamics in brain oscillations. Fig. 2.5 shows the superimposed band power courses during right index finger lifting, computed for 3 different frequency bands 10-12 Hz, 14-18 Hz and 36-40 Hz respectively for EEG trials recorded from the electrode position C3 according to the 10-20 international system of
electrode placement. The vertical line given in the upper panel shows the beginning of the movement trigger. At 2.5 sec prior to the movement-offset, the mu ERD is found and a gamma (36-40 Hz) ERS is noted immediately prior to the movement offset. And a beta ERS is observed just after the movement offset. The lower panel shows the EEG recorded during the right finger movement. The amplitude reduction or ERD is observed prior to the movement offset in the central electrode positions and enhanced EEG activity in the posterior region [39, 41]. It is observed that in a single scalp location, synchronization of higher frequency components and desynchronization of lower frequency components do happen during the execution of motor movements. Also, these power decrease and increase are observed in other locations other than central electrodes.

Many EEG studies confirm that primary sensorimotor areas are similarly activated either by execution or mental imagination of motor movements [36, 41-51]. And now, one of the most commonly used neural features to drive EEG-based BCI is ERD/ERS patterns during motor imagery. In this thesis, a number of signal processing issues to improve the classification accuracy of EEG signals during the performance of motor imagery task have been addressed. They include discriminative frequency band selection algorithms during motor imagery, feature extraction techniques and techniques to track inter-subject and intra-subject variability of discriminative bands.

2.2 ERD/ERS based BCI

Quantification of ERD and ERS in the alpha and beta bands during the execution of hand or foot motor movement had been reported in [42-44] using brain signal analysis. In 1997, it was found that the brain regions and functions involved in the mental imagination of motor movements are similar to those activated during the execution and preparation of motor movements [45]. Motor imagery is the mental rehearsal of a motor movement without any overt motor output. According to a study using PET techniques, the main difference between motor imagery and execution is that the former case is blocked at some corticospinal level [46]. The primary cortex activation by motor imagery is also reported using fMRI studies [47]. The primary motor cortex is activated during motor imagery and their neural responses reflected in EEG are similar to that obtained during execution. From 1997 onwards, BCI research community has been focusing on ERD/ERS during motor imagery.
Currently, most of the EEG based BCI applications rely on motor imagery since it requires no real motor movement, but imagination only [37].

2.2.1 Characteristics of ERD/ERS patterns

![Geometrical mapping between brain and body.](image)

Figure 2.6: Geometrical mapping between brain and body.

During the imagination of motor movements, significant changes occur in brain rhythms of the motor cortex. Motor movements refer to the up, down, left or right movements of motor parts of body usually, hand or leg. Depending on the BCI paradigm they can be either actual or imagination. Example of hand motor imagery can be thoughts about squeezing a ball and, for foot motor imagery, pulling a brake in vehicle can also be imagined. According to the concept known as homunculus [38], for each part of the human body there exists a respective region in the motor and somatosensory area of the neurocortex. The functional units of the brain are shown in Fig. 2.2. The “mapping” from the body to the respective brain areas preserves topography as given in Fig. 2.6, i.e. neighboring parts of the body are represented in neighboring parts of the cortex. The figure shows the two sections of the brain, viewed from a dorsal perspective. The left half of motor cortex is shown on the left
and right half of the somato-sensorimotor cortex is given on the right side of Fig. 2.6. Each body part has a corresponding region in the motor cortex as shown [52, 53].

While the region of the feet is at the center of the vertex, the left hand is represented lateralized on the right hemisphere and the right hand on the left hemisphere. When a subject is not engaged with one of his limbs (movements, tactile senses, or just mental introspection), large populations of neurons in the respective cortex are firing in rhythmical synchrony. These idle rhythms are attenuated when engagement with the respective limb takes place and that can be measured at the scalp in the EEG as a brain rhythm around 10 Hz or 20 Hz. This neurophysiologic observation is a possible feature of brain activity that can be exploited for BCIs. As the attenuation effect is due to loss of synchrony in the neural populations, it is termed as ERD. The dual effect of this enhanced rhythmic activity is termed as ERS. Thus preparation for a real movement or imagination of a movement is accompanied by a contralateral decrease (ERD) or ipsilateral increase (ERS) of alpha or beta band power of EEG signal in primary sensory motor area [54, 55].

In [56], the separability of signal recorded during left and right hand motor imagery is analyzed and found that the ERD and ERS patterns clearly exist in subject-specific frequency bands. The study was done using four subjects and the cursor on a computer screen was controlled by ERD/ERS patterns during motor imagery. Fig. 2.7 shows the ERD/ERS time courses of two subjects in selected frequency bands 9-13 Hz and 10-12 Hz respectively during imagined movement of the right (black line) and left hand (gray line), recorded from the left and right sensorimotor areas using EEG channels C3 and C4. The study in [51] reports the activation of neurons in the vertex during foot movement imagination which was clearly recorded in Cz channel.

Fig. 2.8 shows the quantification of ERD reported in [37]. The band power estimates of each single trial EEG are computed by band pass filtering, squaring the samples and subsequent averaging over trials and sample points. The time-frequency maps are plotted using these band power estimates and based on this, the most informative bands are selected for the electrodes C3, Cz and C4. The ERD/ERS is estimated as percentage power decrease and increase with respect to a 1 sec interval before the warning tone to the start motor imagery. It is found that the left and right hand actions are focused on the left and right motor cortex, giving excitement in the channel C4 or C3. For the foot imagery, the respective part is vertex and the ERD/ERS was significantly found in Cz channel.
Thus, the studies showed that during the imagination of left hand movement there will be observable power changes in the region related to hand area on the right hemisphere and in the left hemisphere ERD will be seen during right hand movement imagination. These distinct spatio-temporal patterns in sensorimotor cortex generated by motor imagery make the ERD/ERS an appropriate candidature for BCI task development [56-60].

Several factors suggest that ERD/ERS patterns could be good signal features for EEG-based communication. They are associated with cortical areas that are directly connected to the brain’s normal motor output channels. Furthermore, and most relevant for BCI use, the ERD and ERS during motor imagery do not require actual movement, they occur also with motor imagery, i.e. imagination of motor movements [2, 35, 36]. The applications of SSVEP, VEP or P300 in BCI, require a stimuli and it may cause user fatigue in continuous applications. Motor imagery generates cortical changes rather than spinal excitability changes. Hence, activation of the primary motor cortex is not only found in healthy subjects, but also in paralyzed patients suffering from locked-in syndrome. They retain their ability to generate neural signals for motor control, although their motor pathway may be severely interrupted. Reports in [5] show that specific training in motor imagery tasks may
produce physiologic changes in sensorimotor cortex. This plasticity of sensorimotor cortex will help to regain the motor control of paralyzed patients and has a great impact in BCI based rehabilitation procedures.

ERD/ERS patterns during the imagination of hand, foot, and tongue movements have been reported to be effective in the development of BCIs and a few applications are listed here.

2.2.2 Applications of ERD/ERS based BCIs

The similarity of ERD/ERS patterns occurring during the mental imagination and execution of motor movements was confirmed in 1997 [36]. Until then, the sensorimotor rhythms during the preparation or execution of motor movements have been used to drive BCIs [59-63]. The band power changes of mu and beta bands during execution of motor movements...
have been successfully employed to develop various BCI applications [61-67]. Likewise, ERD/ERS during motor imagery have also been applied as command signals for: controlling the cursor movement or selecting targets on computer screen, robotic applications, wheelchair control, neuroprosthesis etc. A few previously published applications are briefly presented in the following section.

1. Cursor movement and target selection
The scalp-recorded EEG signals have been actively modulated to move a cursor on a video screen in a continuous fashion in one, two or four dimensions. For this application, the users are trained to modulate amplitudes of sensory motor rhythms in the $mu$ or $beta$ frequency bands over left and/or right sensorimotor cortex [68, 69]. Band power estimates from two hemispherical channels controlling cursor movement independently in two dimensions to hit targets along the periphery of the monitor is reported in [70]. The employment of autoregressive model parameters for feature extraction gives significant improvement in user performance in [71, 72].

The cursor movement performance is further improved in [73] using a new feature other than the left or right hand motor imagery. The two dimensional movement of the cursor towards the target is controlled by ERD/ERS patterns obtained from left or right hemisphere and the target can be selected and rejected by performing or withholding hand-grasp imagery. This imagery evokes a transient response that can be detected and used to improve the overall accuracy by reducing unintended target selections. The study in [74] reports the improvement in BCI performance accomplished by autoregressive spectral analysis.

It is reported that the sensorimotor beta rhythm of EEG associated with human natural motor behavior can be used for a reliable and high performance BCI for both healthy subjects and patients with neurological disorders [75]. A recent study in [60] develops user friendly BCI requiring minimal training and less mental load in paralyzed patients. The ALS and PLS patients controls four-dimensional cursor movement by mental imagination of motor movements achieving an accuracy of around 50-60%.

2. Spelling devices
Using the band power features extracted from the ERD/ERS patterns, verbal communication is accomplished in a patient with cerebral palsy. This study makes use of bio-feedback, claims an average accuracy of 70% with a communication rate of 1 letter per min [76].
Another study in [77] presents an asynchronously controlled three-class BCI based spelling device, operated by spontaneous EEG and modulated by motor imagery. Considering three able-bodied subjects operating the virtual keyboard, two are successful, showing an improvement of the average spelling rate (the number of correctly spelled letters per min) of 1.99.

Motor imagery based mental typewriter and communication devices are also proposed in [78, 79]. The study in [80] reports the implementation of a prototype assistive communication platform which improves the mobility and communication of 14 patients with the surrounding environment. These patients of severe motor disabilities due to progressive neurodegenerative disorders control the system by voluntary modulations of EEG sensorimotor rhythms recorded on the scalp. This skill is learnt by all subjects even though the subjects have not had control over their limbs for a long time.

3. Wheel Chair control
The study in [81] uses brain waves during the imagination of movements of paralyzed feet by a tetraplegic patient to control movements of his wheelchair in virtual reality (VR). In this case study, the spinal cord injured subject is able to induce centrally localized beta oscillations in the EEG by imagination of feet movement and he had a feeling of virtual walk.

4. Robotic applications
A pioneering application of motor imagery based BCI is attaining control of a small mobile robot through the rooms of a model house, by mental imagination [82]. The after-stroke rehabilitation exercises reported in [83] analyzes 8 stroke patients, by combining the BCI and robotic arm operated by motor imagery. The results show that most BCI-naive hemiparetic stroke patients are capable of operating the BCI effectively, hence motivates further clinical studies towards BCI-based robotic rehabilitation [83, 84].

5. Other applications
The study in [85] investigates whether the self-induced brain potential can be used to help a severely disabled 22 year old tetraplegic patient who had a limited muscle activity. The subject could control an electrical driven hand orthosis fitting his left hand by the band power estimates of reactive frequency bands during the motor imagery after a few months of training.
The grasp-function of a 28 year old highly paralyzed patient could be restored using EEG and a functional electrical stimulation device in [86]. The beta burst activity of foot movement imagination is successfully translated as command signal to control the device.

A practical motor imagery-based brain-controlled switch functioning as a real world switch is introduced in [87]. Four healthy volunteers were instructed to perform an intended motor imagery task following an external sync signal in order to turn on a virtual switch provided on a computer screen. This device is convenient for users because the switch does not need subject’s attention when he/she does not need to activate it. Also the device is reported to have a low false positive operation rate [87].

Considering the currently available EEG-based BCI systems, most of the applications work in synchronous mode, and a few in the asynchronous mode. In synchronous mode, the subject is allowed to respond only when the system displays the stimulus. In asynchronous BCIs, the subject is free to intend a specific thought and control the operation of the system. In other words, synchronous BCI is system-initiated and asynchronous BCI is user-initiated. The user has full control on the operation of asynchronous BCI which makes its design more challenging than that of synchronous BCI. BCI community is trying to address all the issues related to both modes of operation [59, 60, 88, 89]. This thesis will be focusing about synchronous BCI applications.

Each of these listed BCI approaches differ in the way they extract features during motor imagery. A number of successful feature extraction techniques are described in the next section.

### 2.3 Techniques to extract ERD/ERS features during motor imagery

During mental imagination of motor movements, neurons in the motor cortex are activated generating ERD/ERS patterns. The foot, tongue or hand movement imaginations generate distinguishable spatio-temporal patterns in motor cortex. In order to identify the performed motor imagery, the informative feature in the recorded EEG signals have to be extracted properly. Therefore, feature extraction is an important step in the development of any BCI. Feature extraction process is responsible for forming the discriminative set of features, for
each mental task. If the distribution of feature set is distinct enough, the mental tasks can
be accurately identified. A number of effective techniques reported in literature, to extract
features accompanied with ERD/ERS are briefly explained here [90-95]. As this thesis
is focusing on one of the most effective feature extraction techniques using the Common
Spatial Pattern (CSP), it is presented in detail and other methods are also briefly explained.

2.3.1 Frequency related features

As the ERD/ERS patterns are occurring in subject-specific reactive frequency bands, the
power of the signal filtered in that range is taken as the band power feature for classifying
motor imagery patterns [92]. Conventionally, band power estimates of 1 or 2 frequency
bands are used in BCI researches, to avoid the dimensionality problem. Band power es-
timates of $\mu$ and $\beta$ rhythms have been used in BCI applications to control cursor
movement on computer screen and to control numerous external devices [68-70]. The com-
plex band power features as well as Power Spectral Density (PSD) features have also been
employed in [96-98] to extract informative features during motor imagery. These techniques
are relatively simple, but require prior knowledge of subject-specific frequency bands and
ignores the information outside these frequency ranges.

2.3.2 Time-domain features

Time domain parameters related to ERD/ERS are also exploited as BCI features in [95, 99].
The time-domain parameters were introduced by Hjorth in the 1970s. These parameters
describe the temporal dynamics of a signal $X(t)$, by using three measures named as the
activity, the mobility and the complexity. Activity is the wide band filtered signal power,
mobility is the mean frequency and complexity is the change in frequency. These features
for a signal $X(t)$ are computed using the following equations [13]:

$$\text{Activity}(X(t)) = Var(X(t)) \quad (2.2)$$

$$\text{Mobility}(X(t)) = \sqrt{\frac{\text{activity}(\frac{dX(t)}{dt})}{\text{activity}(X(t))}} \quad (2.3)$$
\[
\text{Complexity}(X(t)) = \frac{\text{Mobility}\left(\frac{dX(t)}{dt}\right)}{\text{Mobility}(X(t))}
\]  \hspace{1cm} (2.4)

Band power feature is similar to the time-domain feature activity at some specific frequency bands. Time domain parameters extracted from the derivatives of signal are also explored in motor imagery research and found to be effective [95]. For this method, the spectral information is not required in advance. Therefore, the representation in the time domain must be sufficient enough to represent the distinctive features of data.

2.3.3 Time-frequency patterns

The complexity of motor imagery feature is that it spans over time, frequency, and spatial domains. Expressing motor imagery features in one (or two) domain(s) while disregarding the other(s) may result in loss of information. Hence, the time-frequency estimates of ERD/ERS have been explored in BCI applications and reported as more effective [100-103].

Short time Fourier transform (STFT) have also been employed to find the frequency spectra and to extract reliable features from EEG signals altered by right/left hand movement imagination [104]. Then, the features are estimated by calculating the norm of the power in predetermined subject-specific frequency bands.

Efficacy of wavelets in BCI is also demonstrated in [105] which employs a subject-based feature extraction method using wavelet packet best basis decomposition (WPBBD) in BCIs. The idea is to employ the wavelet packet best basis algorithm to adapt to each subject separately. This method consists of the decomposition of EEG to a given level in time-frequency domain by wavelet packet transform and finding the best-adapted basis for that particular subject. The subband energies contained in the best basis are taken as features for discriminating different mental tasks.

The main advantage of these time-frequency representations is that they can catch relatively sudden temporal variations of the signals, while still keeping frequential informations. On the contrary, pure frequency-domain methods are assuming that the EEG signal is in a stationary state.
2.3.4 Autoregressive model

Adaptive and non-adaptive autoregressive parameters have been investigated to express the features related to motor imagery [56, 74, 93, 106, 107]. In the autoregressive modeling method, the amplitude of a signal at a given period is obtained by summing up the amplitudes of previous samples, and adding an estimation error. The amplitude rates are represented by autoregressive model coefficients and they account for differentiating signals from different mental tasks. The order of autoregressive model depends on the number of autoregressive coefficients and decides the number of features extracted. The autoregressive model helps to reduce the dimension of selected features as 3 - 9 per channel [108] depending on the model order. This approach has an advantage that no reactive frequency bands must be specified as apriori. But this method is sensitive to artifacts [108, 109].

2.3.5 Common Spatial Pattern

The method of common spatial patterns was first applied to EEG for the detection of abnormalities [110] and later used to discriminate movement-related patterns [111]. Now, it is one of the most effective methods used in motor imagery based BCIs [96, 112]. The method of CSP is based on a decomposition of the raw EEG signals into spatial patterns, which are extracted from two populations of single trial EEG [113-119].

The CSP algorithm is found to be effective in computing the subject-specific discriminative spatial filters for detecting ERD/ERS effects with respect to their topographic patterns. Given two distributions in a high dimensional feature space, the CSP algorithm estimates directions or spatial filters such that they maximize the variance of one class and minimizing the variance of other classes. The design of such spatial filters is based on the simultaneous diagonalization of two covariance matrices. The procedure to design spatial filters and computation of CSP based features from a set of two classes of EEG signals, recorded during left hand and right hand motor imagery have been reported in [113] and is as follows:

For the analysis, the raw EEG data of a single trial is represented by a matrix $E$ of size $N \times T$, where $N$ is the number of electrodes or channels and $T$ is the number of samples per
channel. The normalized spatial covariance of $E$ is given as:

$$C = \frac{EE'}{\text{trace}(EE')}$$  \hspace{1cm} (2.5)$$

where $E'$ is the transpose of $E$ and $\text{trace}(EE')$ is the sum of diagonal elements of $EE'$. For each of the distributions of motor imagery, the spatial covariance matrix is estimated by averaging over the trials of each group. The composite spatial covariance matrix $C_c$ is computed as:

$$C_c = \overline{C}_l + \overline{C}_r$$  \hspace{1cm} (2.6)$$

where $\overline{C}_l$ and $\overline{C}_r$ are the covariance matrices for left hand and right hand motor imagery respectively. The composite covariance $C_c$ can be factored as:

$$C_c = U_c \Lambda_c U_c'$$  \hspace{1cm} (2.7)$$

where $U_c$ is the matrix of eigenvectors and $\Lambda_c$ is the diagonal matrix of eigenvalues. In $\Lambda_c$, eigenvalues are assumed to be stored in the descending order. The whitening matrix $P$ is computed as:

$$P = \sqrt{\Lambda_c^{-1} U_c^{-1}}$$  \hspace{1cm} (2.8)$$

This whitening matrix equalizes the variances in space spanned by $U_c$ and all eigenvalues of $PC_cP'$ are equal to one. If $\overline{C}_l$ and $\overline{C}_r$ are transformed as:

$$S_l = P \overline{C}_l P', S_r = P \overline{C}_r P'$$  \hspace{1cm} (2.9)$$

$S_l$ and $S_r$ share common eigenvectors such that if $S_l = B \Lambda_l B'$ then, $S_r = B \Lambda_r B'$ and $\Lambda_1 + \Lambda_r = I$ where $I$ is the identity matrix. As the sum of two corresponding eigenvalues is always one, the eigenvector with largest eigenvalue for $S_l$ has the smallest eigenvalue for $S_r$ and vice versa. This property makes the eigenvector $B$ useful for classification of two distributions. The projections of whitened EEG into first and last eigenvectors in $B$ (i.e. eigenvectors corresponding to the largest $\Lambda_1$ and $\Lambda_r$) will give feature vectors that are optimal for discriminating two populations of EEG in least squares sense. Then, the CSP projection matrix $W = B'P$ can be used to decompose the EEG signal $E$. The rows of $W$ are the spatial filters and columns of $W^{-1}$ are the common spatial patterns. The spatially
The spatially filtered EEG signal maximizes the differences in the variance of the two classes of EEG measurements. However, the variances of only a small number $m$ of the spatial filtered signal are most suitable for discrimination and are generally used as features for classification. The signals $Z_p \ (p = 1, \ldots, 2m)$ that maximize the difference in variance of left versus right motor imagery EEG are the ones associated with largest eigenvalues of $\Lambda_l$ and $\Lambda_r$. These signals are first and last $m$ rows of $Z$. The feature vectors $F_p$ for left and right hand trials are as follows [113]:

$$F_p = \log \left[ \frac{\text{var}(Z_p)}{\sum_{i=1}^{2m} \text{var}(Z_i)} \right]$$

(2.11)

The log-transformation serves to approximate the normal distribution of the data.

Figure 2.9: Effect of CSP filtering. CSP analysis has been performed to obtain four spatial filters that discriminate left from right hand motor imagery. The graph shows continuous bandpass filtered EEG after applying CSP. The resulting signals in filters CSP:L1 and CSP:L2 have larger variance during right hand imagery (segments shaded in green) while signals in filters CSP:R1 and CSP:R2 have larger variance during left hand imagery (segment shaded red) [114].

The optimization criterion in CSP is to determine the decomposition matrix $W$ such that the CSP filters (each row of $W$) maximize the variance of the spatially filtered signal under one condition while minimizing it for the other condition. Since variance of bandpass filtered signals is equal to band power, CSP analysis is applied to bandpass filtered signals in order.
to obtain an effective discrimination of mental states that are characterized by ERD/ERS effects. A high variance reflects a stronger rhythm whereas low variance a weak rhythm. Fig. 2.9 shows the result of applying CSP filters to continuous bandpass filtered EEG data recorded during the performance of left hand and right hand motor imagery. Four spatial filters with highest discrimination between two types of signals have been shown named as CSP:L1, CSP:L2, CSP:R1 and CSP:R2. Intervals of right motor imagery and left motor imagery are shaded green and red respectively in the figure. During right hand imagery, projections of CSP:L1 and CSP:L2 filters show larger variance whereas CSP:R1 and CSP:R2 filters provide larger variance during left hand motor imagery [114]. Coefficients in spatial filter are spatial weights assigned to EEG channels. Thus, CSP finds optimum spatial weights for EEG channels such that projection of raw EEG using spatial filters gives maximum discrimination between two types of motor imagery tasks.

Motor imagery activates motor cortex, but the most active areas in cortex depend on the imagined body part [94, 107, 113]. Left hand imagery results signal power attenuation in right motor cortex and right imagery causes signal attenuation on left cortex [37, 38]. Because of this topographical distribution of the signal power during motor imagery, the CSP technique is a good candidature of extracting features related to ERD/ERS patterns [114]. CSP can find spatial locations of highest discriminative energy and signal energy (or variance) from the selected locations can be employed as the features for classifying different motor imagery patterns effectively.

In general, motor imagery evokes neural activation in multiple brain regions, including primary motor area, supplementary motor area, premotor area, and pre-frontal area. CSP based feature extraction is effective in achieving the spatial information hidden in the features, whereas separate algorithms are necessary to achieve the spectral information [120-123]. Conventionally, the frequency bands at which the CSP algorithm operates were either selected manually or a broad band filter is used [114]. As presented in Section 2.2, the precise timing and frequency of ERD/ERS vary among subjects resulting in high inter-subject and intra-subject variability in frequency bands. Therefore, the subject-specific discriminative frequency bands have to be optimized along with the spatial filter due to the variability in ERD based BCIs. The next section will highlight the significance of frequency selection and a number of recent frequency optimization methods along with the CSP technique.
2.4 Frequency Optimization for ERD/ERS patterns

2.4.1 Neurophysiological background

During preparation or execution of motor movement, significant ERD/ERS in EEG occur over the primary sensorimotor area. These oscillations are due to a decrease or increase in the synchrony of underlying neuronal populations. Populations of neurons form complex networks in which feedback loops are responsible for the generation of oscillatory activity [124-126]. Sensory stimulation, motor behavior, and mental imagery can change the functional connectivity within the cortex and results in an amplitude suppression (ERD) or in an amplitude enhancement (ERS) of $\text{mu}$ and central $\text{beta}$ rhythms. These changes can be due to modulating influences of neuro-chemical brain systems, changes in the strength of synaptic interactions and/or changes of intrinsic membrane properties of the local neurons [40, 124]. The interplay between thalamic relay cells and the thalamic reticular nucleus also control the cortical dynamics of brain oscillations. The dynamics of brain oscillations associated with sensory and cognitive processing and motor behavior can form complex spatio-temporal patterns. A synchronization of higher frequency components embedded in a desynchronization of lower frequency components can be found on a specific electrode location at the same moment of time. Also, simultaneous desynchronization and synchronization of frequency components are possible on different scalp locations too [39, 125].

According to the study in [36], a desynchronized EEG indicates excited cell assemblies ready or prepared for sensory, motor and cognitive processing and a synchronization can be interpreted as a correlate of a deactivated or actively inhibited motor area neurons. Reports in [124] state that the activity of local interactions between main neurons and inter neurons control the frequency components of EEG during ERD/ERS and a large variability is found in dominant frequencies. During a finger movement task, [124] reports induced oscillations of three different bands (10-12 Hz, 14-18 Hz and 36-40 Hz) at same electrode of one subject. Motor imagery is associated with similar neuronal structures as that of motor planning and execution [36]. Hence, activations of alpha, beta and gamma components of EEG are possible during motor imagery too. During preparation and execution of motor movements, EEG spectrum undergoes a sequence of changes, but the underlying physiological mechanisms and functional units are yet to be discovered clearly [126]. The dominant frequencies for ERD/ERS can vary from subject to subject [125, 127] and therefore, it becomes necessary
to specify the frequency bands when referring to ERD/ERS of EEG signals.

### 2.4.2 Significance

The signals resulting from the motor imagery performance have very specific temporal, spectral and spatial features [37]. Therefore, the feature extraction process should be done in such a way that the output features contain the most relevant information in time, frequency and spatial domains, at a reduced complexity and dimensionality. High resolution studies using the spatio temporal patterns of EEG during mental imagination of motor movement report that the ERD/ERS are subject-specific and the most active frequency bands vary with subjects. In [36], three subjects were analyzed while performing motor imagery and the most active subject-specific frequency bands were found to be 9-13 Hz, 10-12 Hz and 22-29 Hz respectively. Both the *alpha* and *beta* bands are engaged in motor imagery and important changes were available in the primary sensorimotor areas. In order to distinguish different motor imagery tasks effectively, it is important to find out the frequency bands for each subject.

The significance of subject-specific band selection in the performance of a motor imagery based BCI has been initially demonstrated in [107] and [65]. They report improvements in classification accuracy of motor imagery patterns achieved on account of automatic selection of subject-specific frequency components, rather than expending fixed *alpha* or *beta* band filtering for all subjects. A distinction sensitive learning vector quantization (DSLVQ) [120, 121] classifier was employed in [65] and [107] to determine the subject-specific frequency components. DSLVQ uses a weighted distance function and adjusts the influence of different input features through supervised learning. The influence of a single feature is modified according to its contribution to correct or incorrect classifications of the system. Further studies also emphasize on the careful selection of relevant frequency components in motor imagery based BCIs. A few recently proposed techniques to optimize the temporal filters along with spatial filters in CSP are presented in the following section.
2.4.3 Existing algorithms

As CSP is one of the most effective feature extraction techniques available [27, 114], the work in this thesis adopts the CSP method and also reviews a few existing algorithms which optimize frequency bands along with spatial filter optimization through CSP.

Common Spatio-Spectral filters

In [115], Common Spatio-Spectral filters (CSSP) algorithm is proposed where frequency filters for each channel are optimized together with spatial-filters. It suggests an extension of CSP to the state space, which utilizes the method of time delay embedding. In order to extract robust features, equation (2.10) is extended by one delayed co-ordinate to form the following equation [115].

$$Z = W^0 E + W^\tau \delta^\tau E \quad (2.12)$$

where $\delta^\tau E$ denotes the signal $E$ delayed by time $\tau$, $W^0$ and $W^\tau$ represent the projection matrices related to $E$ and $\delta^\tau E$ respectively. Appending the delayed vectors $\delta^\tau E$ as the additional channels to $E$, the new EEG matrix $\hat{E}$ is obtained as:

$$\hat{E} = \begin{pmatrix} E \\ \delta^\tau E \end{pmatrix} \quad (2.13)$$

The optimization criterion is to find projections of $W^0$ and $W^\tau$ (given in equation (2.12)) such that signal variance of different $Z$ best discriminates two given classes, i.e. maximizing the variance for one class while minimizing it for the opposite class. The equations (2.12) and (2.13) can be re-arranged as:

$$\hat{W}\hat{E} = (\hat{W}^0\hat{W}^\tau)\hat{E} \quad (2.14)$$

The columns of $\hat{W}$ are two sub matrices $\hat{W}^0$ that applies to $E$ and $\hat{W}^\tau$ that applies to the delayed channels $\delta^\tau E$ as given in equation (2.12). The optimum solution for the decomposition matrix $\hat{W}$ in [115] includes interpretations of both spatial and spectral filters. In other words, each row of the optimum decomposition matrix contains coefficients of a spatial filter along with a Finite Impulse Response (FIR) filter that focuses on the frequency band of
interest at each electrode. Thus, the CSSP performs spatial and spectral optimization to discriminate between two populations of EEG and offers better classification results than CSP. In CSSP, the original CSP approach is applied to the concatenation of $E$ and $\delta^T E$ in the channel dimension as in (2.12). The delayed signals $\delta^T E$ are treated as new channels and therefore, its computational demands are doubled compared to the original CSP.

**Common Sparse Spectral Spatial Pattern**

In the CSSP algorithm, frequency filters for each channel are optimized along with the spatial filters. The concatenation step in CSSP algorithm (as in eqn. (2.12)) can provide better flexibility of frequency filters, but it is computationally demanding. The flexibility of frequency filter is still limited even though the CSSP results showed improvement over CSP. The highly subject-specific discriminative frequency bands were better addressed by the CSSSSP algorithm proposed in [116] which optimizes an arbitrary FIR filter within the CSP analysis itself. The signal processing technique done in CSSSSP could reveal the discriminating parts in the spectrum and thus helps to understand the mechanisms a subject uses for his/her imagination task. The spatial and temporal filter are learned from data itself and on average, this algorithm outperforms CSP and CSSP. Even though CSSSSP offers better classification results than the CSP algorithm, the solution of filter coefficients in CSSSSP algorithm is restricted by the choice of the initial parameters.

**Subband Common Spatial Pattern**

As the solution of filter coefficients in CSSSSP greatly depends on the initial parameter settings, an alternative approach called Subband Common Spatial Pattern (SBCSP) is proposed in [117]. The SBCSP algorithm tried to avoid the fine tuning process of accurately finding the subject-specific frequency band, which is one of the most challenging issues in motor imagery based BCI. Instead of optimizing a single arbitrary FIR filter within the CSP algorithm, SBCSP used a filter bank that decomposes the EEG measurements into multiple subbands. The filter bank uses 24 Gabor filters of bandwidth 4 Hz in range of 8-40 Hz. Spatial filters that use the CSP algorithm were then employed on each of these sub-bands. After obtaining subband scores using a Linear Discriminant Analysis (LDA), recursive band elimination or a classification algorithm was employed to fuse the sub-band
The score values computed from the SBCSP features determine the classification capabilities of each frequency bands. The SBCSP outperformed the CSSP and CSSSP algorithms and the system flow-chart is given in Fig. 2.10.

![Figure 2.10: SBCSP approach.](image-url)

Although SBCSP can use different sub-band score fusion techniques and classification algorithms, only the results from the use of the Support Vector Machine (SVM) to fuse the sub-band score as well as to perform classification are presented in [117]. Hence, a comparative study of using different sub-band score fusion techniques and classification algorithms is not available.

**Iterative Spatio-Spectral Patterns Learning Algorithm**

The Iterative Spatio-Spectral Patterns Learning Algorithm (ISSPL) [118], focuses on the automatic learning of spatial filters along with optimization of parameters for temporal filters. ISSPL replaces the time-consuming manual tuning of subject-specific frequency bands by a statistical learning theory where the spectral filters and the classifier are parameterized for optimization to achieve good generalization performance. ISSPL uses band power estimates in the selected discriminative bands as the features for classifying motor imagery tasks. This is based on the neurophysiological studies showing the short-lasting decrease or increase in the EEG power in specific frequency bands on sensorimotor cortex.

Conventionally, feature extractor in a motor imagery based BCI maximizes the discrimination of band power features between two classes and is having multiple pairs of spatio-
temporal filters. The temporal and spatial filters are designed such that they capture the useful information in the frequency domain and spatial domain respectively reducing the dimensionality of the data. This ISSPL algorithm learned the spatio-spectral filters and the classifier sequentially from the labeled multichannel EEG data in an iterative fashion. In each iteration, the spatial filters are firstly learned based on the spectral filters optimized in the preceding iteration. Then, both the spectral filters and classifier were learned simultaneously via a maximal margin hyperplane. The alternating optimization repeats until a certain number of iterations or the stopping criteria set by the user is reached. Authors of ISSPL claim that the computational complexity of algorithm is such that ISSPL is applicable in real time BCI systems [118].

**Filter bank Common Spatial Pattern**

A new machine learning approach Filter bank Common Spatial Patterns (FBCSP) is presented in [119] for processing EEG measurements in motor imagery-based BCI. FBCSP comprises of 4 stages: frequency filtering, spatial filtering, feature selection, and classification as shown in Figure 2.11.

![Figure 2.11: FBCSP approach.](image)

The first stage employs a filter bank of nine bandpass filters of bandwidth 4 Hz to split up the multichannel EEG signals (4-8 Hz, 8-12 Hz, 12-16 Hz, 16-20 Hz, 20-24 Hz, 24-28Hz, 28-32 Hz, 32-36 Hz and 36-40Hz). The second stage performs spatial filtering on each of these bands using the CSP algorithm and extracts CSP features. Thus, each pair of
bandpass and spatial filter yields CSP features that are specific to the frequency range of the bandpass filter. The third stage employed a feature selection algorithm to automatically select discriminative pairs of frequency bands and corresponding CSP features. In the fourth stage, a classification algorithm was used to classify the selected CSP features to obtain the class label. Experimental results [119] showed that the proposed FBCSP yields superior classification accuracy compared with SBCSP and CSP with manually selected operational frequency bands. Extensive experimental results on various feature selection and classification algorithms are reported in [119].

2.5 Conclusion

In this chapter, the existing methods for developing BCIs were reviewed, as well as the existing BCI applications. At first, the basic building units of a BCI including brain signal measuring unit, pre-processing and feature extraction units, classification/translational algorithms, experimental protocols etc. were presented. The non-invasive techniques for brain signal acquisition were also discussed, along with the most popular non-invasive brain signal recording technique using EEG. Then, various features in EEG used to drive BCIs were presented, from which the focus was on the ERD/ERS patterns accompanied with the mental imagination of motor movements. Thus, this chapter mainly contributes a brief review of BCI technology, existing algorithms to develop a BCI framework and major issues to be addressed for improving its performance and efficacy.

A large number of studies related to the BCI research aimed at addressing various issues in the development of BCI are highlighted in this chapter. Motor imagery has been extensively explored in developing BCIs operated by healthy as well as paralyzed patients in order to achieve control on the movement of cursor on computer screen, wheel chair movement, robots, neuroprosthesis, etc. Despite this large number of BCI studies, the appropriate signal processing, classification, and translational algorithms are yet to be developed so that BCI could be available in market [2,13]. One of the main signal processing issues in motor imagery based BCIs is the optimization of subject-specific temporal and spatial filters to distinguish various ERD/ERS patterns [122, 123]. In the next 3 chapters, the issue of frequency band optimization towards the development of a robust BCI is addressed.
Chapter 3

Discriminative Filter Bank for Motor Imagery based BCI

Event-related De/Synchronization (ERD/ERS) patterns during right/left motor imagery have been reported as effective features for an EEG-based BCI. As discussed in Chapter 2, the motor imagery tasks are subject-specific and selection of subject-specific discriminative frequency components play a vital role in distinguishing these patterns. One of the most effective feature extraction techniques for motor imagery based BCI is CSP. The success of CSP in BCI application greatly depends on the proper selection of subject-specific frequency bands. In Chapter 2, the algorithms optimizing frequency bands along with CSP such as CSSSP, SBCSP and FBCSP were discussed. The FBCSP [119], which won dataset IIa and IIb in BCI Competition IV held in 2008 [128], uses CSP features from a set of nine fixed bandpass filters and a feature selection algorithm based on mutual information to effectively chose the subject-specific features. Eventually, this selection process selects features from the relevant frequency components.

As the subject-specific frequency components carry distinct features, this chapter presents a Discriminative Filter Bank Common Spatial Pattern (DFBCSP) algorithm which employs a subject-specific filter bank selection before feature extraction to enhance the accuracy of the FBCSP framework. This new method employs subject-specific Discriminative Filter bank (DFB) instead of using fixed filter bank for all subjects. The following sections present
the steps in the design of proposed DFBCSP algorithm including generation of DFB, feature extraction and classification algorithms. The classification performance of DFBCSP is analyzed using two datasets: the BCI Competition III dataset IVa [129, 130] and BCI Competition IV dataset IIb [128].

3.1 Proposed Method: DFBCSP

The new DFBCSP system extracts subject-specific discriminative frequency bands from a set of filters, named as parent filter bank in the following parts of this method. The parent filter bank is designed using a coefficient decimation technique [131] and the filter bank covers all frequency components in the range of 6-40 Hz. As it has been shown that EEG signals from sensorimotor cortex have the highest discriminating power between various motor imagery tasks, the EEG channels C3 and C4 are selected in order to determine the subject-specific discriminative frequency components. Fig. 3.1 shows the schematic of DFBCSP. In the band selection procedure, the parent filter bank filters EEG from C3 or C4 and Fisher ratio of filtered EEG is used to determine the subject-specific discriminative frequency bands. Once the subject-specific frequency bands are selected, the EEG from all channels is filtered using these discriminative bands for further CSP processing. A Support Vector machine (SVM) classifier is used to predict the output. Each of the EEG processing steps in the proposed method is explained in the following subsections:

![Figure 3.1: Schematic of proposed DFBCSP.](image-url)
3.1.1 Coefficient Decimation technique for bandpass filtering

The frequency bands associated with motor imagery vary between subjects and the Coefficient Decimation (CD) technique has the ability to obtain subbands with desired center frequencies. For the subject-specific filter design, current work uses a CD based approach proposed in [131] to implement low complexity reconfigurable Finite Impulse Response (FIR) filters. Linear phase FIR filters are widely employed in many filtering applications because of the advantages such as guaranteed stability and low coefficient sensitivity. However, the main problem of FIR filters lies in its high implementation complexity due to the requirement of higher order compared to its Infinite Impulse Response (IIR) counterpart. CD technique is a computationally efficient approach to realize FIR filters that have flexible frequency responses. The basic philosophy of CD is as follows: If every $M^{th}$ coefficient of an FIR filter $h(n)$ (called modal filter) is kept unchanged and all other coefficients are replaced by zeros, a decimated filter $h'(n)$ is obtained, that has a multi-band frequency response [131, 132]:

$$h'(n) = h(n).c_M(n)$$  \hspace{1cm} (3.1)

where $c_M(n) = \begin{cases} 
1 , & \text{for } n = kM, \ k = 0, 1, 2, \cdots M - 1 \\
0 , & \text{Otherwise} 
\end{cases}$

The function $c_M(n)$ is periodic with period $M$, and hence its Fourier series expansion is given by:

$$c_M(n) = \frac{1}{M} \sum_{k=0}^{M-1} c(k)e^{j2\pi kn/M}$$  \hspace{1cm} (3.2)

where $c(k)$ are complex valued Fourier series coefficients defined by:

$$c(k) = \sum_{n=0}^{M-1} c_M(n)e^{-j2\pi kn/M}$$  \hspace{1cm} (3.3)

It is clear from eqn. (3.1) that value of $c_M(n)$ is non zero only at integer multiples of $M$. In the computation of $c(k)$ according to eqn. (3.3), $c_M(n) = 1$ only at $n = 0$. $e^{j2\pi kn/M}$ equals 1 only at $n = 0$ and therefore, $C(k)$ becomes 1 for every $k$. Substituting $c(k)$ in eqn. (3.2):
\[ c_M(n) = \frac{1}{M} \sum_{k=0}^{M-1} e^{\frac{j2\pi kn}{M}} \]  

(3.4)

Now the Fourier transform of the modified coefficients, \( h'(n) \) is obtained as given in equations (3.5) to (3.7):

\[ H'(e^{jw}) = \sum_{n=-\infty}^{\infty} h'(n)e^{-jwn} \]  

(3.5)

\[ = \sum_{n=-\infty}^{\infty} h(n)C_M(n)e^{-jwn} \]  

(3.6)

\[ = \sum_{n=-\infty}^{\infty} h(n) \left[ \frac{1}{M} \sum_{k=0}^{M-1} e^{\frac{j2\pi kn}{M}} \right] e^{-jwn} \]  

(3.7)

By inter changing the sums in (3.5):

\[ H'(e^{jw}) = \frac{1}{M} \sum_{k=0}^{M-1} \sum_{n=-\infty}^{\infty} h(n)e^{-jn(w-\frac{2\pi k}{M})} \]  

(3.8)

\[ = \frac{1}{M} \sum_{k=0}^{M-1} H\left(e^{j(w-\frac{2\pi k}{M})}\right) \]  

(3.9)

From equation (3.9), it is found that the frequency response of \( h'(n) \) is scaled by \( M \) with respect to that of \( h(n) \) and the replicas of the frequency spectrum are introduced at integer multiples of 2π/M. By changing the value of \( M \), different numbers of frequency response replicas located at different center frequencies can be obtained. In the following text, this CD method is named as CDM-1. The passbands of the multi-band response obtained using CDM-1 will have identical widths as that of the modal filter. If all the coefficients of the coefficient decimated filter obtained using CDM-1 are grouped together after discarding the in-between zeros, a decimated version of the original frequency response is obtained whose passband width is \( M \) times that of the original modal filter and this method is termed as CDM-2. If the multi-band frequency responses obtained using CDM-2 are selectively masked using inherently low complex wide transition-band frequency response masking filters, different lowpass, highpass, bandpass, and bandstop filters can be obtained. This can be illustrated using the following example.

The following steps explain the design of a (23-27 Hz) bandpass filter from a low pass modal filter of width 0.5 Hz.
Figure 3.2: Basic steps in the design of bandpass filter using CD technique.
Step 1: Let \( H_0 \) be the modal filter whose passband and stopband edges are 0.5 Hz and 0.8 Hz as in Fig. 3.2(a). Enlarged view of \( H_0 \) is provided on the right side to clarify the passband and stopband edges. The selected sampling frequency is 100 Hz and spectrum shown is in 0-\( \pi \) (corresponding to 0-50 Hz) range.

Step 2: Employing CDM-1 for \( M_1=4 \) in \( H_0 \), \( H_1 \) is obtained as shown in 3.2(b). It is by replacing all coefficients in \( H_0 \) by zero other than every 4\(^{th} \) coefficient. \( H_1 \) has passband frequency responses at center frequencies of \( \frac{2\pi k}{4} \) for \( k=0, 1, 2 \).

Step 3: Applying CDM-2 on \( H_1 \) will increase the pass-band width of \( H_0 \) by 4 times as in \( H_2 \). The plots are provided in 3.2(b). It is obtained by grouping only every 4\(^{th} \) coefficient of \( H_0 \).

Step 4: If CDM-1 is applied on \( H_2 \) for \( M_2=4 \), a multi-band response \( H_3 \) is obtained (Fig. 3.2(c)). The desired pass-band can be extracted from the multi-band filter \( H_2 \) using a suitable low order masking filter as plotted in 3.2(c). Frequency responses of \( H_3 \) are at \( \frac{2\pi k}{4} \) for \( k=0, 1, 2 \). For \( k=1 \), the center frequency equals \( \frac{2\pi \cdot 1}{4} \). The sampling frequency is 100 Hz and therefore, the center frequency of passband at \( k=1 \) in \( H_3 \) equals 25 Hz.

Step 5: Convolution of \( H_3 \) with low order masking filter will result the final frequency response of 23-27 Hz bandpass filter as given in 3.2(d).

As given in step 2, width of passband in \( H_1 \) is 1 Hz. It is obtained by decimating a lowpass modal filter \( H_0 \) having a passband edge of 0.5 Hz by \( M_1=4 \). Grouping of nonzero coefficients in \( H_1 \) gives \( H_2 \), and \( H_2 \) has passband width 2 Hz which is \( M_1 \) times that of \( H_0 \). Thus the bandwidth can be controlled by decimation factor \( M_1 \). Then, further decimation of \( H_2 \) by \( M_2=4 \) gives three passbands in \( H_3 \) as explained in step 4. The bandwidth of passband at \( k=1 \) for \( H_3 \) is 4 Hz. Thus for a fixed \( M_1 \), uniform bandwidth filters at different center frequencies can be generated by varying \( M_2 \). In general, by decimating a lowpass filter by a decimation factor \( M \), frequency responses are obtained at center frequencies of \( \frac{2\pi k}{M} \) for \( k=0 \) to \( M-1 \). In this work, appropriate values of \( M_1 \) and \( M_2 \) are chosen in order to obtain different bandwidths and center frequencies in the filter bank. Various bandwidths can be obtained by changing \( M_1 \) whereas \( M_2 \) is varied to get different center frequencies. The settings explained in Fig. 3.2 correspond to design of a 23-27 Hz bandpass filter. Depending on the center frequency and bandwidth of required filter, appropriate decimation factors have to be computed according to the procedure explained above.

Thus the CD technique has good control over the locations of center frequencies and pass-
band widths. Based on the requirement of desired bandpass filters in the BCI system, different center frequencies and passband widths can be obtained by choosing appropriate decimation factors. More details of CD technique can be found in [128, 129]. In the DF-BCSP algorithm presented in this chapter, the required bandpass filters are designed using the CD technique to perform multi-band filtering.

3.1.2 Generation of Discriminative Filter bank and bandpass filtering

The parent filter bank covers frequency components from 6 Hz to 40 Hz. However, the most discriminative bands during motor imagery vary between subjects. The FBCSP algorithm extracts CSP features from a fixed filter bank consisting of nine Chebyshev type II bandpass filters and a feature selection process is done before classifying the signals. Instead of using a fixed filter bank for all subjects, the proposed method uses a subject-specific filter bank to enhance the classification accuracy. In order to obtain the subject-specific Discriminative Filter bank (DFB) from the original set of bands, a discriminative spectral estimation of signals from motor cortex is used. Once the DFB is obtained from the training data for each subject, it is fixed during evaluation of new EEG signals.

Fisher ratio (a measure of discrimination between two classes of motor imagery tasks of spectral power from channels C3 or C4 is used to determine the most discriminative frequency bands for all subjects. For EEG patterns of right hand and foot motor imagery, channel C3 on the contralateral hemisphere or Cz should give better discrimination. Therefore, the effectiveness of different channel selection possibilities are tested in this work (i) Single channel-C3, (ii) GC3- group of channels surrounding C3 (iii) LC3-Laplacian filtered C3 and (iv) Cz. Also for patterns from right and left hand motor imagery, the efficacy of channels C3 and C4 are also tested. The parent filter bank processes these signals and an estimate of spectral power associated with each subband is calculated using the following equation to obtain subject-specific DFB.

\[
P(i, t) = \frac{1}{T} \sum_{n=1}^{T} (x_i^t(n))^2
\]  

(3.10)

In (3.10), \(P(i, t)\) is the spectral power estimated for the filtered EEG in \(i^{th}\) band output for the \(t^{th}\) trial. \(T\) is the number of samples in filtered EEG signal and \(x_i^t(n)\) is the \(n^{th}\) sample
of the filtered EEG of the \( t^{th} \) trial in the \( i^{th} \) band. Thus, a \( N_f \times N_t \) matrix corresponding to spectral power is obtained where \( N_f \) is the number of bands and \( N_t \) is total number of trials. Thus, each trial is associated with an estimated \( P \) value in all the frequency bands. In order to select the best informative filters, the Fisher ratio \( F_R \) is calculated from all filter outputs from parent filter bank. The Fisher ratio at \( i^{th} \) band output is obtained as:

\[
F_R(i) = \frac{S_B(i)}{S_W(i)}
\]

(3.11)

where \( S_W \) and \( S_B \) are respectively the within-class variance and between-class variance obtained according to following equations.

\[
S_W(i) = \sum_{k=1}^{C} \sum_{t=1}^{n_k} (P(i,t) - m_{i,k})^2
\]

(3.12)

\[
S_B(i) = \sum_{k=1}^{C} n_k (m_i - m_{i,k})^2
\]

(3.13)

where \( m_i \) is the total average for \( i^{th} \) band, \( m_{i,k} \) is the average for class \( k \) in \( i^{th} \) band, \( k = 1, 2 \), \( C \) is the number of classes and \( n_k \) denotes the number of trials for class \( k \). Then, filters giving highest Fisher ratio values possess better discriminating power and are used for further data processing.

### 3.1.3 Feature extraction using Common Spatial Pattern

After bandpass filtering using the DFB, EEG signal from each frequency band is applied with a CSP transformation to obtain the features to be classified. CSP is an effective technique for discriminating motor imagery tasks [113, 114]. The decomposition of EEG using CSP or spatial filtering leads to a new time series, whose variances are optimal for the discrimination of two populations. The spatially filtered signal \( Z \) of a single trial EEG is given by \( Z = WE \) (refer to equation (2.10)) where \( E \) is an \( N \times T \) matrix representing the raw EEG measurement data of a single trial, \( N \) is the number of channels, and \( T \) is the number of samples, and \( W \) is the CSP projection matrix. The rows of \( W \) or spatial filters are designed such that the variances of first and last rows of \( Z \) give the maximum discrimination between two classes of motor imagery tasks. Therefore, the feature vector \( F_p \) is formed from \( Z_p \) according to equation (2.11), where \( Z_p \) is the first and last \( m \) rows
of $Z$. The value of $m$ is taken as one in the proposed DFBCSP framework.

### 3.1.4 Classification using Support Vector Machine

SVM is a linear discriminant that maximizes the separation between the two classes of motor imagery task based on the assumption that it improves classifier’s generalization ability. The CSP features extracted from DFB are used to train the SVM classifier. The SVM model developed from the training data is used to evaluate the new EEG samples or test EEG [119].

### 3.2 Results and discussions

As the DFBCSP addresses the separability of two-class motor imagery patterns, two publicly available datasets: BCI competition III dataset IVa [129, 130] and BCI Competition IV dataset IIb [128] are explored in the analysis. The BCI competition III dataset IVa is of right hand and foot motor imagery and BCI Competition IV dataset IIb is of right hand and left hand motor imagery tasks. Comparison of classification accuracies in both datasets by the proposed DFBCSP algorithm with existing FBCSP algorithm is presented.

The classification performance is evaluated in FBCSP and DFBCSP using a $10 \times 10$-fold cross-validation procedure. This validation procedure mixes the data set in a trial based manner and divides it into ten equally sized distinct partitions. Single-trials in each partition are then used for testing; while other partitions are used for training the model. This results in ten different error rates or accuracy, which are averaged. This is the accuracy value of 10-fold cross validation. To further improve the estimate, the procedure is repeated ten times and all accuracies over these ten runs are again averaged. The average accuracy or error rate over ten runs obtained for the test data is taken as the performance evaluation criterion which is named as validation accuracy or validation error rate of one subject. During the training phase, a subject-specific DFB and an SVM classifier model are learned from the training data and this DFB is fixed for evaluating the test data. No further frequency tuning is performed in the test data. For the classification purpose, the SVM algorithm in Bioinformatics Matlab toolbox is used with default parameters.
3.2.1 Using BCI Competition III dataset IVa

The BCI Competition III dataset IVa is of right hand and foot motor imagery tasks recorded from five subjects named $aa$, $al$, $av$, $aw$ and $ay$ from 118 electrodes. As the training data in the BCI competition III dataset IVa is small, its training and test data are merged together such that the resulting dataset consists of 280 trials of EEG measurements, 140 trials from each class of motor imagery. Then, a $10 \times 10$-fold cross-validation is done to analyze the performance. The data are extracted from a number of selected electrode positions, starting from 0.5 to 2.5 sec after the visual cue.

As the patterns are of right hand and foot motor imagery tasks, signals from the contralateral channel C3, vertex channel Cz and its surrounding channels are filtered to estimate the Fisher ratio associated with each subband as explained in 3.1.2. The single channel C3 alone offers better performance for selecting DFB, compared with a set of channels around C3, Laplacian filtered C3 and Cz. Thus, the frequency selection channel is fixed as C3 for all the five subjects. After getting DFB, CSP features extracted from filtered EEG signals are given to an SVM classifier.

![Figure 3.3](image)

Figure 3.3: Fig. 3.3(a) shows the average validation accuracy and standard deviation over five subjects in BCI Competition III dataset IVa with Laplacian C3, Group of channel around C3, C3 and Cz. Fig. 3.3(b) represents the average validation accuracy vs. bandwidth of filters and 3.3(c) shows the average validation accuracy and standard deviation over five subjects vs. number of filters used in DFB.
The average validation accuracy across five subjects vs. various channel selection possibilities and bandwidth of the filters are plotted in Figs. 3.3(a) and 3.3(b) respectively. The bandwidth of the filters is varied from 2 to 6 Hz and best results in the proposed DFBCSP scheme correspond to a bandwidth of 4 Hz. Therefore, parent filter bank is fixed as a set of twelve bandpass filters with a bandwidth of 4 Hz, covering frequency components from 6 to 40 Hz. In addition, the variation of average validation accuracies and standard deviation for $10 \times 10$ -fold cross-validation corresponding to different number of filter pass bands are shown in Fig. 3.3(c). Among various numbers of bands from two to eight, a selection of four bands in DFB gives a fair performance in the proposed DFBCSP scheme. The classification accuracy corresponding to six bands is slightly higher than that of four bands. As the deterioration in classification accuracy of four bands is small with respect to the accuracy of six bands, the number of bands is fixed as four taking advantage of reduced complexity that can be achieved using four bands compared to six bands.

![Parent filter bank and discriminative frequency bands chosen for the subjects aa, al, av, aw and ay in BCI Competition III dataset IVa using DFBCSP. The shaded portions stand for DFB for each subject. The four frequency bands in DFB are ranked according the Fisher ratio values.](image)

The twelve frequency bands in the parent filter bank and subject-specific bands selected for five subjects are shown in Fig. 3.4. The parent filter bank is composed of twelve frequency bands with a uniform bandwidth of 4 Hz which is obtained by applying the CD technique to a prototype low pass filter with a bandwidth of 2 Hz. The locations of the center frequencies depend on the decimation values as explained in Section 3.1.1. The frequency ranges of twelve bandpass filters are: 6-10 Hz, 8-12 Hz, 12-16 Hz, 14-18 Hz, 18-22 Hz, 20-24 Hz, 23-27 Hz, 26-30 Hz, 28-32 Hz, 31-35 Hz, 32-36 Hz and 36-40 Hz respectively. The four frequency bands in the DFB are ranked 1 to 4 according to the descending order of
Table 3.1: Classification accuracy of motor imagery patterns in BCI Competition III dataset IVa

<table>
<thead>
<tr>
<th>Subject</th>
<th>FBCSP [119]</th>
<th>DFBCSP</th>
</tr>
</thead>
<tbody>
<tr>
<td>aa</td>
<td>93.07 ± 0.58</td>
<td>90.21 ± 0.56</td>
</tr>
<tr>
<td>al</td>
<td>99.03 ± 0.24</td>
<td>98.68 ± 0.29</td>
</tr>
<tr>
<td>av</td>
<td>69.00 ± 1.42</td>
<td>77.79 ± 0.99</td>
</tr>
<tr>
<td>aw</td>
<td>95.10 ± 0.89</td>
<td>97.86 ± 0.37</td>
</tr>
<tr>
<td>ay</td>
<td>93.82 ± 0.97</td>
<td>94.21 ± 0.53</td>
</tr>
<tr>
<td>Average</td>
<td>90.01 ± 0.82</td>
<td>91.75 ± 0.54</td>
</tr>
</tbody>
</table>

Fisher ratio values obtained i.e. rank 1 is assigned to the band with the highest Fisher ratio value and the band with rank 4 has the lowest Fisher ratio. The inter-subject variability of discriminative frequency components is shown in Fig. 3.4. The plots in Fig. 3.4 correspond to the DFB obtained from training data during the first fold of 10 × 10 -fold cross-validation for the given three subjects.

![Figure 3.5: Average Power Spectral Density plots of right hand and foot trials for subject av in BCI Competition III dataset IVa. Bands chosen by Fisher analysis in proposed DFBBCSP and feature selection algorithm in FBCSP are shaded accordingly.](image)

In addition, the average PSD of two-class EEG signals recorded from C3 for subject av is plotted in Fig. 3.5. The discrimination frequency components are observed in the ranges of 8-12 Hz and 15-25 Hz. In the FBCSP algorithm, EEG signals are bandpass filtered using a fixed filter bank of nine bandpass filters. CSP features are then extracted from filtered EEG and a feature selection algorithm based on a mutual information criterion selects the best features for classification. Observing the selected features, the bands from which those features are extracted can be obtained. From this analysis, it is found that the feature selection stage in FBCSP selects features from bands 8-12 Hz and 20-24 Hz and DFB
Figure 3.6: Classification accuracy for BCI Competition III dataset IVa.

selection technique in DFBCSP selects four bands: 8-12 Hz, 14-18 Hz, 18-22 Hz and 20-24Hz. In the DFBCSP, bands are selected based on the Fisher ratio criterion. Therefore, DFBCSP efficiently identifies the discriminative frequency components and offers better results. The classification accuracies for five subjects are given in Table 3.1, where columns two and three tabulate the validation results of FBCSP [119] and DFBCSP algorithm presented in this chapter respectively. These experimental results show the proposed DFBCSP gives an error rate reduction of 17.42% compared to the FBCSP algorithm. The percentage of error rate reduction is computed using the following equation.

\[
\% Error\ rate\ reduction = \frac{Initial\ error\ rate - Final\ error\ rate}{Initial\ error\ rate} \times 100
\]

(3.14)

Fig. 3.6 shows the average classification accuracy of five subjects in the 10 × 10-fold cross-validation using DFBCSP and FBCSP. As observed in the figure, the performances of subjects \(aa\) and \(al\) are lower with DFBCSP compared to FBCSP. This is probably due to the higher effectiveness of selecting best features in FBCSP in the respective datasets compared to the efficacy of selecting DFB in DFBCSP. The DFBCSP performs better in the other three subjects \(av\, aw\) and \(ay\). Even though, DFBCSP offers slightly higher average classification accuracy, the robustness of the technique has to be further enhanced to obtain significantly better performance improvements.
3.2.2 Using BCI Competition IV dataset IIb

The BCI competition IV dataset IIb consists of EEG data from nine healthy right-handed subjects of a study published in [128]. The nine subjects are named as S1, S2, S3, S4, S5, S6, S7, S8 and S9 respectively. The recorded EEG was bandpass filtered between 0.5 Hz and 100 Hz and a 50 Hz notch filter was utilized. Since this dataset is used in the subsequent chapters also, a detailed explanation of data recording is provided here. During the recording of EEG, the electrode position Fz served as the EEG ground.

All the nine subjects attended two training (or screening) sessions and three online feedback sessions. During the initial training sessions twenty two EEG electrodes were recorded sampled at 250 Hz whereas in all feedback sessions the number was reduced to three bipolar electrodes C3, Cz and C4 in order to improve the comfort of users. For each of the three electrode positions, three bipolar derivations were generated, two of them with a small distance between the bipolar electrodes (anterior-central, central-posterior) and one with a large distance (anterior-posterior). Hence there are nine possible channel combinations. They are analyzed separately and an optimization procedure was performed on the training data [128]. The combination with the best performance was chosen for further feedback experiments in each subject and EEG measurements from the respective bipolar arrangements are used in this work.

![Screening session protocol](image1)

![Feedback session protocol](image2)

Figure 3.7: The timing protocol for data recording in BCI Competition IV dataset IIb.

The cue-based screening paradigm (see Fig. 3.7(a)) consisted two classes, namely the motor
imagery of left hand (class 1) and right hand (class 2). Each subject participated in two screening sessions without feedback recorded on two different days within two weeks. Each session consisted of six runs with ten trials each and two classes of imagery. This resulted in twenty trials per run and 120 trials per session. Data of 120 repetitions of each motor imagery class were available for each person in total. Prior to the first motor imagery training, the subject executed and imagined different movements for each body part and selected the one which they could imagine best (e.g. squeezing a ball or pulling a brake). Each trial started with a fixation cross and an additional short acoustic warning tone (1 kHz, 70 ms). Some seconds later a visual cue (an arrow pointing either to the left or right, according to the requested class) was presented for 1.25 sec. Afterwards the subjects had to imagine the corresponding hand movement over a period of 4 sec. Each trial was followed by a short break of at least 1.5 sec. A randomized time of up to 1 sec was added to the break to avoid adaptation.

For the three online feedback sessions four runs with smiley feedback were recorded (see Fig. 3.7(b)), whereby each run consisted of 20 trials for each type of motor imagery. At the beginning of each trial (second 0) the feedback (a gray smiley) was centered on the screen. At second 2, a short warning beep (1 kHz, 70 ms) was given. The cue was presented from second 3 to 7.5. Depending on the cue, the subjects were required to move the smiley towards the left or right side by imagining left or right hand movements, respectively. During the feedback period, the smiley changed to green when moved in the correct direction, otherwise it became red. The distance of the smiley from the origin was set according to the integrated classification output over the past 2 sec. Furthermore, the classifier output was also mapped to the curvature of the mouth causing the smiley to be happy (corners of the mouth upwards) or sad (corners of the mouth downwards). At second 7.5, the screen went blank and a random interval between 1.0 and 2.0 sec was added to the trial. The subject was instructed to keep the smiley on the correct side for as long as possible and therefore to perform the motor imagery as long as possible [128].

The details regarding the number of trials in the dataset are given in Table 3.2. For all the

<table>
<thead>
<tr>
<th>Session</th>
<th>Total</th>
<th>Left hand</th>
<th>Right hand</th>
</tr>
</thead>
<tbody>
<tr>
<td>1, 2</td>
<td>120</td>
<td>60</td>
<td>60</td>
</tr>
<tr>
<td>3, 4, 5</td>
<td>160</td>
<td>80</td>
<td>80</td>
</tr>
</tbody>
</table>
nine subjects, the number of trials in all sessions is the same as those given in Table 3.2. The exceptions are the session-4 of subject 2 with 120 trials, session-2 of subject 4 with 140 trials and session-2 of subject 4 with 140 trials.

Using this BCI Competition III dataset IVa, the effectiveness of 3 channel selection possibilities in frequency estimation are evaluated by using C3, Cz and C4 in order to discriminate right hand and left hand motor imagery tasks. The frequency spectra plotted in Fig. 3.8(a)-c) represent the PSD estimates of left hand and right hand motor imagery patterns from channels C3, Cz and C4 respectively for subject S6. It is the average power estimated over all the left and right hand trials separately in session-3. As expected, the channels C3 and C4 are more informative about the discriminative spectrum estimation than Cz. The most discriminative frequency components from channels C3 and C4 are in the range of 8-13 Hz as given in Fig. 3.8(a) and (c) respectively, whereas the power estimates of those frequency components from Cz are not distinct enough as observed in Fig. 3.8(b). Another discriminative band of around 19-23 Hz is also detected in C4. While analyzing the PSD

Figure 3.8: Power spectral density estimates of left hand and right hand motor imagery from C3, Cz and C4.
of EEG signals during left hand and right hand motor imagery, certain discriminative frequency components could be estimated even from channel Cz for a few subjects. But this information was not consistent in all subjects. From the experiments done for all the nine subjects, the informative frequency components to discriminate between left hand and right hand motor imagery patterns are mostly found in channel C4.

Experimental results show that the DFB selection from C4 yields better validation accuracy than using C3 in the proposed DFBCSP framework for most of the subjects. The classification performance of DFBCSP and FBCSP in all the sessions in the dataset and comparison of classification accuracies using FBCSP [119] and proposed DFBCSP algorithms are analyzed for all the nine subjects in the first feedback session of the dataset is given in Fig. 3.9. The new DFBCSP algorithm provides an error rate reduction of 8.9% over the existing FBCSP algorithm. The reason for choosing FBCSP is that it is the winning algorithm of BCI Competition IV held in 2008 for the discussed dataset.

Comparing the classification results of DFBCSP and FBCSP in both datasets, it is found that ten out of fourteen subjects perform better by employing DFBCSP algorithm whereas four subjects yield better accuracy in FBCSP algorithm. The reason for this higher performance achieved by FBCSP in the case of four subjects could be explained as follows. FBCSP enables efficient selection of best features from a bigger set a CSP features obtained after bandpass filtering the multi-channel EEG, using a fixed set of nine bandpass filters.
As the feature selection is performed after bandpass filtering and CSP transformation, the FBCSP algorithm is able to optimize the spectral and spatial separability of features simultaneously before classification. But in DFBCSP, subject-specific discriminative bands are estimated from single channel C4 and it is used for bandpass filtering all EEG channels prior to the spatial filtering stage. Thus, the spectral optimization is done before spatial filtering and the CSP features available for classification are restricted by DFB. It is possible that the selected DFB is not equally optimum for all channels. In a BCI system, classification results depend on the spatial as well as spectral separability of features.

3.3 Conclusion

Contribution of this chapter is the proposal of DFBCSP algorithm which is a new method to find out subject-specific DFB and to extract features from the DFB for signal classification. The classification performance of DFBCSP is slightly better than the state-of-art method: FBCSP which uses a fixed filter bank for all subjects. The DFBCSP method successfully replaces the feature extraction from nine filter outputs followed by a feature selection procedure in FBCSP, by DFB selection and feature extraction processes. The DFBCSP selects the subject-specific discriminative frequency bands using Fisher ratio of filtered EEG signal from channels C3 or C4. The discriminative spectral estimation from C3 and C4 provided higher accuracies in the experimental analysis for classifying ERD/ERS patterns during motor imagery. This observation is in line with the studies reported in [2], [35] and [114].

The DFBCSP enhances the classification accuracy of BCI Competition III dataset IVa and BCI competition IV dataset IIb yielding an average error rate reductions of 17.42% and 8.9% respectively compared to the state-of-art. Even though, the classification results are not significantly better than the FBCSP algorithm, DFBCSP effectively selects the informative frequency components and generates useful features for classification. Out of fourteen subjects analyzed, ten subjects yield better accuracy with DFBCSP whereas four subjects offer slightly lower results than FBCSP. Therefore, robustness of the proposed DFBCSP has to be further improved to obtain significant performance enhancement. Regarding the computational cost, FBCSP filters EEG from all channels using nine filters whereas DFBCSP requires filtering of single channel EEG using twelve filters (parent filter bank) for frequency estimation. In FBCSP, CSP has to be estimated for nine filters whereas it is to
be estimated only for four filters in DFBCSP. DFBCSP has reduced computational cost in bandpass filtering and CSP computation, but it has to perform an additional task of frequency selection using Fisher ratio. Therefore, DFBCSP enables us to highlight the importance of selecting proper frequency components in motor imagery based BCIs.

Preliminary results of optimizing frequency bands using Fisher ratio in BCI are promising and the next chapter present a new frequency optimization method in motor imagery based BCIs.
Chapter 4

Impact of EEG spectral variability on BCI performance

In EEG based BCIs, motor imagery is one of the mental activities which can be effectively detected and used in practical applications. Yet, the discriminative frequency bands in EEG during motor imagery are known to be subject-specific. Moreover, such subject-specific discriminative frequency bands vary over time. The DFBCSP algorithm presented in Chapter 3 addressed the inter-subject variation of discriminative frequency bands. In the subject-specific discriminative filter bank (DFB) selection process, DFBCSP algorithm filters the EEG using the parent filter bank of twelve bandpass filters. In this chapter, a new approach based on the time-frequency Fisher ratio pattern is presented to estimate the subject-specific bands in order to avoid this multi-band filtering process. The variation of the subject-specific bands over time (intra-subject variability) is also investigated in this chapter, along with inter-subject variability.

In order to demonstrate the effect of this spectral variability on the performance of EEG-based BCI, two BCI approaches named as Static Spectral Features (SSF) method and Variable Spectral Features (VSF) method are presented. Both the SSF and VSF learn a subject-specific model using the fixed calibration procedure and evaluate the new EEG samples using fixed frequency and variable frequency bands respectively. Most of the methods in literature estimate the optimal frequency bands during calibration and then keep them
fixed for the new sessions of EEG, without addressing their variability over time. A robust BCI should incorporate not only the variations of frequency bands between subjects but also their variations within subjects.

Motivated by this fact, the variation of the discriminative frequency bands over sessions and its impact on the classification accuracy of motor imagery tasks is analyzed in this chapter using SSF and VSF approaches. Specifically, this chapter investigates how to track the changes in the discriminative frequency bands over time and make use of it, in order to improve the BCI performance.

### 4.1 New BCI approaches: SSF and VSF

The procedure for calibrating the subject-specific model is fixed for both SSF and VSF methods. After developing a subject-specific model from the training data, the SSF evaluates new signals without any model updates over time whereas VSF method updates the model parameters addressing the spectral variability over time. The subject-specific model parameters consist of the discriminative frequency bands, the CSP projection matrix for spatial filtering and the classifier model. Then, the subject-specific model is evaluated on new EEG signals using SSF and VSF methods employing fixed and variable frequency bands respectively. All the experiments and analysis in the work were performed using Matlab. The fixed calibration procedure of VSF and SSF is presented in Section 4.2 and evaluation phases are given in Section 4.3.

### 4.2 Calibration procedure in SSF and VSF approaches

The proposed discriminative frequency bands based BCI system during calibration is composed of 4 stages as shown in Fig. 4.1. The 4 stages including the band selection process, the bandpass filtering, feature extraction, and classification procedure are described here in subsections 1, 2, 3 and 4.
4.2.1 Stage 1: Band selection process

In the analysis of motor imagery tasks, Fisher ratio values are effectively used to determine the subject-specific discriminative frequency bands in DFBCSP algorithm presented in Chapter 3. Fisher ratio is known as a measure of discrimination between two classes of data [133-135]. Therefore, the proposed technique uses a time-frequency Fisher ratio pattern of EEG signal in order to determine the discriminative frequency bands. The PSD in shifting time windows using Short-Time Fourier Transform (STFT) is computed, for every single trial EEG. A single trial EEG is the multi-channel EEG signal recorded for a certain length of time when the subject is performing motor imagery tasks in response to a visual cue. In this context, two types of motor imagery are analyzed; the imagination of right hand and left hand movements for a period of about 4 sec. In the STFT estimation for each single trial EEG, a 256 point FFT is used with a window of length 500 ms and an overlap of 200 ms. Thus, each trial is associated with a discrete time-frequency density pattern \( I_n(f, t) \). Then, the Fisher ratio \( F_R(f, t) \) is calculated to measure the discriminative power of each time-frequency point across trials and classes [133, 134].

\[
S_W(f, t) = \sum_{k=1}^{C} \sum_{n=1}^{n_k} (I_n(f, t) - m_k(f, t))(I_n(f, t) - m_k(f, t))^T 
\]

(4.1)

\[
S_B(f, t) = \sum_{k=1}^{C} n_k (m(f, t) - m_k(f, t))(m(f, t) - m_k(f, t))^T 
\]

(4.2)
In the equations (4.1) to (4.3), the $\mathbf{S}_W$, $\mathbf{S}_B$, $\mathbf{m}_k$, $\mathbf{m}$ and $\mathbf{F}_R$ are two dimensional matrices where $\mathbf{S}_W(f, t)$ and $\mathbf{S}_B(f, t)$ represent the within-class and between-class variances respectively, $\mathbf{m}_k(f, t)$ is the average time-frequency density pattern for class $k$, $\mathbf{m}(f, t)$ is the average time-frequency density pattern over $k$ classes where $k = \{1, 2, \ldots C\}$ and $n_k$ denotes the number of trials for class $k$.

Then, after getting the time-frequency Fisher ratio pattern, the band selection algorithm automatically locates the discriminative bands. To select the first discriminative frequency band, the maximum energy for a given bandwidth and center frequency is determined and compared with that of other frequency locations. This band selection procedure is shown in Fig. 4.2 and described here in steps of 1 to 5.

**Step 1:** A series of rectangular windows of width 3 Hz covers the frequency range of 6-40 Hz. The value of bandwidth is varied from 3 Hz to 9 Hz in steps of 1 Hz as shown in Fig. 4.2. In total, there are seven bandwidth specifications denoted generally as $BW_j$ where $j = 1, 2, \ldots 7$. In other words, $BW_1$ equals 3 Hz and $BW_7$ equals 9 Hz.

**Step 2:** Determine the energy distribution $\alpha$:

$$\alpha(F_i, BW_j) = \sum_{f=F_i-BW_j/2}^{F_i+BW_j/2} \sum_{t=1}^{T_s} F_R^2(f, t)$$

This value is computed for every location obtained when sliding the rectangular window along the frequency axis of Fisher ratio pattern. In equation (4.4), $T_s$ represents the number of time segments in the Fisher ratio pattern.

**Step 3:** Estimate the location $F_j^{opt}$ among all locations $F_i$ which provides maximum energy values $\alpha$ according to the following equation.

$$F_j^{opt} = \underset{i}{\text{argmax}} \, \alpha(F_i, BW_j)$$

This computation is repeated for every $BW_j$. Thus, for each $j$, optimum energy measures $\alpha_j^{opt}$ related to center frequencies $F_j^{opt}$ are obtained.

**Step 4:** Compute the relative change of consecutive $\alpha^{opt}$ values in order to compare the
Slide the rectangular window along frequency axis of Fisher ratio pattern.

**Step 1:**
Compute $\alpha$ for various frequency locations ($F_j$)

**Step 2:**
Compute $\alpha$ for various frequency locations ($F_j$) and $F_{j+1}$

**Step 3:**
Compute $\alpha_{opt}$ and $F_{j_{opt}}$

**Step 4:**
Compute $\alpha_{opt}$ and $F_{j_{opt}}$

**Step 5:**
Compare the $\delta$ values with the threshold ($\delta_{min}$) and estimate the discriminative band.

Figure 4.2: The proposed band selection process using the time-frequency Fisher ratio pattern. In step 2, the energy values are estimated according to eqn. (4.4). Step 3 selects the optimum frequency location using eqn. (4.5) for all bandwidths and step 4 computes the delta values according to eqn. (4.6).

The discriminative capability of various $BW_j$. The relative change $\delta_j$ is estimated as:

$$\delta_j = \frac{\alpha_{j_{opt}} - \alpha_{j_{opt}}^{j-1}}{\alpha_{j_{opt}}^{j-1}} \times 100 \quad (4.6)$$

$\delta_j$ is computed for $j = \{2, 3, \ldots, 7\}$. For instance, initially the value of $\delta_{j_{opt}}^2$ is calculated using values of $\alpha_{j_{opt}}^2$ and $\alpha_{j_{opt}}^1$ as shown in Fig. 4.2.

**Step 5:** After estimating $\delta_j$ values, its values are compared with a threshold $\delta_{min}$. For example, the value of $\delta_{j_{opt}}^2$ is compared with $\delta_{min}$ to check whether the increase of bandwidth from $BW_1 = 3$ Hz to $BW_2 = 4$ Hz contains frequency components that contribute to the discriminative power. If $\delta_{j_{opt}}^2 \leq \delta_{min}$, the contribution from the next higher bandwidth is checked by $\delta_3$ and so on. The threshold $\delta_{min}$ is selected from the experimental analysis and is fixed for all subjects. For various values of $\delta_{min}$ such as 10%, 20%, 30%, 40%... etc., the bands estimated by the algorithm have been noted and it is found that as the threshold increases, the tendency to select only 3 Hz bandwidth is high. Hence, in order to accommodate all frequency components even with a slightly higher discriminative power, the threshold is chosen as 10%.
Table 4.1: Computational complexity of band selection algorithm

<table>
<thead>
<tr>
<th>Operation</th>
<th>Number of multiplications</th>
<th>Number of additions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) PSD estimation of $n_k$ trials in $C$ classes of EEG signals using N-point FFT</td>
<td>$n_k.T_s(N/2).\log_2 N$</td>
<td>$n_k.T_s.N.\log_2 N$</td>
</tr>
<tr>
<td>2) Computing $S_W$ according to eqn. (4.1)</td>
<td>$F.T_s.C.n_k + F.T_s.C$</td>
<td>$F.T_s.C.n_k + F.T_s.C(n_k - 1)$</td>
</tr>
<tr>
<td>3) Computing $S_B$ according to eqn. (4.2)</td>
<td>$F.T_s.C + F.T_s + C$</td>
<td>$F.T_s.C + F.T_s$</td>
</tr>
<tr>
<td>4) $F_R$ computation according to eqn. (4.3)</td>
<td>$F.T_s$</td>
<td>-</td>
</tr>
<tr>
<td>5) Estimation of $\alpha$ values</td>
<td>1393$T_s$</td>
<td>2583$(T_s - 1)$</td>
</tr>
<tr>
<td>6) Comparison of $\alpha$ and $\delta$ values using equations (4.5) and (4.6)</td>
<td>12</td>
<td>206</td>
</tr>
<tr>
<td>Total</td>
<td>$\left[ (N/2)\log_2 N \right] n_k.T_s + F.T_s C(n_k + 2) + 2F.T_s + C + 1393T_s + 12$</td>
<td>$n_k.T_s.N.\log_2 N + 2n_k.F.T_s.C + F.T_s + 2583 \left( T_s - 1 \right) + 206$</td>
</tr>
</tbody>
</table>

Figure 4.3: Comparison of delta values for estimating the discriminative band.

Details of step 5 are shown in Fig. 4.3. The search stops when $\delta_j \leq \delta_{min}$ and the $j - 1^{th}$ location is taken as the first discriminative band or Band-1. To estimate the second band, the search is repeated from 6 Hz to 40 Hz of the time-frequency Fisher ratio pattern avoiding the selected band (1 Hz overlap is also used). It means that if the first band selected is 8-13
Hz, the next search starts from 6 Hz to 40 Hz after replacing the Fisher values of frequency points 9-12 Hz as zero over the whole time axis in Fisher ratio pattern. Similarly, the band search continues until a certain number of bands is reached.

The optimum number of discriminative bands is determined based on an experimental analysis presented in Section 4.4.2. Also, $\delta_{\text{min}}$ is set to ten for all subjects based on the experiments. The bands of relative change less than $\delta_{\text{min}}$ are eliminated as the corresponding frequency components do not contribute much to the energy distribution of the Fisher ratio pattern. Once the band selection algorithm has selected the subject-specific frequency bands, the EEG from all channels were filtered using these discriminative bands for further processing.

Computational complexity of this band selection procedure can be approximately estimated by computing the number of multiplications and additions in each of the steps. For the estimation of Fisher ratio pattern in band selection process, the PSD values of EEG signals are computed using STFT. Let $T_s$ be the number of time-segments generated using an $N$-point FFT and $F$ be the number of frequency points in the Fisher pattern. If there are $n_k$ number of trials in every $C$ classes of EEG signals, the complexity of estimating the discriminative band from the time-frequency Fisher pattern of size $F \times T_s$ can be approximately calculated as given in Table 4.1. For simplicity, the computational cost of subtraction is taken as same as that of addition operation.

The band selection algorithm always considers frequency components in the range of 6-40 Hz using rectangular windows of bandwidths 3 Hz, 4 Hz, 5 Hz, 6 Hz, 7 Hz, 8 Hz and 9 Hz during the computation of $\alpha$ values. Sliding of these windows along the frequency axis of Fisher ratio pattern gives 32 bands of 3 Hz bandwidth, 31 bands of 4 Hz, 30 bands of 5 Hz, 29 bands of 6 Hz, 28 bands of 7 Hz, 27 bands of 8 Hz and 26 bands of 9 Hz respectively. Computational costs for these specific values are given in Table 4.1. After deciding the optimum $\alpha$ values for every the bandwidth, $\delta$ values are computed according to eqn. (4.6). Then, the $\delta$ values are compared to select the discriminative frequency band. The total computational cost increases with increase in the number of bands to be estimated.
4.2.2 Stage 2: Bandpass filtering

The discriminative bands selected by analyzing the time-frequency Fisher ratio pattern are used for the subject-specific filter bank design. Depending on the frequency band information from Fisher ratio pattern, the desired bandpass filters in the BCI system are configured by choosing appropriate decimation factors in the Coefficient Decimation technique described in Section 3.1.1. Thus, depending on the bands estimated from time-frequency Fisher ratio pattern, required bandpass filters are configured and multi-band filtering is performed.

4.2.3 Stage 3: Feature extraction using CSP

The filtered EEG signals are processed by CSP in order to extract the features. The CSP technique constructs a new time series by projecting high dimensional, spatio-temporal EEG signal onto very few spatial filters [117]. The details about feature extraction using CSP is explained in Section 2.3.5.

4.2.4 Stage 4: Classification

The classifier estimates the type of motor imagery performed from the trained model. The trained model is constructed from training data that comprises of the features and respective class labels. The naive Bayesian classifier applied in this work estimates the probability values $p(X|w)$ and $P(w)$ from the training data samples and predicts the class $w$ with the highest posterior probability $p(w|X)$ using the Bayes rule [119]:

$$p(w|X) = \frac{p(X|w) \times P(w)}{p(X)} \quad (4.7)$$

where $X = \{X_1, X_2, ..., X_d\}$ is the data sample with $d$ features. The computation of $p(w|X)$ is rendered feasible by a naive assumption that all the features $X$ are conditionally independent for a given class $w$ and the details regarding the estimation of probability functions are available in [119].
4.3 Evaluation procedures

In the calibration phase explained in the previous section, three subject-specific models are learnt and they are:
(i) Bandpass filters corresponding to the discriminative frequency bands selected using the time-frequency Fisher ratio pattern of the training data,
(ii) CSP transformation matrix for feature extraction and
(iii) Classifier model.
Each of these subject-specific models has their own set of parameters. The parameters are fixed for SSF evaluation whereas they are updated in VSF evaluation phase. SSF and VSF evaluations are explained in Sections 4.3.1 and 4.3.2 respectively.

4.3.1 SSF evaluation

![Figure 4.4: Evaluation process in SSF method.](image)

With the SSF evaluation as shown in Fig. 4.4, all the three sets of calibrated model parameters always fixed for a particular subject. Stages in the evaluation phase of SSF are:
Stage 1: EEG signals are filtered with the bandpass filters obtained during calibration (refer to section 4.2),
Stage 2: Features are extracted by projecting the filtered EEG using CSP transformation matrix \( \mathbf{W} \) computed from the calibration data.
Stage 3: The extracted features are classified using the classifier model learned during calibration.
As the SSF method does not update the model parameters, the spectral variability is not addressed in the SSF system.
4.3.2 VSF evaluation

Due to variations of the discriminative frequency bands over time, the operational frequency bands obtained from calibration data may not be appropriate for processing new EEG signals. The effects of updating the frequency bands over time in the performance of the BCI are investigated using VSF method. With the VSF method given in Fig. 4.5, the system keeps track of variations in discriminative spectral components. In order to track this discriminative spectral variability in the VSF method, after a small number of trials, say $N_1$ trials in the evaluation session, the frequency bands are updated. During testing, the first $N_1$ trials of motor imagery tasks are evaluated using the subject-specific models learned during calibration. These models include bandpass filters, CSP transformation matrix and classifier model.

![Diagram](image)

Figure 4.5: Evaluation process in VSF method. If there are $N_1$ complete single-trials inside the buffer, time-frequency Fisher ratio pattern is computed using the completed tasks. Frequency bands are estimated from the pattern and bandpass filters are updated accordingly. The updated parameters are used for processing $N_1 + 1^{th}$ trial onwards.

In order to track band variations over time, a time-frequency Fisher ratio pattern is obtained using the current $N_1$ EEG single-trials and its discriminative frequency bands are estimated. These updated frequency bands are used for bandpass filtering the next batch of $N_1$ tasks. Similarly, the updates are done at every $N_1^{th}$ task. Thus, the most recent discriminative frequency information is utilized for processing the signals. The updated information is used only for processing future samples, and not for the current tasks. The buffer shown in Fig. 4.5 is used to keep the EEG signals for the purpose of updating the frequency bands. The classifier is also updated at every $N_1^{th}$ task, using the features from the previous tasks. Since, this work focuses on the optimization of discriminative frequency components in EEG, the CSP transformation matrix is kept fixed over all sessions assuming the spatial
weights of all channels are fixed. The procedure is presented in 8 steps as shown here. The value of $N_1$ is fixed based on the experimental analysis given in Section 4.5.

<table>
<thead>
<tr>
<th>VSF evaluation procedure:</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Set $n = 1$; and select the time-frequency Fisher ratio pattern, bandpass filters, CSP matrix $W$ and classifier model obtained during calibration for processing the signal.</td>
</tr>
<tr>
<td>(2) Filter the EEG using the selected bandpass filters, extract the CSP features and predict the task performed using the classifier.</td>
</tr>
<tr>
<td>(3) Save the data $E$ and note the type of imagination performed.</td>
</tr>
<tr>
<td>(4) If $n$ is a multiple of $N_1$, go to step 5. Otherwise, go to step 7.</td>
</tr>
<tr>
<td>(5) Compute the new discriminative frequency bands according to equations (4.1)-(4.6) from the time-frequency Fisher ratio pattern of the saved $N_1$ single-trials.</td>
</tr>
<tr>
<td>(6) Update the bandpass filters according to the newly estimated bands and retrain the classifier using previous features.</td>
</tr>
<tr>
<td>(7) Wait for the next trial.</td>
</tr>
<tr>
<td>(8) When new EEG single-trial is received, $n = n+1$ and proceed to step 2.</td>
</tr>
</tbody>
</table>

### 4.4 Experiments and analyses

Various experiments were performed to validate the study. The effectiveness of band selection from the time-frequency Fisher ratio pattern and the investigation of spectral variability over sessions are given in sections 4.2.2 and 4.2.3 respectively. The experiments done using the proposed SSF and VSF methods are provided in Section 4.4.1.

#### 4.4.1 EEG data used

The data set used in this work is the publicly available BCI competition IV dataset IIb. It consists of EEG data from nine healthy right-handed subjects of a study published in [128]. In every subject, 3 bipolar EEG measurements are available from the electrodes C3, Cz and C4, sampled at 250Hz. The recorded EEG was bandpass filtered between 0.5 Hz and 100 Hz and a 50 Hz notch filter was enabled. The details are given in Section 3.2.2.
Figure 4.6: Time-frequency Fisher ratio patterns of nine subjects from session-3 of BCI Competition IV dataset IIb. The x-axis corresponds to the time segments obtained during the STFT estimation of 5 sec of EEG data and y-axis represents the frequency in Hz. The scale of the plot is shown on the right side of each pattern.
4.4.2 Band selection

The method of estimating the frequency bands from the time-frequency Fisher ratio pattern is described in Section 4.2.1. The EEG signals recorded by electrodes on sensorimotor cortices give the highest discrimination between motor imagery tasks [36]. Therefore, the proposed algorithm in this chapter uses the Fisher ratio values of EEG channel C4 in order to find out the informative frequency bands similar to the DFBCSP algorithm in Chapter 3. Fig. 4.6(a)-(i) show the time-frequency Fisher ratio patterns obtained in session-3 of channel C4 for subjects 1, 2, 3, 4, 5, 6, 7, 8 and 9 respectively. These patterns shown in Fig. 4.6 are the contour plots of $F_R$ that are obtained using equations (4.1)-(4.3). The scale for each plot is provided on the right side of the respective patterns. Applying STFT on the EEG signal of duration 5 sec, the obtained power spectral density $I_n(f,t)$ has 16 time segments as provided in Fig. 4.6. The frequency range is from 1 Hz to 40 Hz. From these patterns, the informative bands are estimated.

The search for the second band using the same Fisher ratio pattern avoids the first estimated band from the $F_R$, but allowing an overlap of 1 Hz at the 2 edges of Band-1. Therefore, the selected bands overlap slightly for some subjects. To keep the consistency in the band selection and respective feature extraction processes, the number of bands is fixed at two in the study without merging the overlapping bands into one. Based on the time-frequency Fisher ratio patterns shown in Fig. 4.6(a)-(i), the discriminative bands selected are {19-23 Hz and 11-14 Hz} for Subject 1, {8-13 Hz and 24-30 Hz} for Subject 2, {15-21 Hz and 31-36 Hz} for Subject 3, {11-16 Hz and 9-12 Hz} for Subject 4, {28-32 Hz and 23-29Hz} for Subject 5, {12-15 Hz and 9-13 Hz} for Subject 6, {12-16 Hz and 11-14 Hz} for Subject 7, {10-13 Hz and 8-11 Hz} for Subject 8 and {23-27 Hz and 21-24 Hz} for Subject 9 respectively.

Fig. 4.6 clearly shows the inter-subject variability of discriminative frequency bands in ERD/ERS patterns. The characteristics of ERD/ERS patterns might depend on many factors such as subject’s age, lack of concentration, attention, noise, strategy of imagination, presence of feedback etc. The study in [136] is one of the few attempts to get an insight into the relationship between the cognitive ability to imagine movements and increasing age. The study indicates that ability to generate and manipulate mental images shows a decline in elderly participants. The study also shows that with increasing age the capacity to imagine movements is not stable but shows a subtle change, in that elderly (≥ 64 yr) showed some decline in the ability to imagine movements from an internal perspective. Also, each
subject has specific physioanatomical structure and may use different imagery strategies to induce ERD and ERS patterns [127]. Visual feedback and process of learning are also responsible for changes in EEG frequency patterns [5]. The effects of other variables such as motivation, attention and learning history are not yet fully understood, and a matter of current research [137].
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Figure 4.7: Average classification accuracy over nine subjects in the BCI Competition IV dataset IIb for different number of bands.

However, the discriminative frequency points are effectively located by the proposed band selection algorithm and can be used in the automatic estimation of frequency bands in BCI applications. In order to fix the number of bands to be chosen from time-frequency Fisher ratio pattern, an experimental analysis is done using BCI Competition IV dataset IIb. The average classification accuracies over nine subjects in four evaluation sessions for different number of bands are computed and are shown in Fig. 4.7. It is observed that increasing the number of bands beyond two does not give a noticeable performance improvement in the experimental results. Therefore, the number of subject-specific discriminative bands ($N_B$) is fixed as two in the proposed methods.

### 4.4.3 Analysis of discriminative spectral variability over sessions

In order to investigate the discriminative spectral variability during the performance of motor imagery, the discriminative bands in various sessions are analyzed separately using the Fisher ratio patterns.
Figure 4.8: Variation of discriminative frequency bands in 5 sessions for nine subjects. The black and red plots represent the first and second most discriminative bands respectively for the corresponding session. The x-axis represents the sessions 1, 2, 3, 4 and 5. The y-axis represents the frequency in Hz.
Inter-session variability of frequency bands

A 10-fold cross-validation procedure is done to analyze the discriminative spectral variability over various sessions. The 10-fold cross-validation mixes the data set randomly and divides into ten equally sized distinct partitions. Each partition is then used for testing; while other nine partitions are used for training the model. From each training set, two discriminative frequency bands are estimated which are used for bandpass filtering the EEG signals in the test set. The bands are selected using the time-frequency Fisher ratio method described in Section 4.2. From each of the training set in the 10-folds, ten sets of frequency bands (total ten bands) are estimated. Then, the fold-specific bands are noted and the number of times each band appears is computed. The first and second discriminative bands are selected based on the number of times they are selected in all folds; i.e. the most frequent band is selected as the first discriminative band.

The 10-fold cross-validation is done on all sessions individually and the two discriminative bands are noted. Fig. 4.8(a)-(i) show the selected discriminative bands in five sessions for Subject 1 to Subject 9 respectively. The black and red plots in Fig. 4.8 represent the first and second most discriminative bands respectively. After choosing the session-specific discriminative bands based on the procedure explained previously, the 10-fold cross-validation procedure is repeated by processing all the folds in these two selected frequency bands in the respective sessions for all subjects. Features from these two selected discriminative bands gave similar or higher classification accuracies in most of the sessions in all the subjects compared to fold-specific bands. Hence, the selected bands plotted in Fig. 4.8 represent the discriminative spectral information in all sessions.

Fig. 4.8 reveals the significant inter-session variation of discriminative frequency bands in all subjects. But, the degree of discriminative band variation is found to be subject-specific. For example, in Subject 1 the selected bands for sessions 1, 2, 3, 4 and 5 are: {11-14 Hz and 9-12 Hz}, {10-14 Hz and 8-11 Hz}, {19-23 Hz and 11-14 Hz}, {11-14 Hz and 22-26 Hz} and {23-29 Hz and 35-39 Hz} respectively. Similarly, in all the nine subjects, the discriminative bands vary from session to session.

The inter-subject and intra-subject variation of discriminative frequency bands are clearly visible in Fig. 4.8. It is reported that EEG spectrum undergoes a sequence of changes during preparation, execution and imagination of motor movements [126]. A number of
human EEG studies have led to a hypothesis that event-related changes in different EEG band power arise from different neurophysiological mechanisms and have different functional meanings. But, they are yet to be discovered clearly [126]. Synchronization of signals in the alpha and beta bands has been postulated to reflect an aroused but idling state of cerebral cortex and suppression of power in these bands has been postulated to reflect either inhibition of cortical activity or resetting of cortical circuits in preparation for future activation. In contrast, event related augmentation of gamma band activity has been associated with functional activation of cortex. Hence, activation of motor cortex by motor imagery can be reflected as power changes in subject-specific alpha, beta and gamma bands of EEG [124, 138].

**Intra-session variability of frequency bands**

In the 10-fold cross-validation, the fold-specific bands were consistent in six subjects for at least one session. For example, in the 10-fold cross-validation done in session-3 of subject 1, the bands \{19-23 Hz and 11-14 Hz\} have been consistently selected in all the ten0 folds as first and second discriminative bands respectively. In order to analyze the intra-session variability of frequency bands more specifically, the EEG data for each session is divided into segments of forty trials and estimated the bands from the respective time-frequency Fisher ratio patterns. The process in done for the five sessions in all the nine subjects to analyze the intra-session variability of frequency bands. Fig. 4.9 shows the variability for nine subjects in session-2 and the three segments each having 40 trials are denoted as \(T_1\), \(T_2\) and \(T_3\). From each Fisher pattern, two frequency bands are estimated. The selected frequency components in \(T_1\), \(T_2\) and \(T_3\) are shown in black, grey and blue shades respectively. A certain percentage of overlap exists between segment-specific discriminative frequency bands in most of the subjects. From the analysis of five sessions in the nine subjects, inter-session variability of discriminative bands found to be more prominent than their intra-session variability.

In Fig 4.9, it is found that there are beta activity beyond 20 Hz for a few subjects. Motor imagery is associated with an amplitude attenuation (ERD) or enhancement (ERS) in subject-specific frequency bands of EEG. Beta ERS is based on the cooperative or synchronized behavior of large number of neurons in motor cortex. These oscillations can include
frequency components either in a single band or in multiple frequency bands, whereby each person has his own subject-specific beta frequency components [124]. It is also possible to have simultaneous occurrence of ERD and ERS in beta bands at the same electrode. These time-frequency characteristics of ERD/ERS patterns reflect circuitry and behavior of underlying neuronal networks and they are subject-specific [138].

Figure 4.9: The variation of discriminative frequency bands in session-2 of subject 1 to subject 9.

4.4.4 Calibration and evaluation using SSF and VSF methods

In both the SSF and VSF methods, the session-1 EEG of each subject is used for training the subject-specific models. To estimate the subject-specific operational frequency bands, the time-frequency Fisher ratio pattern of EEG channel C4 is employed in the experiments as the Fisher values from C4 is effectively used to choose the discriminative frequency bands in the previous work proposed in Chapter 3. Experiments presented in Section 4.4.2 show that a number of two frequency bands gives a good classification performance. Therefore, the number of discriminative bands is fixed at two in the experiments.

The two discriminative bands selected by the band selection algorithm based on the time-frequency Fisher ratio of session-1 in nine subjects are {11-14 Hz and 9-12 Hz} for Subject 1, {36-39 Hz and 15-20 Hz} for Subject 2, {7-12 Hz and 25-29 Hz} for Subject 3, {10-13 Hz and 18-22 Hz} for Subject 4, {24-30 Hz and 21-25 Hz} for Subject 5, {12-15 Hz and
22-28 Hz} for Subject 6, \{10-15 Hz and 19-23 Hz\} for Subject 7, \{9-13 Hz and 7-10 Hz\} for Subject 8 and \{23-27 Hz and 36-40 Hz\} for Subject 9 respectively. In the analysis presented in 4.4.3, it is observed that there exists considerable variation of discriminative frequency bands over time for all the nine subjects. Therefore, the frequency bands estimated from session-1, will not be appropriate for processing the subsequent sessions.

In order to demonstrate the effect of tracking the discriminative spectral variability on the performance of a BCI, the subject-specific model learnt from session-1 for each subject is tested on sessions 2, 3, 4 and 5 with and without incorporating spectral updates using SSF and VSF methods respectively. During evaluation, the SSF method uses the same models obtained during training whereas the VSF method keeps track of the discriminative frequency bands over time to develop a robust BCI. The VSF method updates the frequency bands and classifier model after a small number of trials \((N_1)\) in the new session. These \((N_1)\) trials are evaluated using the calibrated model and the remaining trials of the session are evaluated using the updated model. For example, while evaluating session-2 (with 120 trials in total), the first \((N_1)\) trials are classified using the calibrated model and the remaining 120\((N_1)\) trials are classified by incorporating the updates as described in Section 4.3.2. The experimental analysis to fix the value of \(N_1\) is presented in Section 4.5.

The comparison of SSF and VSF approaches is done based on the accuracy of classifying the imagery trials in the evaluation sessions. During the evaluation, every incoming single trial EEG is processed to extract the specific features and the classifier predicts the possible class (left or right hand imagery) into which the given trial belongs to. The classifier output is named as predicted label in the following part of thesis. The stimulus codes of all trials or the true class labels are already available in the dataset. The percentage of correctly classified trials over the total number of trials in one session is computed and its value serves as the percentage classification accuracy of that session.

### 4.5 Results and discussions

The subject-specific model trained from session-1 is evaluated in sessions 2, 3, 4 and 5 respectively using the proposed SSF and VSF methods.

In the VSF method, a few channel selection possibilities depending on the source signal
Figure 4.10: Variation of accuracy vs. channel selection for band estimation and variation of accuracy vs. number of tasks in the VSF method.

from which bands are estimated have also been investigated and the accuracy results are plotted in Fig. 4.10(a). The PSD using STFT from the mentioned channels are utilized for getting the time-frequency Fisher ratio pattern. It is found that the single channel C4 alone gives better classification accuracy than individual EEG channels either C3 or Cz and also than a combination of C3, Cz and C4. In the combination channel model, the mean PSD of all the three channels is used for time-frequency Fisher ratio estimation.

In order to find out the optimum number of trials \(N_1\) required for updating the filters and classifier in the VSF method, an experimental analysis was done by varying the number of tasks. Fig. 4.10(b) shows the variation of overall accuracy (average accuracy of nine subjects over four sessions) vs. number of trials \(N_1\). From the analysis, a buffer of 40 trials is found to be sufficient to obtain discriminative time-frequency patterns and to update the frequency bands. Indeed, even 20 trials might have been sufficient, since average performance is not significantly lower for \(N_1=20\). However, since higher number of updates are required while using \(N_1=20\) compared to 40, \(N_1\) is fixed as 40 in the experiments.

Fig. 4.11(a), 11(b), 11(c) and 11(d) show the classification accuracies for the nine subjects \((S_1 \text{ to } S_9)\) and their respective average values using SSF and VSF methods in sessions 2, 3, 4 and 5 respectively. Fig. 4.11(e) shows the average accuracy over nine subjects in four evaluation sessions. The reported results are obtained using the EEG channel C4 for band selection and a buffer of \(N_1 = 40\) tasks. The results showed that the proposed VSF
Figure 4.11: Comparison of classification accuracies of test trials using the proposed SSF and VSF methods in the evaluation sessions. The number of trials in each of the evaluation sessions are given in Table 3.2.
method performs better than SSF in most of the subjects. For example, in Subject 1, the two discriminative bands obtained by 10-fold cross-validation in session-1 are \{11-14 Hz and 9-12 Hz\} whereas the bands obtained in session-5 are \{23-29 Hz and 35-39 Hz\}. Thus, there is a significant shift in discriminative bands between sessions 1 and 5 for Subject 1. Therefore, while evaluating session-5, the V SF method which tracks the relevant spectrum over time gives an error rate of only 21% whereas the SSF method which uses features from the calibrated bands (from session-1) gives a higher error rate of 43% as seen in Fig. 4.11(c). On average, the V SF method outperforms SSF with error rate reductions of 5.41%, 4.86%, 21.01% and 14.95% in sessions 2, 3, 4 and 5 respectively. The average error rate reduction obtained by V SF method is 11.50% across all 4 sessions. The error rate reduction is computed using the equation (3.14) given in Chapter 3.

The results of the proposed V SF method are also compared with DFBCSP algorithm presented in Chapter 3 and the comparison is given in Fig. 4.12. The DFBCSP algorithm uses CSP features from a selected subject-specific discriminative filter bank and does not employ any filter updates over time. In the analysis of nine subjects, it is found that the proposed V SF gives an error rate reduction of about 10% over DFBCSP in the four test sessions.

![Figure 4.12: Comparison of classification accuracies using DFBCSP and V SF method.](image)

The discriminative spectral variations over sessions during motor imagery tasks and its effect on the classification performance of BCI have been investigated in this chapter. The inter-session discriminative spectral variability is verified using the 10-fold cross-validation procedure and the effect of discriminative spectral variability on the classification accuracy of motor imagery tasks is demonstrated by comparing the classification accuracies of the
BCI systems employing static and updated spectral features. In order to demonstrate this, the true labels are utilized for the frequency updates. But, in real time BCI applications, the true labels are not always available. Therefore, in order to extend the scope of this work to online applications, the VSF method is repeated in all subjects without using the true labels. The updates were based on the predicted class labels in order to make the procedure fully automatic. The resulting classification accuracies are found to be better than static method, even though the updates on the frequency bands and classifier are unsupervised.

The average classification accuracy over nine subjects in four sessions are 74.75% and 72.40% when using the true labels and the predicted labels respectively for the VSF method, where as it is 71.40% in SSF with fixed frequency bands. The results of VSF method are better than those of SSF method. Also, the study could analyze the variation of frequency bands over time and the effect of tracking these variations on the performance of BCI. As the selection of relevant frequency components is very important in BCI design, the development of robust algorithms to track their variations over time is necessary in future.

In this study, the spatial filter $W$ for feature extraction is fixed, assuming the channel weights are stable even though the filters are updated. The possibility of updating the spatial filter along with temporal filters was also explored, but it hardly helps to further improve the results in the discussed dataset. Thus, this study showed that the classification accuracy has a significant dependency on discriminative frequency bands, even though the spatial weights were fixed. Hence, the simplicity of the new system lies in the fact that the CSP transformation matrix for spatial filtering is not retrained for new EEG samples even though they are filtered in different bands.

### 4.6 Conclusion

This chapter proposed a new technique based on time-frequency Fisher ratio pattern for estimating subject-specific discriminative frequency bands. The mentioned technique is employed to analyze the inter-subject and intra-subject variability of discriminative bands. This chapter also contributes studies on inter-session variability of subject-specific discriminative frequency bands and the effect of this variability on the classification accuracy of motor imagery tasks in BCI. To demonstrate this effect, two BCI systems are proposed: Static Spectral Features (SSF) method and Variable Spectral Features (VSF) method. SSF
evaluation uses only the discriminative bands which were learnt during training whereas VSF method keeps track of discriminative spectral variability when motor imagery tasks are received in new sessions. In all the sessions, the results showed that VSF method outperforms SSF method, which emphasized the requirement of adaptive updates of the discriminative bands in BCI applications. In the proposed VSF method, the frequency bands and band-pass filters are updated for new EEG signals during evaluation phase whereas the spatial filters are kept the same as those obtained during calibration. The method of designing filters using coefficient decimation approach makes it easier to reconfigure the frequency bands at a reduced computational complexity for real time applications.

A few subjects in the dataset showed poor performance even though the discriminative bands were tracked. As EEG signals are non-stationary, an optimal BCI must have the ability to adapt dynamically throughout its use in time, frequency and spatial domain. The BCI performance can also be improved by employing adaptive updates on the classifier model with time [139-145]. Therefore, new adaptation techniques will be investigated in the next chapter for further improvement in the system performance and to achieve efficient online applications.

In the next chapter, an adaptive approach is proposed to address the discriminative spectral variability, using online and offline experiments.
Chapter 5

An Adaptively Weighted Spectral-Spatial Pattern Algorithm

Motor imagery causes detectable amplitude changes in subject-specific frequency bands, dubbed as ERD/ERS patterns and such frequency bands are subject to change over various sessions. In Chapters 2, 3 and 4, it is found that the accurate estimation of subject-specific bands improves the classification accuracy of motor imagery patterns. In Chapter 4, the time-frequency Fisher ratio pattern is employed to estimate the discriminative frequency points based on Fisher ratio values. Although this method has more flexibility in finding subject-specific bands than the DFBCSP method (in which the parent filter bank in DFBCSP is fixed) presented in Chapter 3, the discriminative power is estimated using the time-frequency Fisher ratio pattern. In the Fisher ratio pattern, the discriminative information using Fisher values is expressed as a function of time and frequency as given in Fig. 4.6. In order to track the variations of discriminative frequency bands over time, the complexity will be less if the discriminative capability estimation is expressed as discrete values, rather than expressing in both time and frequency domains as done in Fisher patterns. Therefore, in this chapter, a new band selection method based on discrete discriminative weight values is presented instead of time-frequency patterns. Obviously in adaptive methods, it will be easier to compare the discrete weight values than to compare the time-frequency Fisher ratio pattern.
With the help of SSF and VSF methods presented in Chapter 4, the importance of identifying the subject-specific frequency bands for the accurate classification of motor imagery activities is verified. In this chapter, a new adaptive method is presented to track the change of discriminative frequency bands over time during motor imagery. The new Adaptively Weighted Spectral-Spatial Patterns algorithm estimates the discriminative frequency components and updates the bandpass filters adaptively based on a discriminative weight deviation. A study on the effect of feedback on the variation of discriminative bands is also performed using online experiments and it is found that presence of visual feedback results an increased variation of frequency bands.

5.1 New methodology

![Diagram](https://via.placeholder.com/150)

Figure 5.1: The framework for adaptively weighted spectral-spatial pattern algorithm during calibration.

Chapter 4 presented the discriminative spectral variability and its effect on the performance of motor imagery based BCI. The subject-specific frequency information was extracted using the time-frequency Fisher ratio pattern of the EEG signals from the sensorimotor cortex. In this chapter, a band selection technique is presented based on the discriminative weights of frequency components, which is also based on the Fisher ratio values. Using the new band selection technique, a BCI approach named as “Adaptively Weighted Spectral-Spatial Patterns” (AWSSP) is presented here which tracks the spectral variability of motor imagery patterns based on their discriminative weights. The new adaptation technique employed in this work improves the classification accuracy of most of the subjects analyzed in both offline and online experiments. The comparison of classification performance of the proposed methods with existing systems is also presented.

The proposed techniques aim to develop a BCI system using an adaptive feature extraction technique which can track the variations of discriminative frequency bands over time. The systems during calibration and evaluation are shown in Figs. 5.1 and 5.2 respectively. In
both the calibration and evaluation systems, the informative frequency bands are determined based on the Discriminative Weight (DW) values of frequency components. The separability criterion based on Fisher ratio is used for estimating the DW values. During calibration, three subject-specific model parameters are developed:

(i) DW values, discriminative frequency bands and bandpass filters,
(ii) CSP projection matrix (spatial filter) for feature extraction and
(iii) Classifier model.

After developing the calibration models, new single-trial EEG signals have been evaluated by AWSSP method. Up to a certain number of trials, AWSSP keeps the calibrated subject-specific models (bandpass filters, CSP transformation matrix and classifier model) for processing the signals. After that, AWSSP compute the DW values of the newly received EEG trials and checks their deviation from the calibrated DW values. If the deviation is greater than a threshold defined in the proposed system, the frequency bands are estimated from the recently estimated DW. For each new incoming trial, the deviation of DW values is continuously estimated. If the deviation is larger than the threshold, the bandpass filters and classifier model are updated. This updated information is used for processing future EEG samples only, but not for the current trial. Illustrations of both calibration and evaluation systems are given in sections 5.1.1 and 5.1.2 respectively.
5.1.1 BCI system during calibration

The proposed BCI system using weighted spectral-spatial features has 4 stages as illustrated in Fig. 5.1.

Stage 1: Estimate the subject-specific discriminative frequency bands based on the discriminative weights of frequency components.

Stage 2: After getting the discriminative frequency bands, design the required bandpass filters using a Coefficient Decimation technique and filter the EEG.

Stage 3: Apply CSP to the bandpass filtered EEG to extract the features.

Stage 4: Classify the extracted features to predict the task performed.

The various steps are described in the following sections.

Stage 1: Estimation of bands based on discriminative weights

![Diagram](image)

Figure 5.3: The band selection procedure.

Fig. 5.3 shows the various steps in the band selection procedure using DW values. In the proposed technique, the DW values are estimated from the time-frequency Fisher ratio values of EEG signal obtained from channel C4. During right or left hand motor imagery, EEG signals from motor cortex, especially channels C3 and C4 gives comparatively better discriminative information for frequency estimation and classification. Also, the Fisher ratio pattern of EEG from channel C4 has been successfully used in the previous work presented in Chapter 4, in order to determine the subject-specific discriminative frequency bands. Initially, the power spectral density in shifting time windows using Short-Time Fourier Transform (STFT) is computed for each motor imagery task with a 256 point FFT. The sampling frequency of the signal is 100 Hz. For STFT, a window length of 800 ms and overlap of 500 ms are used. Thus, a discrete time-frequency density pattern $I(f, t)$ is obtained for each trial similar to the procedure proposed in Chapter 4. Then, Fisher ratio pattern $F_R$ which is the measure the discriminative power of each time-frequency point across trials and classes is computed according to equations (4.1) to (4.3) provided in
Chapter 4. Then, the Discriminative Weight $\mathbf{D} \mathbf{W} (f)$ is computed from $\mathbf{F}_R$ as:

$$DW(f) = \sum_{t=1}^{T} F_R(f, t) \tag{5.1}$$

where $T$ represents the number of time segments obtained by STFT transformation. After obtaining $\mathbf{D} \mathbf{W} (f)$, a similar band searching method reported in Chapter 4 (refer 4.1.1) is applied to choose the informative bands. In order to automatically decide the informative frequency components, rectangular windows are shifted along the frequency axis of $\mathbf{D} \mathbf{W} (f)$. Initially a rectangular window of width $3 \text{ Hz}$ slides from the initial point $6 \text{ Hz}$ until $40 \text{ Hz}$ of $\mathbf{D} \mathbf{W} (f)$. This window is shifted in steps of $1 \text{ Hz}$ to obtain different frequency band locations of $\{6-9 \text{ Hz}\}$, $\{7-10 \text{ Hz}\}$, . . . until $\{37-40 \text{ Hz}\}$. In the next step, the energy distribution of frequency components in each window is calculated and the frequency band corresponding to maximum energy is determined as given in the following equations.

$$\alpha(F_i, BW_j) = \frac{f_j + \frac{BW_j}{2}}{f = f_j - \frac{BW_j}{2}} DW(f) \tag{5.2}$$

where $F_i$ is the center frequency of the $i^{th}$ band location obtained while sliding the rectangular window along the frequency axis of $\mathbf{D} \mathbf{W} (f)$. The bandwidth of the window ($BW_j$) is varied from $3 \text{ Hz}$ to $9 \text{ Hz}$. In other words $j$ varies from 1 to 7 where $BW_1 = 3 \text{ Hz}$, $BW_2 = 4 \text{ Hz}$, . . . , $BW_7 = 9 \text{ Hz}$. For a fixed bandwidth, a number of bands are obtained while sliding and the location of band possessing highest discriminative energy has to be determined. Thus, for each $j$, the optimum band with center frequency $F_j$ corresponding to maximum energy is obtained using the following equation.

$$F_j^{\text{opt}} = \arg\max_i \alpha(F_i, BW_j) \tag{5.3}$$

After estimating the $F_j^{\text{opt}}$ values for all bandwidths, the most discriminative bands are chosen according to the procedure explained in section 4.1.1 of Chapter 4. Steps 4 and 5 provided in the band selection process of 4.1.1 explain how to estimate the discriminative frequency components automatically from the time-frequency Fisher ratio pattern. The same procedure is applied to estimate the informative bands from $\mathbf{D} \mathbf{W} (f)$ also.
Figure 5.4: DW values for session-1 in nine subjects of BCI Competition IV dataset IIb.
Table 5.1: The selected frequency bands for the nine subjects

<table>
<thead>
<tr>
<th>Subject</th>
<th>Band-1</th>
<th>Band-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>10-14 Hz</td>
<td>8-11 Hz</td>
</tr>
<tr>
<td>S2</td>
<td>11-17 Hz</td>
<td>34-39 Hz</td>
</tr>
<tr>
<td>S3</td>
<td>7-12 Hz</td>
<td>25-30 Hz</td>
</tr>
<tr>
<td>S4</td>
<td>10-13 Hz</td>
<td>18-22 Hz</td>
</tr>
<tr>
<td>S5</td>
<td>24-30 Hz</td>
<td>22-25 Hz</td>
</tr>
<tr>
<td>S6</td>
<td>12-15 Hz</td>
<td>19-27 Hz</td>
</tr>
<tr>
<td>S7</td>
<td>10-15 Hz</td>
<td>17-25 Hz</td>
</tr>
<tr>
<td>S8</td>
<td>9-13 Hz</td>
<td>7-10 Hz</td>
</tr>
<tr>
<td>S9</td>
<td>23-27 Hz</td>
<td>36-40 Hz</td>
</tr>
</tbody>
</table>

Based on the observation from the experimental analysis, the criterion level $\delta_{\text{min}}$ is fixed at ten in all subjects. Alternate values of $\delta_{\text{min}}$ were also analyzed, but a value of 10 served better to select the proper bandwidth and frequency components in the experiments. The bands of relative change less than $\delta_{\text{min}}$ are eliminated because of their lower DW values. Frequency components with lower DW values have relatively lower impact in classifying different motor imagery patterns. Band search continues until a certain number of bands ($N_B$) is reached. In this work, the band searching process stops after selecting two bands with higher discriminative weights. Increasing the number of bands did not improve the system performance in the discussed datasets. It is also found from experiments that the frequency bands estimated from the time-frequency Fisher ratio pattern and DW values are almost the same. Therefore, DW values can be an effective measure for estimating the discriminative capability of frequency components during imagery tasks.

This band selection procedure is employed in the proposed BCI system and is presented in the following section. The plots in Fig. 5.4(a) - (c) show the variation of the DW values with frequency components for 9 subjects in the BCI Competition IV dataset IIb. The DW plots shown in Fig. 5.4 correspond to the EEG signals of 5 sec after the presentation of a visual cue. The proposed band selection algorithm effectively locates frequency components with higher DW values and the selected bands are shown in Table 5.1. Even though the frequency bands estimated for a few subjects slightly overlap, the number of bands is fixed at two without merging into single band to keep the consistency in the feature extraction process and classifier model parameters. The frequency components with larger DW are used for the subject-specific bandpass filter design.
The DW values in Fig. 5.4 show the subject-specific involvement of alpha, beta and gamma bands during ERD/ERS activity. The bands given Table 5.1 correspond to the frequency components that give maximum discrimination between left hand and right hand motor imagery based on the Fisher ratio values. In subjects 1, 4 and 8, only alpha and beta bands are counted as discriminative. For subjects 2 and 9, gamma bands also show comparatively higher DW values. Involvement of gamma bands in motor imagery reflects a stage of active information processing by the subject [124, 146]. Also the induced oscillations in alpha, beta and gamma bands are possible in the same electrode as in subject-3. According to the reports in [124], it is possible to have both ERD and ERS are in beta bands at the same electrode. For subject 5, two of the discriminative bands are in beta range. ERD/ERS is mainly controlled by the rates of oscillations in underlying neuronal networks and their rates are found to be different from subject to subject. Other physiological factors such as subject’s mental state, level of attention/concentration, motivation, presence of feedback, strategy of imagination, method of learning etc. can affect the spectrum of EEG patterns. However, effects of these psychological variables are not fully understood and a matter of current research [5, 137].

Stage 2: Bandpass filtering using Coefficient Decimation approach

The discriminative bands located by analyzing the DW values are used for the subject-specific filter bank design. For the subject-specific filter design, this work uses a Coefficient Decimation (CD) based approach (refer section 3.1.1 in Chapter 3) to implement low complexity reconfigurable FIR filters. Thus, the required bandpass filters are designed using the CD technique to perform multi-band filtering.

Stages 3 and 4: Feature extraction using CSP and classification

The CSP technique allows to determine spatial filters that maximize the variance of signals of one condition and at the same time minimize the variance of signals of another condition. In the BCI Competition IV dataset IIb, the CSP features are extracted from two discriminative filter outputs and therefore each trial is accompanied with four features corresponding to \( m = 1 \) in the CSP algorithm. In the online experiments, the value of \( m \) is selected as two. Then, the features are classified using naive Bayesian Classifier.
5.1.2 AWSSP evaluation

Due to the non-stationarity of brain signals [5, 147, 148] and the presence of oscillating ERD/ERS patterns, the subject-specific discriminative frequency bands may vary with time during motor imagery. This inter-session variation of discriminative spectrum is explained in Chapter 4. A BCI system is said to be robust if it can keep track of the spectral non-stationarities in the EEG signals. Motivated by this fact, an adaptive method AWSSP that tracks the variations of informative bands over time is proposed. The new evaluation technique keeps estimating the DW values over time and updates the filtering process adaptively addressing the inter-subject and intra-subject variability of discriminative frequency bands. Before evaluation, a subject-specific model is learnt from calibration. The calibration develops the subject-specific bandpass filters, CSP projection matrix for spatial filtering and a classifier model as explained in Section 5.1.1. As the DW values of frequency components are not stable over time, continuous tracking of the discriminative frequency bands will improve the system performance. Hence, the new AWSSP method updates the DW values to track the frequency variations when new EEG samples are received in the evaluation sessions. The proposed AWSSP BCI system is given in Fig. 5.2.

In the beginning of the proposed evaluation process, a few motor imagery tasks are processed using the same model parameters learnt from the calibration session. The number of tasks processed in the calibrated parameters is fixed at 40 because it is found that around 40 tasks are required to give a fair estimate of DW values. Therefore, until the 40th task in evaluation sessions, the classifier model, CSP transformation matrix and the bandpass filters are fixed. After the 40th task, the DW values are re-computed from these 40 trials. Then, the deviation of these updated DW values from the calibrated DW values is determined as given in equation (5.4). The percentage Deviation in DW (DDW) for ith trial is computed as follows:

\[
\%DDW for \ ith\ trial = \frac{\sum_{n=1}^{N_B} \sum_{k=-BW/2}^{BW/2} [DW_i(f_n+k) - DW_{i-1}(f_n+k)]}{\sum_{n=1}^{N_B} \sum_{k=-BW/2}^{BW/2} DW_{i-1}(f_n+k)} \times 100 \quad (5.4)
\]

In equation (5.4), \(N_B\) = Number of bands estimated (here it is two), \(f_n\) is the center frequency of the \(n^{th}\) band. \(DW_i\) and \(DW_{i-1}\) represent the DW values in the \(i^{th}\) and \(i-1^{th}\) trial. At the end of \(i^{th}\) trial, the deviation in the DW of current bands is estimated using the above equation. When DDW is greater than or equal to threshold, the frequency bands
are estimated from the $DW_i$ values. Consequently the bandpass filters in the system are reconfigured. The $i+1^{th}$ trial is processed using the updated bands. If $DDW$ is less than the threshold, current bands are used for next tasks too, without any updates. The threshold is determined from the experimental analysis and is fixed for all subjects in the dataset. The same procedure is repeated for the subsequent EEG samples. The various steps in AWSSP algorithm when a new motor imagery task is received during evaluation are summarized here in steps 1 to 10. In the illustration, $n$ represents the index of the motor imagery task or the received EEG matrix $E$ of size $C \times T$, where $C$ is the number of channels and $T$ is the number of time samples.

**AWSSP:**

(1) Set $n = 1$; and select the $DW$ values, bandpass filters, CSP matrix $W$ and classifier model obtained during calibration for processing the signal.

(2) Filter the EEG using the selected bandpass filters, extract the CSP features and predict the task performed using the classifier.

(3) Save the power spectral density of the data $E$ in the left/right power spectral density matrix depending on the predicted/true class label.

(4) If $n \leq 40$, go to step 9. Otherwise, go to step 5.

(5) Compute the new $DW(f)$ according to equations (5.1)-(5.4) from the saved power spectral density matrix of previous 40 motor imagery tasks.

(6) Calculate $DDW$ as per equation (11) by comparing the existing and new $DW(f)$ values.

(7) If the $DDW$ is greater than the threshold, go to step 8. Otherwise, no updates are done and proceed to step 9.

(8) Update frequency bands from the new $DW(f)$. Reconfigure the bandpass filters according to the updated bands and retrain the classifier using the features from the previous tasks.

(9) Wait for the next trial.

(10) When new EEG is received, $n = n+1$ and proceed to step 2.

In the training-evaluation procedure, session-1 is used to train the model and the model is tested on sessions 2, 3, 4 and 5. Two types of evaluation methods are proposed; using AWSSP and a Static WSSP (SWSSP), based on how the weighting and updating of frequency components are done in evaluation sessions. In SWSSP, the model parameters developed during calibration are also fixed during evaluation, without any updates. The subject-specific bandpass filters, CSP transformation matrix for spatial filtering and classifier model used for new EEG samples are the same as those developed during calibration. In AWSSP, the discriminative frequency components and classifier are updated using either the information of true labels or the predicted labels. These two evaluation methods
are termed as supervised AWSSP (AWSSP\textsubscript{sup}) and unsupervised AWSSP (AWSSP\textsubscript{unsup}) respectively in the following sections. These algorithms update the discriminative weights of frequency components when new EEG tasks are received. The mechanism of updating is provided in the explanation of AWSSP algorithm. Based on the DDW values, the bands from updated weight information is used for processing the new task. In both AWSSP\textsubscript{unsup} and AWSSP\textsubscript{sup}, the classifier is retrained using previous 40 features whenever the bands are updated.

![Variation of Discriminative Weight values over sessions for subjects 1, 6 and 9.](image)

Figure 5.5: Variation of Discriminative Weight values over sessions for subjects 1, 6 and 9.
5.2 Experiments and analysis

The proposed methods are analyzed using offline and online experiments. The offline analysis is done using the publicly available BCI competition IV dataset IIb. In the online experiments, the performance of 3 subjects are analyzed, using the proposed algorithms.

5.2.1 Offline experiments using BCI competition IV dataset IIb

BCI competition IV dataset IIb were collected from nine normal right-handed subjects performing left and right motor imagery tasks. The cue-based data-recording paradigm consisted of two classes, namely the motor imagery of left hand and that of right hand. Three bipolar EEG measurements were recorded from electrodes C3, Cz and C4, and sampled at 250Hz. For the analysis, the EEG signal in the duration of 0.5 - 4.5 sec after the presentation of visual cue is used. Visual cue is an arrow pointing towards left or right, to represent the motor imagery to be performed. The recording set up and timing protocol have been provided in Section 3.2.2. Thus the dataset comprises of five sessions for nine subjects recorded in different days.

In order to show the inter-session variation of DW values of frequency components, Fig. 5.5 displays the DW values in different sessions in subjects 1, 6 and 9. The DW values shown here are computed by comparing the PSD of all the right hand and left hand motor imagery trials in the respective sessions. The PSD estimation, Fisher ratio estimation and DW computation are done according to the equations 4.1 to 4.3 provided in Chapter 4 and equation 5.1. Fisher ratio computation mainly involves the variance estimation of single-trial EEG PSD from the mean PSD of all the motor imagery tasks. In the analysis, it is found that the discriminative frequency components (or the DW values) vary from session to session for all the subjects. The inter-session variation of discriminative frequency bands is also presented in Section 4.4.3. The selected sessions in Fig. 5.5 provide comparatively larger inter-session deviation in their DW values. As the informative bands are observed to be unstable over sessions, the performance can be improved by updating the bands over time.
5.2.2 Online experiments

The online experiments were done using Neuroscan NuAmps 32 channel EEG amplifier. Recorded EEG were bandpass filtered between 0.5-100 Hz and a notch filter of 50 Hz was enabled. The sampling rate was set as 250 Hz. The 25 EEG channels around the motor cortex were selected for analysis and they are: F7, F3, Fz, F4, F8, FT7, FC3, FCz, FC4, FT8, T7, C3, CZ, C4, T8, TP7, CP3, CPz, CP4, TP8, P7, P3, Pz, P4 and P8. EEG data were taken from three subjects. For each subject, four sets of EEG were recorded each of 120 trials, consisting of 60 left and 60 right hand movement imaginations after learning the calibration model. During data collection, the subject was sitting in a comfortable armchair 150 cm in front of a computer monitor and was instructed not to move, to keep both arms and hands relaxed. The timing protocols for calibration and evaluation are shown in Fig. 5.6(a) and 5.6(b) respectively. As shown in Fig. 5.6(a), the experiment started with a display of fixation cross that was shown in the center of the monitor. After 2 sec, a warning stimulus was given in the form of a beep. From 3 to 4.5 sec, an arrow pointing left or right was shown on the monitor. The subject was instructed to imagine a left or right hand movement for 5 sec, depending on the direction of the arrow. Each trial was followed by a short break of at least 1.5 sec.
Using the calibration session a subject-specific model is learnt for each subject as explained in 5.1.1. This model was used to evaluate new EEG signals recorded in the online sessions. For the evaluation session, the subject was instructed to imagine left or right hand movement according to the cue displayed. As given in Fig. 5.6(b), the subject performed motor imagery between 3 and 8 sec depending on the cue. Between 8 sec and 9 sec, the EEG was classified online and the classification result was translated into a feed back stimulus in the form of a horizontal bar that appeared in the center of the monitor. If the person imagined a left hand movement, then the bar varying in length would extend to the left as shown in Fig. 5.6(b). In the given Fig. 5.6(b), the horizontal bars are shown towards left and right for left hand and right hand motor imagery respectively assuming correct classifications. The length of this feedback bar depends on the confidence score of classification of the corresponding task. The time interval between 2 trials was 1.5 sec. The online experiments with feedback were conducted on three different days for all the subjects. Accordingly the experiments were divided into three sessions. The part of the whole online experiments conducted in one single day is referred by the word “session”. In each session, adaptive and static evaluations of EEG signals have been performed separately. The details are as follows:

**Session-1 experiments**

The first online evaluation session was conducted on the same day as of calibration for each subject. After developing a subject-specific model according to the procedure explained in 5.1.1, the new trials were processed with and without incorporating spectral updates over time. In the session-1, the first set of 120 motor imagery trials (including sixty left and right hand trials) was processed and classified online using the calibration model parameters (using SWSSP). The next set of 120 motor imagery trials was evaluated by the adaptive algorithm, addressing the spectral non-stationarity over time (using AWSSP_{sup}). In AWSSP_{sup}, the first forty motor imagery tasks are processed using the calibrated model parameters itself and the following EEG samples in the evaluation session are evaluated by employing the filtering and classifier updates based on the procedure explained in Section 5.1.2.
Session-2 experiments

The second stage of experiments or session-2 was done around five weeks after the session-1 experiments. In session-2, the adaptive and non-adaptive evaluations of motor imagery trials were done using AWSSP sup and SWSSP algorithms respectively. In order to assess the effect of subject-adaptation along with the system adaptation, the adaptive evaluation was done before the non-adaptive, in session-2. The experiments in session-2 were done under the same experimental setup as that of session-1 for each subject. The results of the experiments are discussed in Section 5.3.2.

Session-3 experiments

Both the static and adaptive evaluations in session-1 and session-2 were performed with feedback only. The study in [5] reports that the relevant frequency bands can change due to the visual feedback as the subject may try to optimize his or her strategy with feedback, leading to changes in EEG patterns. Therefore, one more online experiment session (session-3) had also been performed in order to investigate the effect of feedback on the variation of DFC. In this session, experiments were conducted with and without feedback using static and adaptive evaluation techniques. The specific aim of this session was to study the effect of feedback on the variation of DDW values of frequency components. At first, the subject was presented with a set of 120 motor imagery trials (60 left and 60 right) without providing feedback and then, another set of 120 trials along with feedback. The signals were processed and classified using the adaptive scheme. And finally, one more set of 120 trials were recorded with feedback, and classified using static scheme. During the experiment, the deviation in DW values have been computed for every new bunch of 30 single trial motor imagery EEGs according to eqn. (5.4), compared to the DW values obtained during calibration phase. This has been done for all the EEG recorded in session-3 and the experimental results are provided in Section 5.3.
5.3 Results and discussions

5.3.1 Results of BCI Competition IV dataset IIb

Among the 5 sessions available in the Competition dataset, session-1 is used for calibration and other 4 sessions are taken for evaluation. After performing the calibration, sessions 2, 3, 4 and 5 are evaluated using SWSSP and AWSSP methods respectively. The updating process in AWSSP\textsubscript{unsup} and AWSSP\textsubscript{sup} are the same except the AWSSP\textsubscript{unsup} makes use of the predicted class labels whereas AWSSP\textsubscript{sup} uses true labels for updates. In order to study the effect of threshold value set for DDW on the classification performance of motor imagery tasks by AWSSP\textsubscript{sup}, the classification accuracies of the algorithm are noted for various values of threshold. Fig. 5.7(a) shows the average percentage accuracy of classification for 9 subjects in the four evaluation sessions with the threshold value. In order to find the threshold setting that gives good performance with less number of updates, its value is varied from 0% to 70%. The threshold refers to the minimum value of percentage DDW allowed in the DW values of existing frequency components. The equation (5.4) is used to compute the percentage DDW values. If percentage DDW is greater than the threshold, the bandpass filters and classifier are updated. Obviously, as the threshold value decreases, the number of updates done will increase. Fig. 5.7(b) shows the number of updates over 4
Table 5.2: Average classification accuracy in 9 subjects over 4 sessions with channel used for band selection.

<table>
<thead>
<tr>
<th>Channel</th>
<th>C3</th>
<th>Cz</th>
<th>C4</th>
<th>C3, Cz and C4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average accuracy</td>
<td>71.29%</td>
<td>69.25%</td>
<td>74.30%</td>
<td>68%</td>
</tr>
</tbody>
</table>

evaluation sessions per subject for various threshold values. From the analysis, the value of threshold is fixed at 30% for all the subjects in the analysis. In addition, the classification accuracies for various channel selection possibilities are also verified to find the optimal channel for band selection process. The average classification accuracies in the dataset using AWSSP$^\text{sup}$ are presented in Table 5.2. As the classification accuracy obtained for C4 is better than that of other channels, we fixed C4 as the band selection channel.

Fig. 5.8(a) shows the average accuracy over four sessions for all the 9 subjects. The results show that the proposed AWSSP$^\text{sup}$ method performs better than SWSSP in most of the subjects. On average, the AWSSP$^\text{sup}$ method outperforms SWSSP by error rate reduction of 11.05%. Also the unsupervised testing AWSSP$^\text{unsup}$ gives an error rate reduction of 6.2% compared to SWSSP. The AWSSP$^\text{sup}$ outperforms SWSSP because the former tracks the variations of informative frequency components over time. Making use of the true labels, AWSSP$^\text{sup}$ performs better than AWSSP$^\text{unsup}$ which depends on the predicted class labels only. The classification performances using the proposed algorithms SWSSP, AWSSP$^\text{sup}$ and AWSSP$^\text{unsup}$ and the FBCSP [119] are presented in Fig. 5.8(b). Fig. 5.8(b) shows the average classification accuracies and standard deviation over nine subjects in four evaluation sessions. It is found that on average, the proposed AWSSP$^\text{sup}$ method outperforms all the other methods listed here.

The computational complexities of the adaptive (AWSSP) and non-adaptive (SWSSP) algorithms are analyzed and the computational overhead in AWSSP is estimated. Let the incoming EEG task be $E$ of order $C \times T$, ($C$ and $T$ are the number of channels and the number of samples respectively), $N_B =$ number of bands selected by the band selection process and $N_{\text{tap}} =$ number of taps in the FIR filter designed using CD technique. In the proposed evaluation process of SWSSP, the features are extracted from the bandpass filtered EEG and given to the classifier. The bandpass filters, CSP matrix and classifier are the same as those developed during calibration. Since $C$ channels have to be filtered using $N_B$ bands, the complexity for bandpass filtering has the order of $O(CN_B)$. And CSP feature extraction involves the covariance estimation of EEG signals with dimension $C \times$
$T$, eigen value decomposition of covariance matrix $(C \times C)$ and projection of EEG using CSP transformation matrix of dimension $(C \times C)$. Its complexity has the order of $O(C)$. The complexity of classifier depends on the number of features. Since CSP features are extracted from $N_B$ bands, the number of features depends on $N_B$. 
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(a) In 9 subjects
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(b) In 5 sessions

Figure 5.8: Comparison of classification accuracies using SWSSP, AWSSP and FBCSP.

In AWSSP, bandpass filters have to be reconfigured based on the PSD estimation and DW computation of new EEG trials in the evaluation phase. Also, the classifier has to be retrained. Thus, in AWSSP$_{sup}$, the approximate computational overhead lies in (i) the estimation of PSD for each trial using 256-point FFT (since an N-point FFT requires $\frac{N}{2} \log_2 N$ complex multiplications and $N \log_2 N$ complex additions, this stage requires 1024 complex multiplications and 2048 complex additions per each trial), (ii) calculation of the DW values from the power spectral density of previous 40 tasks and comparison with the threshold (25810 multiplications and 49200 additions), (iii) band decision from DW values (2200 multiplications and 1860 additions), (iv) filter design and filtering (in the $O(CN_BN_BN_{tap})$) and (v) finally retraining the classifier using features from previous 40 tasks. The complexity of filter design and filtering (if the percentage DDW is greater than
threshold in the evaluation phase of AWSSP) depends on the selection of $N_B$ frequency bands to be estimated from DW values, design of corresponding $N_B$ filters with order $N_{\text{tap}}$ and filtering of $C$ channels in $N_B$ bands.

The sensitivity and specificity are also estimated in order to measure the classification performance of AWSSP$^{\text{sup}}$. Sensitivity and specificity are statistical measures of the performance of a binary classification test. Sensitivity (also called recall rate in some fields) measures the proportion of actual positives which are correctly identified as such (e.g. the percentage of left tasks those are correctly identified). Specificity measures the proportion of negatives which are correctly identified (e.g. the percentage of right imagery tasks those are correctly identified). A theoretical, optimal prediction can achieve 100% sensitivity (i.e. predict all left tasks from its group as left) and 100% specificity (i.e. not predict any task from the right group as left). A two-class classifier can have four outcomes: True Positive (TP), True Negative (TN), False Positive (FP) and False Negative (FN). The sensitivity and specificity measures are computed as [149]:

$$Sensitivity = \frac{TP}{TP + FN} \quad (5.5)$$

$$Specificity = \frac{TN}{TN + FP} \quad (5.6)$$

The average sensitivity and specificity of classifier outcomes of nine subjects in four evaluation sessions of BCI Competition dataset IIb is computed and plotted in Fig. 5.9. The average values of sensitivity and specificity measures over nine subjects are 0.72 and 0.75 respectively.

In order to estimate the discriminative frequency bands during motor imagery for BCI, a DFBCSP has been presented in Chapter 3 and a subject-adaptive method based on time-frequency Fisher ratio pattern in Chapter 4. In DFBCSP, the discriminative filter bank is developed by filtering the EEG from C4 using a parent filter bank consisting of twelve FIR filters, each of 4 Hz bandwidth in the range of 6-40 Hz. The Fisher ratio values calculated using the power spectral density estimated at each filter output form the basis for locating the subject-specific filter. Then, the selected four bands are used for processing the whole channel EEG signal. In the analysis, it is found that AWSSP$^{\text{sup}}$ and AWSSP$^{\text{unsup}}$ offer error rate reductions of around 11% and 5% respectively over DFBCSP in the BCI Competition IV dataset IIb. Eventhough AWSSP$^{\text{sup}}$ is significantly better than DFBCSP, more robust
techniques have to be developed to obtain significant performance improvement using the unsupervised method, AWSSP$_{sup}$.

5.3.2 Results of online data

In the online study, the thresholds in DDW and EEG channel selected for band selection are consistent with those used in the offline evaluation also. The threshold in DDW is kept as 30% and the bands are estimated from EEG channel C4.

Results of session-1 and session-2

Three subjects named as $SG$, $SM$ and $SS$ respectively participated in the online experiments. The subject-specific model learnt from the calibration session evaluates the EEG signals recorded in the online sessions, with and without adaptation. The classification accuracies of all the 120 trials in each online session are tabulated in Table 5.3. The session-1 and session-2 in Table 5.3 represent the experiments done on two different days, separated by around five weeks. In both sessions, 120 motor imagery trials have been evaluated adaptively as well as 120 trials non-adaptively, using AWSSP$_{sup}$ and SWSSP respectively. In session-1 and session-2, the adaptive evaluation of all the three subjects provide higher classification accuracies than using a static method. In session-2, the adaptive evaluation offers an average accuracy of 86.11% whereas it is 80.11% without adaptation, even though

Figure 5.9: Average sensitivity and specificity measures of nine subjects in BCI Competition IV dataset IIb using AWSSP$_{sup}$ algorithm.
Table 5.3: Classification accuracy of online experiments

<table>
<thead>
<tr>
<th>Subject</th>
<th>Session-1</th>
<th>Session-2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Static</td>
<td>Adaptive</td>
</tr>
<tr>
<td>SG</td>
<td>85.83%</td>
<td>92.50%</td>
</tr>
<tr>
<td>SM</td>
<td>84.17%</td>
<td>87.50%</td>
</tr>
<tr>
<td>SS</td>
<td>79.17%</td>
<td>86.67%</td>
</tr>
<tr>
<td>Average</td>
<td>83.05%</td>
<td>88.90%</td>
</tr>
</tbody>
</table>

Table 5.4: Details of the online updates in subject SM in session-1

<table>
<thead>
<tr>
<th>Index of trial</th>
<th>DDW</th>
<th>Updated bands</th>
<th>Processing time</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>38.50%</td>
<td>15-19 Hz and 10-14 Hz</td>
<td>250 ms</td>
</tr>
<tr>
<td>55</td>
<td>31.86%</td>
<td>10-17 Hz and 28-34 Hz</td>
<td>271 ms</td>
</tr>
<tr>
<td>74</td>
<td>32.00%</td>
<td>7-14 Hz and 16-20 Hz</td>
<td>248 ms</td>
</tr>
<tr>
<td>114</td>
<td>32.00%</td>
<td>9-13 Hz and 15-20 Hz</td>
<td>237 ms</td>
</tr>
</tbody>
</table>

the session-2 was done five weeks after the subject-specific model development. As the calibration and session-1 experiments were done on the same day, the results of static method in session-1 is better than that of session-2.

It is observed that the adaptive method consistently shows improvement in all the subjects. This shows the effectiveness of adaptive tracking of the spectrum variations over time, by the proposed method. For the adaptive method AWSSPsup, as mentioned in Section 5.1.2, until 40th trial, the signals are processed using the calibrated model and DW values are re-computed after 40th trial. Then, the filtering and classifier updates are done based on the DDW values computed according to equation (5.6). Whenever the DDW is greater than 30%, the bandpass filters and the classifier model are updated. Comparing the performances of all subjects, the AWSSPsup method provides an average error rate reduction of 32.13% over SWSSP. The error rate reduction is computed according to the equation (3.14) provided in Chapter 3.

During calibration for subject SM, 9-15 Hz and 20-24 Hz were selected as the two discriminative frequency bands. When new samples were received, four updates were done in the adaptive evaluation of session-1 to track the variations of the signal and the details are shown in Table 5.4. The time taken for displaying the feedback by the algorithm after receiving the input EEG is also provided to show the feasibility of the proposed method in real time applications. The processing time mentioned in Table 5.4 is using an Intel(r)Xeon(R)
Table 5.5: Details of the online updates in subject SG in session-1

<table>
<thead>
<tr>
<th>Index of trial</th>
<th>DDW</th>
<th>Updated bands</th>
<th>Processing time</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>59.35%</td>
<td>13-17 Hz and 19-25 Hz</td>
<td>280 ms</td>
</tr>
<tr>
<td>60</td>
<td>31.45%</td>
<td>10-17 Hz and 22-29 Hz</td>
<td>271 ms</td>
</tr>
<tr>
<td>84</td>
<td>31.03%</td>
<td>20-27 Hz and 9-15 Hz</td>
<td>242 ms</td>
</tr>
<tr>
<td>112</td>
<td>31.15%</td>
<td>8-12 Hz and 16-21 Hz</td>
<td>236 ms</td>
</tr>
</tbody>
</table>

Table 5.6: Details of the online updates in subject SS in session-1

<table>
<thead>
<tr>
<th>Index of trial</th>
<th>DDW</th>
<th>Updated bands</th>
<th>Processing time</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>37.10%</td>
<td>9-12 Hz and 31-37 Hz</td>
<td>278 ms</td>
</tr>
<tr>
<td>85</td>
<td>63.03%</td>
<td>10-13 Hz and 15-18 Hz</td>
<td>264 ms</td>
</tr>
<tr>
<td>100</td>
<td>30.83%</td>
<td>9-13 Hz and 17-23 Hz</td>
<td>270 ms</td>
</tr>
</tbody>
</table>

Table 5.7: Details of the online updates in subject SM in session-2

<table>
<thead>
<tr>
<th>Index of trial</th>
<th>DDW</th>
<th>Updated bands</th>
<th>Processing time</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>46.18%</td>
<td>15-20 Hz and 7-13 Hz</td>
<td>260 ms</td>
</tr>
<tr>
<td>61</td>
<td>31.86%</td>
<td>8-14 Hz and 16-23 Hz</td>
<td>256 ms</td>
</tr>
<tr>
<td>98</td>
<td>32.21%</td>
<td>9-14 Hz and 18-24 Hz</td>
<td>236 ms</td>
</tr>
<tr>
<td>113</td>
<td>30.80%</td>
<td>9-13 Hz and 14-21 Hz</td>
<td>253 ms</td>
</tr>
</tbody>
</table>

Table 5.8: Details of the online updates in subject SG in session-2

<table>
<thead>
<tr>
<th>Index of trial</th>
<th>DDW</th>
<th>Updated bands</th>
<th>Processing time</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>55.38%</td>
<td>15-21 Hz and 9-16 Hz</td>
<td>265 ms</td>
</tr>
<tr>
<td>62</td>
<td>33.97%</td>
<td>9-13 Hz and 18-24 Hz</td>
<td>250 ms</td>
</tr>
<tr>
<td>78</td>
<td>32.10%</td>
<td>20-27 Hz and 7-12 Hz</td>
<td>236 ms</td>
</tr>
<tr>
<td>99</td>
<td>34.70%</td>
<td>9-14 Hz and 19-25 Hz</td>
<td>236 ms</td>
</tr>
</tbody>
</table>

Table 5.9: Details of the online updates in subject SS in session-2

<table>
<thead>
<tr>
<th>Index of trial</th>
<th>DDW</th>
<th>Updated bands</th>
<th>Processing time</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>51.17%</td>
<td>9-13 Hz and 14-18 Hz</td>
<td>265 ms</td>
</tr>
<tr>
<td>59</td>
<td>31.40%</td>
<td>10-13 Hz and 37-40 Hz</td>
<td>240 ms</td>
</tr>
<tr>
<td>68</td>
<td>35.43%</td>
<td>10-13 Hz and 28-33 Hz</td>
<td>245 ms</td>
</tr>
<tr>
<td>98</td>
<td>33.17%</td>
<td>10-13 Hz and 6-10 Hz</td>
<td>254 ms</td>
</tr>
</tbody>
</table>
2.00 GHz processor of 3.25 GB RAM. In the session-2 of subject SM, the adaptation of frequency bands offers an accuracy of 88.33% whereas it is 81.66% using the static method. The online updates done for other two subjects SG and SS in session-1 are shown in Tables 5.5 and 5.6. The online updates for session-2 in subjects SM, SG and SS are provided in Tables 5.7, 5.8 and 5.9 respectively.

Considering the performance of all the three subjects, the average time for processing a single trial with and without updates are 250 ms and 110 ms respectively. However, the online updates are found to be effective in improving the classification accuracies. The statistical analysis of the classification accuracies obtained in the four evaluation sessions of the BCI Competition dataset using AWSSP_unsup and SWSSP gives a two tailed $p$ value of 0.002 in a paired t-test. In a statistical t-test, if the $p$ value is less than 0.05, the considered values are significantly different. Therefore, this test implies that the classification accuracy offered by proposed AWSSP_sup is significantly better than SWSSP. Also, comparing the online adaptive and non-adaptive evaluation results of the subjects SG, SM and SS in two sessions, a paired t-test provides a $p$ value of 0.03. The online and offline results reflect the significant performance improvement by the adaptive method over the static, and emphasize the importance of tracking the non-stationary EEG spectral components in real time BCI applications based on motor imagery.

During the online experiments, it is found that the additional time taken for processing a single trial by the adaptive method over the non-adaptive method is around 140 ms only using an Intel(r)Xeon(R) 2.00 GHz processor. The overall time for processing a single trial with updates in the proposed adaptive evaluation method is only 250 ms.

**Results of session-3: Effect of feedback on DDW**

The study on the effect of feedback on variation of DFC is performed by computing the DDW values for every new bunch of 30 motor imagery trials received in each EEG recording. After estimating DW values for every bunch, the DDW of these DW values compared to the subject-specific DW values obtained during calibration are estimated. Hence percentage DDW values are estimated at trials 30, 60, 90 and 120. This computation is repeated for all the three subjects in EEG recordings with and without feedback. Fig. 5.10 shows the percentage DDW values for subjects SG, SM and SS with and without feedback for EEG recordings.
signals evaluated by adaptive method. It is observed from the figure that the deviation of DW values in EEG is higher in all subjects with feedback compared to the signals without feedback.

![Figure 5.10: Percentage DDW values for subjects SG, SM and SS with and without feedback.](image)

In order to present the variation of DDW with feedback, the average values of percentage DDW values for all subjects are computed and plotted. Fig. 5.11 and 5.12 represent the average percentage DDW values for EEG recordings with and without feedback for EEG for all the three subjects in session-3, in the adaptive and static recordings respectively.

Comparing the percentage DDW values with and without feedback given in Fig. 5.11 and Fig. 5.12, the percentage increase in average percentage DDW values over three subjects with feedback is found to be 21.88% and 12.80% in adaptive and static methods respectively. This study clearly shows that visual feedback in online experiments make subject optimize his or her strategy of thinking and results in an increased percentage DDW. As the presence of feedback influences the variation of DFC, the adaptation of these informative frequency components becomes essential in BCI experiments with feedback.

From the online and offline experimental analysis, it is observed that the classification accuracies can be improved by updating the discriminative frequency components and bandpass...
filters adaptively over time. During calibration, three calibration model parameters are developed that comprises the discriminative bands, CSP projection Matrix $W$ or (spatial filter) and classifier model. The same classifier hyperplane and CSP matrix are applied throughout the evaluation sessions in the SWSSP. The frequency bands and the classifier are updated in AWSSP.

The experimental results emphasize the fact that discriminative bands play a significant role in BCI system even though the weights of channels obtained by the CSP matrix are kept fixed all throughout the analysis. Also for real time applications, filter design using CD approach can reconfigure the frequency bands at a reduced computational complexity.

### 5.4 Conclusion

In a motor imagery based BCI system, the ERD/ERS patterns have been successfully used to provide a direct control pathway from brain to computer. These ERD/ERS patterns occur in subject-specific frequency bands and found to be unstable over time. Therefore, during the discrimination of various motor imagery tasks in BCI systems, the selection of relevant frequency components is important. Even though the variability of these discriminative frequency components between subjects is discussed in literature, their variation over time is hardly addressed.
This chapter proposed a new adaptive method named as Adaptively Weighted Spectral-Spatial Patterns (AWSSP) in order to track the variations of subject-specific discriminative bands over time. This is carried out by updating the varying Discriminative Weight (DW) values of frequency components. The DW values are computed from Fisher ratio analysis of the brain signal recorded from EEG channel C4. In the proposed system, the subject-specific model parameters including discriminative frequency components, CSP projection matrix and classifier model are developed during calibration. When new samples are received in evaluation sessions, AWSSP addressed the variations in DW values of frequency components either by supervised or unsupervised updating strategies.

The improvement in classification accuracy offered by the proposed AWSSP is promising. By conducting offline and online experiments, the importance of addressing the spectral non-stationarities in EEG signal during motor imagery tasks is highlighted. The study on the effect of visual feedback on the DW values of frequency components also emphasizes the requirement of updating the discriminative frequency components over time. Further work is needed to optimize the unsupervised adaptation techniques. New methods that can adapt to the changing EEG environments more effectively should also be explored in future.
Chapter 6

Conclusions and future work

In this chapter, the conclusions of the works done and some possible directions of future work are provided.

6.1 Conclusions

During the mental process by which an individual rehearses or simulates a motor movement or motor imagery, \textit{mu} and \textit{beta} bands of EEG signals display an attenuation close to the contralateral primary motor areas and enhancement of similar frequency components in the ipsilateral hemisphere termed as ERD/ERS patterns. These patterns are suitable strategies to develop communication between brain and computer for paralyzed patients as they are generated within working memory of the brain without any real movements.

It is reported that the effects of ERD/ERS on EEG recordings are not reflected to the same degree in all frequency bands. In general, the \textit{mu} rhythm has a frequency band 8-12 Hz and the \textit{beta} rhythm has 13-30 Hz. But these frequency bands can vary with subjects and mental states of the subject. As the ERD/ERS occur in subject-specific frequency bands, the selection of relevant frequency bands is significant in the extraction of ERD/ERS features.

In this thesis, the significance of frequency optimization for discriminating different classes
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of motor imagery in BCI is investigated and three new approaches are proposed. All the three methods use the Common Spatial Pattern (CSP) technique for feature extraction and different methods for bandpass filter selection before CSP processing.

The first method, “Discriminative Filter bank Common Spatial Pattern” (DFBCSP) algorithm determined the subject-specific discriminative filter bank for each subject by filtering EEG signals from channels C3 and C4. These sensorimotor cortex channels provide most relevant information for discriminating various motor imagery patterns. In DFBCSP, a parent filter bank filters EEG from C3 or C4. The filter bank is designed using a low complexity FIR filter design method dubbed as Coefficient Decimation technique. After filtering, the Fisher ratio values from filter outputs are computed to estimate the discriminative capability of each bandpass filter. Four filters providing highest Fisher ratio values are selected from the parent filter bank and this subset serve as Discriminative Filter Bank (DFB). Then, EEG from all channels is filtered using DFB and CSP features are extracted. These features are given as inputs to a classifier to predict the type of imagery being performed. As presented in Chapter 3, the classification accuracy of DFBCSP algorithm is slightly better than the existing filter bank based method “Filter bank Common Spatial Pattern” (FBCSP).

The subject-specific filter selection in DFBCSP required filtering the EEG by the 12 band-pass filters in parent filter bank. In order to avoid this multi-band filtering, a time-frequency method of band selection is proposed in Chapter 4. The time-frequency Fisher ratio pattern is obtained from the power spectral density estimates of motor imagery patterns. Then, the most discriminative frequency bands are selected from the Fisher ratio pattern by employing an automatic band selection algorithm. This algorithm searches and finds out the informative bands which are then used for filter design. The coefficient decimation technique allowed to generate variable bandwidth and center frequency filter responses from a single set of filter coefficients. After bandpass filtering the whole channel EEG signals, the CSP features were extracted and classified. Exploiting this band selection method, discriminative frequency bands over five sessions of EEG available in the BCI Competition IV dataset IIb are estimated. It is found that the discriminative bands vary over time for most of the subjects. In order to tackle this spectral variability, two BCI approaches named as Static Spectral features (SSF) method and Variable Spectral Features (VSF) method are proposed. After learning the subject-specific calibration model, SSF method evaluates new EEG trials using fixed frequency bands and VSF method with updated frequency bands.
VSF method addressed the spectral variability of ERD/ERS over time employing timely frequency updates and provides better results than SSF, which demonstrates the necessity of tracking the spectral variability in EEG during motor imagery.

In the time-frequency Fisher ratio pattern method employed in SSF and VSF approaches, the discriminative frequency information was carried by two domains. Therefore, in order to effectively track the variations in frequency components representing ERD/ERS patterns, a discriminative weight value from Fisher ratio pattern is computed which carries the discrete discriminative capability of frequency bands. The “Adaptively weighted Spectral-Spatial Pattern” (AWSSP) algorithm presented in Chapter 5 selected the discriminative frequency bands based on the discriminative weights of frequency components. This weight information is the basis for frequency updates in the system and the deviation in the discriminative weights are tracked by the AWSSP algorithm. Whenever this deviation is greater than a particular threshold, frequency bands are re-estimated using the previous trials and classifier model is retrained. The AWSSP algorithm is evaluated using BCI Competition IV dataset IIb and and online dataset. Both these datasets have two classes of motor imagery: left hand and right hand. In the online and offline evaluation of motor imagery patterns in various subjects, adaptive tracking of discriminative frequency bands using AWSSP offered significantly better classification accuracies than static method which employs fixed bands.

6.2 Directions of future work

The work done in this thesis investigated the significance of discriminative frequency bands in motor imagery based BCI and aimed towards improving the performance of BCI in terms of classification accuracy of motor imagery trials. In future, it would be worth to focus on simple and effective novel frequency band selection techniques which can improve not only the accuracy but also the speed of the BCI operation. The ultimate aim of BCI is to help paralyzed people to communicate in a fast and accurate way to the external world, without the use of peripheral nerves and muscles. Therefore, in future the proposed methods have to be evaluated in the rehabilitation of stroke patients.

The possible future works can be summarized as follows:

- The band selection algorithms using time-frequency Fisher ratio pattern and Dis-
The discriminative Weight values require a minimum number of (around 40) left hand or right hand motor imagery trials to accurately estimate the discriminative frequency components. In future, more robust techniques which can compute the informative bands more effectively from a smaller number of trials have to be explored. From the experimental analysis, it is found that the vertex channel Cz also provides some information to discriminate left hand right hand motor imagery patterns. The degree of discriminative information content in different spatial location varies from subject to subject. Therefore, the study can be extended with more number of subjects and automatic selection of best subject-specific discriminative channels can be analyzed. The variation of discriminative capability of different channels over time are also to be explored. During the imagination of a unilateral motor movement, ERS occurs in the ipsilateral hemisphere of the brain, while the ERD effect occurs in the contralateral hemisphere. ERS is due to the firing of neurons in the synchronized manner whereas ERD causes them to fire in de-synchronized manner. EEG is never fully a deterministic signal. It is non-stationary in time, frequency and spatial domain. Along with the frequency optimization, new methods have to be explored to decide the subject-specific reactive time segment. Incorporating these non-stationarities from multiple domains, the overall BCI performance can be improved.

- The experiments and analysis done in this study was using EEG patterns from only two classes of motor imagery. In future, EEG signals from multi-class motor imagery have to be analyzed. Along with extending the proposed methods to multi-class paradigms, new methods have to be proposed to handle their frequency optimization issues.

- The adaptive method proposed in this thesis addresses only the variability of temporal filter. The classifier is retrained whenever the frequency bands are updated, but the spatial filter was fixed. A real time robust BCI system should be able to track the time, frequency and spatial domain non-stationarities of EEG signal adaptively. Therefore, adapting the spatial filter and classifier model along with temporal filter would offer a better BCI. In addition, the BCI operation depends on effective interaction between the 2 adaptive controllers; the user’s brain and the system itself. The co-adaptation (BCI adapting to the subject, while the subject adapts to the BCI) is important to optimize the performance of a BCI. Also, the current study used only supervised adaptation technique in the online experiments. Unsupervised adaptation techniques
have to be explored in future.

- The investigations presented in this thesis were done using EEG from healthy subjects. The ultimate aim of a BCI is to bridge the gap between brain and computer in paralyzed patients. In future, it would be worth extend the study to analyze the motor imagery patterns of stroke patients. In a preliminary study of 40 stroke patients, the subjects were able to control the movement of a robotic arm by the mental imagination of disabled hand. It would be meaningful to work towards the enhancement of rehabilitation process, employing the existing and novel techniques in real time BCI applications.
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