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First-principles calculation plays a central role in computational physics and chemistry in studying the properties of molecular systems. Nevertheless, its high computational cost limits the capability to carry out first-principles calculations for exploring the potential energy surface of molecular systems. In this work, a hierarchical method has been proposed to handle this issue in which we combine the semi-empirical methods and first-principles calculation in order to reduce the computational demand.

The proposed hierarchical method has been applied to study water clusters. The microscopic structures and properties of water clusters have attracted interest of theoreticians because they are extremely difficult to be revealed in experiments. In our studies, the potential energy landscape of protonated (H+(H2O)n), deprotonated (OH−(H2O)n) and neutral ((H2O)n) water clusters were thoroughly explored at quantum chemistry level. The distinct configurational isomers of different kinds of water clusters were uncovered and archived systematically by using a so-called archival memetic algorithm. The optimized geometries and relative stabilities of each system were analyzed afterward.

For studies on thermodynamics and structural transitions, harmonic superposition approximation has been used to investigate the thermodynamics at both
empirical and first-principles levels. The accuracy of harmonic superposition approximation has been tested by comparing the results with the ones predicted by Monte Carlo simulations. The finite temperature effects, the structural transitions as well as the thermodynamic profile of each kind of water for different sizes have been investigated systematically. For bridging the gap between theory and experiment as well as testing the accuracy of the simulation results, the vibrational spectra were simulated based on the calculated thermodynamic properties. The vibrational spectra were subsequently compared with recent experimental results. In addition, the effects of zero-point energy correction on the relative stabilities, thermodynamic properties and vibrational spectra of each system were discussed throughout the studies.

Last but not least, we reported the details on the development of the potential models for protonated hydrogen fluoride and deprotonated water clusters in order to extend the current work to other molecular systems and also to improve the efficiency of the hierarchical approach for our future studies.
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Chapter 1

Introduction and Background

1.1 The importance of water clusters

Water receives much more attention of researchers than any other compounds. For decades, numerous studies have been published in order to reveal the structures, properties, dynamics of water.[3–19, 19–24, 24–27] Water is the most abundant substance on the Earth and plays a vital role in all kinds of life on the Earth. It is usually the major and essential component in most of living organisms. Covering over 70% of the Earth’s surface, water is one of the key factors to regulate and maintain the temperature of the Earth’s surface in the range favorable for life. Water is also the most popular solvent in industry and laboratory. It is capable of solvating most of substances. Hence, water participates in many important biological, chemical and physical processes.

Besides the importance of water, people are fascinated by its anomalous and unique properties[5, 28] which are hardly expected from the simple chemical formula of water molecules. For instance, water possesses an unusually high specific heat capacity and heat of vaporization. The density of water exhibits an anomalous temperature dependence in which the density reaches the maximum value at
4°C and then decreases when the temperature decreases to 0°C. When frozen, the volume of water expands instead of shrinks so water in solid phase is lighter than in liquid phase. Moreover, water exhibits so many other unusual chemical, electrical and physical properties which have been presented in the variety of articles. Among them, readers are referred to the review works of Ref [5, 28].

The unusual properties of water are well-known to be essential for the existence of life. It has been commonly known that those properties of water come from the hydrogen bond network of water rather than the properties of a single water molecule. From chemical point of view, water should be described as a group of hydrogen bonded water molecules which is called "water clusters", \((\text{H}_2\text{O})_n\), where \(n\) is an integer starting from 2. The existence of water clusters has been discovered experimentally with different sophisticated spectroscopy techniques in various forms: gas phase,[3, 6, 7, 9, 11, 29] ice[30] and aqueous solution.[31] Studying water clusters as well as the mixed forms with ions or protons \((\text{H}^+(\text{H}_2\text{O})_n)\), i.e.) is very essential in understanding the fundamental mechanisms of the hydrogen-bond characteristics and interactions of water.

1.2 Research in water clusters

1.2.1 A brief introduction to water clusters

A water molecule consists of one oxygen atom and two hydrogen atoms. Two hydrogen atoms can be covalently bonded with the oxygen atom with the bond length of approximately 0.96 Å. The covalent bonds are formed by sharing a single valence electron of the hydrogen atom and one of six outer-shell electrons of the oxygen atom. Four remaining electrons of oxygen atom are paired with each other to form other two lone pairs. In total, there are 4 pairs of electron surrounding one oxygen atom. Due to the repulsive forces between electron clouds, four pairs
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of electron will arrange themselves in tetrahedral geometry. The oxygen nuclei is located at the center point of tetrahedron and the angle between any two bonding pairs is supposed to be $109.47^\circ$. Nevertheless, the angle of H-O-H is usually smaller than the expected value ($109.47^\circ$) and is about $104^\circ$ due to the strong repulsion of two lone pairs.

For inter-molecular interactions between water molecules, two lone pairs of the oxygen atom of a molecule can form hydrogen bonds with the hydrogen atoms of neighboring molecules. There has been no solid evidence to clarify the nature of hydrogen bonds yet. It is believed to rely on the attractive Coulomb and dipole-dipole interactions. If a water molecule forms a hydrogen bond, it is called a hydrogen acceptor. It can also be a hydrogen donor if any of its two hydrogen atoms participates in forming the hydrogen bond with neighboring molecules. In total, a water molecule can be bonded possibly with up to four other water molecules. Hence, there are so many possible ways to arrange the molecules in water clusters. It results in that the structural geometry of water clusters are usually complicated. It is different from most other hydrogen-bonded systems such as hydrogen fluoride clusters ($\text{HF}_n$) where each molecule (three lone pairs and one hydrogen atom) can only form two bonds. The structural geometry of hydrogen fluoride clusters is therefore much simpler where only the linear or ring forms can exist.

Figure 1.1: A decahedronal structures of $(\text{H}_2\text{O})_{16}$. The dashed lines represent the hydrogen bonds.
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The length of hydrogen bonds could not be defined precisely and supposed to vary in the range of 1.7 - 2.2 Å, depending on different situations. When a water molecule donates the hydrogen atoms, the electron density at its lone sites increases, encouraging the molecule to accept hydrogen atoms from the neighboring molecules. It is the so-called cooperative effect. In contrast, the anti-cooperative effect does the opposite. When accepting a hydrogen bond, the possibility of a water molecule to accept a new hydrogen bond is reduced but the possibility to donate hydrogen atoms to others is increased. The cooperative effect on a water molecule increases its own covalent bond (O-H) lengths and reduces the hydrogen bond (H…O) distances whereas the anti-cooperative effect does the opposite things.

Although hydrogen bonds are considered stronger than Val der Waals interactions, they are still energetically weaker (from 5 - 30 kJ/mol and approximately 20 kJ/mol in liquid water) than covalent bonds in water molecules. Thus, the hydrogen bonds can be easily broken or reformed due to the thermal and vibrational motions of the molecules. The life time of a hydrogen bond is quite short at room temperature (in order of picoseconds). The structures of water clusters will vary with time, temperature and pressure, therefore, are very difficult to be predicted. In water systems, the number of hydrogen bonds is quite large so the hydrogen bonds are the dominant interactions. Thus, understanding the character of hydrogen bonds plays a significant role in studying the structures and dynamic properties of water.

1.2.2 Experimental studies

Investigating the microscopic structures and dynamics of water clusters are extremely difficult due to a couple of reasons. Firstly, the scattering area of hydrogen
atoms is very small which are actually unable to be observed with existing spectroscopic techniques. Thus, the geometries of water clusters can only be estimated indirectly. Secondly, the size of clusters is difficult to be selected and maintained precisely. Thirdly, it is not possible to control and monitor the temperature of clusters in experiments since the structures and dynamics of water are strongly affected by temperature as discussed in the previous section. Nevertheless, by engaging a lot of sophisticated experimental techniques, numerous experimental studies have been done in recent three decades. In this section, we only highlighted some typical works.

Dyke and coworkers[6, 7] determined the structural information of partially deuterated water dimer, the smallest water clusters, by using molecular beam electric resonance spectroscopy in 1977. A rigid-rotor model of water (the distance of covalent bonds and the angle of H-O-H were fixed) was used in conjunction with the microwave spectra to approximate the geometry of water dimers. The results of O-O distance and Euler angles of the water dimer displayed a quantitative agreement with the first-principles results derived afterward.

In 1982, Lee Y. T. et al.[8] used the crossed molecular beam technique to measure the infrared vibrational predissociation spectra of water dimer, trimer, tetramer, pentamer and hexamer in the range of 3000 - 3800 cm$^{-1}$ for the first time. The sharp peaks of OH stretching of (H$_2$O)$_{n=3-6}$ clusters were detected and compared with those in liquid phase.

In 1992, Saykally and coworkers developed the far-infrared vibration-rotation-tunneling (FIR-VRT) spectroscopy.[10] This powerful method used the tunable FIR lasers to measure vibration-rotation-tunneling (VRT) bands of weak bonds such as hydrogen bonds. In the first application of FIR-VRT, the IR spectra of the cyclic water trimer was reported. Following that work, a series of experimental observations on the vibrational spectra and dynamics of water trimer,[9, 11]
tetramer, \cite{32} pentamer, \cite{33} and hexamer \cite{34} have been done also by Saykally’s group.

Recently, the vibrational predissociation spectra of $\text{H}^+(\text{H}_2\text{O})_n$ for $n = 9 - 11$ were reported systematically by Lin and coworkers. \cite{3} In this work, the size dependence of the spectra was witnessed. They found that the peaks of O-H stretching were shifted systematically to the higher frequency with increasing cluster sizes. Especially, the temperature of the clusters was approximated from the dissociation rate of water molecules for the first time. This approximated temperature was very useful for further studying the thermal effects of water clusters. In another work, Headrick et al. \cite{35} measured the vibrational spectra of Argon-attached protonated water clusters. Afterward, the spectra of $\text{H}^+(\text{H}_2\text{O})_{n=2-11}$ were analyzed carefully and the spectral signatures of hydrated proton vibrations was recognized.

More recently, Miyazaki et al. \cite{36} probed the IR spectra of O-H stretching of $\text{H}^+(\text{H}_2\text{O})_n$ with $n = 4 - 27$. From the spectral changes with cluster size, they concluded that the chain-like structures appearing at small sizes ($n < 10$) transform into two-dimensional net structures ($10 < n < 21$), and then into the cages ($n \geq 21$). A similar work was undertaken by Shin and coworkers \cite{37} in which the OH stretching vibrational spectra of a series $\text{H}^+(\text{H}_2\text{O})_n$ clusters with $n = 6 - 27$ were reported. Although using the method different from Miyazaki’s group, \cite{36} their experimental results somehow show a satisfactory agreement with each other.

### 1.2.3 Theoretical studies

Although a variety of techniques have been used in experiments, microscopic structures of water clusters are still somehow poorly understood. The information of geometry such as O-O distances could be estimated as in Ref. \cite{11, 33}, but the detailed configurations of water clusters cannot be identified experimentally. Also
no dynamic properties can be observed directly in the experiments. Therefore, theoretical calculations play a very important role in investigating the structures and properties of water clusters. To date, numerous number of theoretical works about water clusters have been carried out. In this section, we only emphasize on several interesting works about neutral water clusters. The current research on other kinds of water clusters such as protonated and deprotonated clusters will be discussed separately in Chapter 4 and 5, respectively.

There have been many extensive first-principles studies about water clusters so far. Most of the studies were limited to the small-sized clusters due to the highly computational cost of first-principles calculation. Ground-state structures and vibrational spectra of small-sized water clusters \( n < 30 \) have been revealed at different levels of theory including Hartree-Fock (HF), density functional theory (DFT) and Møller-Plesset second order perturbation theory (MP2).\[38–40\] In these works, the ring structures were identified as the most energetically stable forms for \( n = 3 – 5 \). The morphological transition of \((\text{H}_2\text{O})_n\) were recognized at \( n = 6 \) when the three-dimensional (3D) structures become the most stable ones. Several topologically distinct structures of water hexamer including book, cage, prism, ring were found to be energetically close to each other and their relative stabilities depend on the level of calculation theory.\[12, 41\] For water octamer, many studies with different levels of theory predicted two cubic isomers with \( S_4 \) and \( D_{2d} \) symmetry to be the ground-state structures which are energetically well separated from other isomers.\[13, 14, 41\] More recently, various properties including optimal structures, structural parameters, binding energies, hydrogen bonds, charge distributions, dipole moments of \((\text{H}_2\text{O})_{n=2-34}\) have been computed at Hartree-Fock level.\[42\]

In the efforts to bridge the gap from clusters to bulk materials, large-sized water clusters \( n > 30 \) have been investigated exclusively in literature. Numerous empirical models for water clusters have been developed, in conjunction
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with advanced simulation methods such as MD or MC simulations, permitting to investigate large-sized clusters consisting of dozens[15, 16] to hundreds water molecules.[43] Lee et al.[16] applied simulated annealing method with the empirical potential function of Cieplak, Kollman, and Lybrand to optimize water clusters up to $n = 20$. Using basin hopping, Wales and coworkers studied the TIP4P[17] and TIP5P[44] potentials for $n \leq 21$, and compared the structures and formation energies obtained against the results of MP2 calculations. Along this line, Bandow and Hartke [15] developed a highly parallel evolutionary algorithm to examine water clusters up to $n = 34$ on TIP4P and TTM2-F potentials. In this study, they recognized the morphological transition at $n = 17$ in which the structure consisting of a single interior four-coordinate molecule at the center was found to be the global minimum. They also found two morphological trends for $n = 17 - 25$ where the odd-numbered clusters were the cages with a single interior molecule where as the even-numbered ones were the cube-and-pentarism structures. For studying huge-sized clusters, Martin Chapin[43] has recently proposed an icosahedral clustering model in which an 3-nanometer icosahedron containing 280 $(\text{H}_2\text{O})$ molecules was formed by arranging twenty regular 14-molecule tetrahedral clusters. The radial distributions of R(O-O) and R(O-H) derived from the model were quite consistent with X-ray diffraction data. In addition, the anomalous temperature-density behavior of water could also be explained partly from the results of this study.

1.3 Motivation and contributions of our work

To date, most of existing theoretical studies about water clusters have primarily focused on the ground-state structures without considering other meta-stable structures. Nevertheless, the ground-state structures themselves suffer from characterizing the properties of the water clusters. From the experimental observations, multiple stable conformations of water have been found to coexist. Moreover, the
relative stabilities of water isomers are usually influenced strongly by such entropy effects or zero-point-energy corrections. Hence, it is necessary to engage not only the ground-state structure but also the low-lying energetic isomers in studying water clusters. Nevertheless, identifying possible isomers is still challenging in theoretical calculations since the search space is huge and rough. The existing global optimization methods for molecular systems are only applicable with semi-empirical models and not feasible to be used with first-principles calculations due to the high computational cost. In this work, we proposed a hierarchical search method in order to explore thoroughly potential energy surface (PES) at first-principles calculations in which we not only identified the global minimum but also archived the local minima. In particular, the hierarchical search has been applied to neutral, protonated and deprotonated water clusters with different sizes. Numerous distinct configurational isomers have been uncovered and archived. The morphology of neutral and deprotonated water clusters have been found to be similar to each other and more compact than the protonated counterpart. The effect of ZPEs on the relative stabilities of each water species were analyzed afterward. The resultant archives were not only useful for studying geometries and relative stabilities but also for further thermodynamic analysis.

The vibrational spectra with increasing sizes have been measured in recent spectroscopic experiments in attempt to reveal the transition sizes and the signatures of structural changes of water clusters. Apparently, the structural transitions are strongly influenced by the temperature, therefore, finite temperature effects are necessary to be considered in those studies. However, the existing experimental techniques lack of the ability to control and monitor the temperature of clusters. Therefore, theoretical investigations are required to study the temperature dependence. To date, many theoretical simulations with different methods have been done, [2, 45–55]. Nevertheless, most of the simulations carried out empirical models and the amount of the studies at first-principles calculations still
remain limited. In this work, one of our goals is to investigate the thermodynamics and structural transitions of water clusters at first-principles calculations. To avoid a lot of problems such as quasi-ergodicity, slow convergence, high energy barrier crossing encountered in conventional Monte-Carlo simulations, superposition approximation approach has been carried out in which the density of states and other dynamic properties were acquired from the collected local minima. We showed the quantitative agreement in the thermal properties calculated by Monte Carlo simulation and harmonic superposition approximation (HSA), highlighting the reliability of HSA approach for studying water clusters. The thermodynamic behaviors of both neutral, protonated and deprotonated water clusters were subsequently examined on the same footing for a comfortable comparison.

The dynamic properties derived from theoretical calculations, however, cannot be measured experimentally. To bridge the gap between theory and experiment, the vibrational spectra were simulated based on the results of thermodynamics. Instead of looking at the spectra of individual isomers, we engaged a method in which all collected isomers are taken into account, in conjunction with the temperature effect, for simulating the total spectrum. This method was expected to offer a more realistic vibrational spectra than the conventional manner. Based on the comparison between experimental and theoretical spectra of protonated water clusters, we obtained a reasonable agreement.

Our method allows to investigate systematically from structures, dynamics to vibrational spectra at first-principles calculations. It has been applied to water clusters in this work but it is entirely possible to be used in other molecular systems. In our recent work,[56] it has been carried out to study the structures, stabilities and proton switch in protonated water and methanol mixed cluster, \( H^+(CH_3OH)_m(H_2O)_n \) \((m + n = 5 \text{ and } 6)\).

Last but not least, the collected isomers were used partly to parametrize new
empirical potentials. Two potentials for hydrogen fluoride and water clusters were
developed. From our preliminary investigation, they could reproduce well the
geometries, interactions and binding energies of high level MP2 calculations. The
new potentials developed were expected to improve the efficiency of hierarchical
approach for further exploration with larger cluster sizes in our future works.

1.4 Organization of the thesis

The thesis is organized as follows: in chapter 2, we describe the hierarchical ap-
proach in order to explore the potential energy landscape at quantum chemistry
levels. The method for molecular global optimization based on Genetic Algo-
rithms is described and the technical issues arising are addressed. In chapter 3, we
present the details of harmonic superposition approximation for studying the ther-
modynamics and structural transitions from the archived isomers. In the following
chapters (4, 5 and 6), we apply the proposed method to study extensively 3 species
of water clusters including protonated, deprotonated and neutral water clusters,
respectively. For each kind of water clusters, geometrical structures, thermody-
namic properties and vibrational spectra are systematically investigated. The
calculated results are subsequently compared with recent experiments. In chapter
7, we present the development of the potential models for hydrogen fluoride and
water clusters in order to improve our methods for further study as well as to pro-
vide a good model for simulating hydrogen bonding clusters. In the final chapter,
we summarize our works and discuss about the future studies.
Chapter 2

Hierarchical approach for exploring the potential energy surface

2.1 Hierarchical approach to study at quantum chemistry level

The potential energy surface can be considered as a hyperspace defined by the potential energy of a group of atoms. Exploration on the PES is very intricate since it is a high dimensional global optimization problem. For an N-atom system, the coordinate degrees of freedom is $3N$, so the computational scale is roughly $O(N^3)$. The most challenging thing, however, is the exponential increase in the number of stationary points according to the cluster size which has been demonstrated theoretically and empirically in literature.\cite{57, 58} Besides that, the high energy barrier and ergodicity also make the exploration on PES very troublesome.
By carrying out first-principles calculations, we can yield accurate results which are close to the experiments. However, the computational scale of first-principles calculations is nearly $O(N^4)$ in most cases. Consequently, the applications of first-principles calculations are usually limited to small-sized clusters. It is not suitable to perform exploration or simulation directly on PES due to the high computational demand. Until now, the "on the fly" approaches have been used rarely on several molecular systems.[50] On the other hand, using empirical model is more favoured for such complicated systems like water clusters, because they are always faster than first-principles calculations. It is also helpful in studying the atomic interaction while leaving aside the issue of the coordinate system. By excluding the involvement of electrons, it always make obtaining the energy and the atomic forces much easier. Hence, global minimization and simulation can be performed for relatively larger systems up to hundreds of atoms.[17, 59] It is not only efficient and effective in locating ground-state structures, but also in sampling a large set of stationary points for further analysis.

On the other hand, empirical potentials are not accurate as compared to first-principles methods. To compensate for the weaknesses of two methods, we proposed an alternative approach that synergizes empirical models with first-principles calculations. Our aim is to benefit from the low computational cost of empirical potentials by coupling it with first-principles calculations to explore the PES of water clusters at the quantum mechanical level. Consequently, the search for isomers becomes an efficient highly accurate process. The main idea of the approach is sketched in Figure 2.1. Instead of searching directly on the PES of first-principles calculations (red curve) which is computationally very expensive, we first locate the isomers, denoted here as $B_i$, on the empirical PES (black curve) which serves a "pre-screening" stage. All distinct isomers $B_i$ are subsequently refined to the nearest isomers $A_i$ via first-principles optimizations. The low computational cost of the empirical potential allows possible extensive
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Figure 2.1: Sketch of hierarchical approach. $A_i$ and $B_i$ refer to the local minima of the empirical model (black curve) and first-principles calculations (red curve), respectively. The local minima $B_i$ have been identified with the genetic algorithm to serve as appropriate starting points for further refinement or locally optimized using the \textit{ab initio} calculations to arrive at the respective $A_i$ coverage and exploration of the PES for unique isomers. To speedup the entire isomers search process, the first-principles relaxation representing the most time consuming tasks, can be executed in parallel on multiple compute clusters. Our hierarchical approach has been previously proposed and applied to the studies of neutral and protonated water clusters.[58, 60]

2.2 Empirical potentials

Over the years, a lot of effort to construct potential models for water have been made. According to the review of Wallqvist et al.,[61] there are more than 50 empirical models including TIPS,[62] SPC, SPC/E,[63] TIP3P, TIP4P,[64] TIP4P-Ew,[65] KJ.[66] TIP5P,[67] TIP5P-E,[68] etc. Most of water models were designed for simulation in liquid and condensed phases. For studying water clusters, we
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chose two sophisticated models, TTM2.1-F [18–20, 69] and OSS2,[70] as the first level of exploration since they were designed particularly for describing water clusters.

(a) **OSS2 potential:** is one of three versions of OSS family developed by Ojame and coworkers[70] to simulate water as participant in ionic chemistry. It was established from the interaction between polarizable $O^{-2}$ anions and protons, with pair-wise and three-body terms and is suitable for studying $H^+(H_2O)_n$ system since it permits the disassociation and proton transfer in water clusters. The potential was parametrized by fitting to high level *ab initio* MP2 calculations and it can reproduce well the structures and binding energies of small-sized protonated water clusters including neutral ones. It is polarizable. However, unlike to other potentials such as TIP family, OSS2 does not use artificial charges to describe the polarizability of water molecules. Alternatively, screening functions were introduced to also model the overlap of electron clouds between oxygen and hydrogen atoms. OSS2 is a sophisticated potential with 40 parameters in which 24 ones are involved in the O-H interactions in order to describe correctly the vibrations of water molecules. Among OSS family, we chose OSS2 potential since it was demonstrated to offer the “best overall performance with regard to structure and energetics of larger neutral and protonated water clusters”.[70] For details on the functional forms, stable structures and thermodynamic simulations of OSS2, the readers are referred to Ref. [2, 60, 70].

(b) **TTM2.1-F potential:** is the second sophisticated empirical potential considered in this work. It is a flexible, polarizable, Thole-type interaction potential developed by Bernham and coworkers[18–20, 69]. Although the model was parametrized using water dimer only, it was shown to reproduce the binding energies that are in close agreement to MP2 calculations for $(H_2O)_{n=2-6}$[12] and $(H_2O)_{20}$ clusters.[21] In this study, we first considered the TTM2.1-F
empirical model,[69] which is a revised version of the original TTM2-F, that reportedly resolves issues relating to dipole moment of individual water and short intermolecular interaction.

The close agreement of both TTM2.1-F and OSS2 with first-principles method on small-sized water clusters inspired the idea to use empirical models to enhance the exploration of PES at the quantum level. Because the PES landscape and the structures of water cluster isomers generated by these two models are sufficiently close to those of first-principles counterparts, it makes good sense to use their local minima as input to first-principles methods, thus reducing the computational efforts required.

### 2.3 First-principles calculations

All archived distinct isomers of the OSS2 model then undergo geometrical optimization using the Becke-’s three-parameter hybrid method[71] with the Lee, Yang, and Parr (B3LYP) functional[72] and 6-31+G* basis set. The convergence criteria for minimization are defined as root mean square and maximum component of gradient lower than $3.0 \times 10^{-4}$ and $4.5 \times 10^{-4}$ Hartree/Å, respectively. In several cases requiring a larger basis set such as OH$^-$($\text{H}_2\text{O})_n$ clusters, selected isomers of different topologies were re-optimized with the use of B3LYP/6-311+G(d,p) as well as Møller-Plesset second order perturbation theory (MP2). The effect of basis set on the structures and thermodynamics is also discussed throughout the study. To ensure the optimized structures are true isomers, vibrational analysis is subsequently performed and only those having non-imaginary frequencies are accepted for harmonic superposition approximation. Note that all calculations have been completed using the GAUSSIAN-03 package.[73]
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2.4 Exploration of PES by using an Archiving Memetic Algorithm

2.4.1 Introduction

Exploration on multi-dimensional, ergodic PES for identifying the optimal solutions even with a simple objective potential function is not trivial. For decades, a lot of advanced heuristic search algorithms have been designed and developed for this purpose. In attempt to bridge the understanding gap from clusters to bulk materials, the size of investigated systems is larger and larger. The conventional methods such as simulated annealing, tabu search, basin hopping, Monte Carlo simulations are somehow less efficient for such non-convex, multi-modal, disjoint or noisy solution space. In the last decade, people started to apply genetic algorithm (GA), a technique of artificial intelligence, in molecular geometry optimization. Deaven and coworkers[59, 74] pioneered the application by carrying out GAs to locate the global minima of fullerene cluster structures up to C_{60} and Lennard-Jones clusters. For two recent decades, an abundance of studies have been done using GAs to investigate many kinds of systems from clusters[15, 58, 59, 74] to bulk materials.[75, 76]

GA was invented by John Holland in 1966. They borrow the ideas of genetics and biological evolution for solving real-world optimization problems. In fact, GA is inspired by Lamarkian spirit rather than Darwian one.[77, 78] Candidate solutions of the optimization problem evolve as individuals in a population. Each individual is characterized by its ”genes” or ”chromosome” which are usually implemented computationally as a bit string or an array of numbers. The ”adaptive capability” to the ”environment” of each individual is measured by a fitness function. The individuals create the ”offspring” for the next generation via genetic
operators: selection, combination, mutation. The survival and reproduction possibilities of the individuals are based on the idea of “survival of the fittest” in the evolutionary theory where the individuals with higher fitness score will have a higher chance to survive and being reproduced. Due to this mechanism, new population of solutions biased towards better regions on PES will be generated.

The generality is one of biggest advantages which is demonstrated by the successes of GA in a wide variety of application domains: engineering, economics, finance, genetics, robotics, art, biology, physics and chemistry. GAs usually work well with many kinds of optimization problems since they generally do not require a prior-knowledge of PES neither make any assumption about the search space.

By working with a population of solutions, GA is able to cover PES well and enhance the search efficiency. Moreover, GAs can be implemented easily in embarrassingly parallel manner in which the population can be divided into many parts and each part can be independently handled by an individual processor. Consequently, the search capability of GAs is nearly proportional to number of processes in use which make GAs particularly well-suited in computer clusters.

By sampling the search space with a population of solutions rather than using local slope information from the fitness function, GA can mitigate the possibility to be trapped at local minima as encountered in other search algorithms. Nevertheless, it usually takes GA a relatively longer time to locate the exact local minima with a desired accuracy than using local search methods such as conjugate gradients, steepest decent or quasi-Newton. In order to achieve a better efficiency in exploration and exploitation, many algorithms[77, 79] combining the population based and local search procedures have been developed. They exploit the complementary advantages of GA (generality, robustness, global search efficiency) and problem-specific local search (exploiting application-specific problem structure, rapid convergence toward local minima). Such combinations of optimizers are
commonly known as memetic algorithms (MA). MA has been shown to be efficient and effective on a large number of testing and real-world problems.[15, 58, 60, 79–83] In our work, we are not only keen on identifying the global minima but also on local minima due to their essential role in analyzing PES (see Chapter 3). For this purpose, a so-called Archiving Memetic Algorithm (AMA) has been proposed. In the following sections, the components of AMA are presented in details.

2.4.1.1 Genetic operators

GA relies on operators to generate new solutions or "offspring" from existing solutions or "parents". These operators can be categorized into mutation and crossover operators. Mutation operators manipulate the chromosomes of single parents, usually through stochastic perturbation. Crossover operators combine features from the chromosomes of two or more parents to create offspring. The chromosomes are traditionally encoded as a bit string and both the mutations and crossovers are simply binary operators. Nevertheless, it was found that binary bit string GAs performed poorly in molecular optimization since operating on bit string encoded chromosomes usually destroys the cluster geometry and molecular constraints. Consequently, the clusters generated do not inherit the bond information of their parent structures and are usually worse than them. It leads to the fact that GA mostly operate on unphysical region of PES and the search becomes extremely slow and ineffective. To deal with this issue, our AMA works directly on the configuration space. The chromosomes are implemented as an array of real numbers based on the Cartesian coordinates of atoms. Additional, molecular mutation and crossover operators are designed in order to generate viable clusters that obey molecular constraints. This manner displays much more effective than the conventional counterpart as demonstrated in the previous studies.[15, 74]
(a) **Initialization:** The population of candidate solutions are initialized stochastically. The molecules are generated randomly within a sphere of radius of 
\[(3/4N_{mol})^{1/3}R_E\], where \(N_{mol}\) is the number of molecules and \(R_E\) is the average equilibrium between two neighbouring molecules. The molecules are added one by one until the required cluster size is met. After initialization, all clusters are relaxed to their nearest local minima.

(b) **Crossover:** The crossover operator creates a single “child“ cluster by merging two selected parent clusters, \(A\) and \(B\). Firstly, both parent clusters are rotated randomly around an arbitrary axis passing through the clusters’ centroids. Secondly, the clusters are cut into two sub-clusters using a random plane across their centers of mass. However, the numbers of molecules of the sub-clusters are usually not equal to each other if cut in that manner. To guarantee the sizes of the sub-clusters are similar, an array of the signed distances of all molecules to the cut plane is calculated and sorted ascendingly. The molecules corresponding to the first \(N_{mol}/2\) array items of the ”father“ cluster are picked up to form the first sub-cluster. And the molecules corresponding to the last \(N_{mol}/2\) array items of the ”mother“ cluster are picked up for the second one. Two sub-clusters are afterward swapped to form a new, possibly lower energy, cluster. The crossover should be constructive. The ”child“ cluster should inherit the characters of its parents. It means that the children are supposed to be quite similar to the ”parent“ ones. It has been tested and shown in our previous study[1] with 300 structures of \((\text{H}_2\text{O})_{10}\) generated from the crossover operator. In average, the structure of the child cluster was found to be about 80% similar to the parent ones.

(c) **Mutation:** The child clusters created by crossover afterward mutate by one of three mutation operators: the perturbation, inner-molecule relocation (IMR) and outer-molecule relocation (OMR) operators as depicted in Figure 2.2. The perturbation operator is a standard operator used in previous research.[16, 83]
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A couple of molecules selected randomly in a cluster are firstly rotated around the random axis through their mass centers by an arbitrary angle. Subsequently, they are translated by adding a random vector with the magnitude of $\leq 0.5$ Å to the Cartesian coordinates of the atoms in the molecules. For more aggressive mutation to escape from deep minima, IMR and OMR operators are implemented. IMR relocates the molecule closest to a cluster’s centroid to an arbitrary point on the cluster’s surface, destroying the cluster’s inner structure. OMR relocates the molecule furthest from the cluster’s centroid to another arbitrary point on the cluster’s surface, modifying the cluster’s surface. To avoid generating unnatural geometries, constraints on bond lengths and bond angles are imposed on these operators. For example, O-O distances must be in the range of 2 - 3.4 Å.

2.4.1.2 Flow-chart of Archiving Memetic Algorithm

The conventional MA uses a generation-based scheme in which all individuals of the current population are replaced for every iteration. This scheme, however, encountered a bottle-neck since the new generation of individuals have to be synchronous. The populations have to wait until all the reproductions and local optimizations operating on each pair of individuals are finished. The overall efficiency will decrease significantly as a consequence.

\begin{figure}[h]
\centering
\includegraphics[width=0.6\textwidth]{Mutation_Operators.png}
\caption{Three mutation operators[1].}
\end{figure}
To avoid the bottle-neck issue, our real-coded AMA applied the asynchronous, non-generational based scheme which was successfully applied in previous studies.[15, 59, 74] The flowchart of our AMA is depicted in Figure 2.3. The master node manages the population of candidate structures and performs the genetic operators while the slave nodes locally optimize the structures sent by the master. After initialization, parent structures are rank-selected from the population before undergoing crossover and/or mutation to generate the offspring. Each individual offspring structure is sent to a slave node for local optimization. If the local optimization is successful, i.e. the root mean square of force is less than $3.0 \times 10^{-4}$ Hartree/Å and the maximum component of force is less than $4.5 \times 10^{-4}$ Hartree/Å, the resultant locally optimized structure is then inserted back into the
population of the master node to compete for reproductive opportunities in the spirit of Lamarckian learning.\cite{78, 79} It is also archived for further thermodynamic and vibrational analysis. This entire process repeats until a maximum number of iterations or the wall-clock time limit is reached.

2.4.2 Ultra-fast shape recognition in archiving and preventing the premature convergence

In many cases, low-lying structures easily dominate the others in the population leading to premature search convergence.\cite{84, 85} In the present context for example, the consequence is that the crossover operator fails to generate any further improvements when the population of structures becomes homogeneous. Hence, preserving the diversity in the population is very crucial in GAs. Unlike conventional GAs, it is not trivial for molecular GAs since the similarity of molecular geometry can not be evaluated implicitly by the fitness function. In addition, throughout the archiving process, a significant number of structures may be archived more than once. These duplicate structures not only enlarge the archive unnecessarily but also make the simulation results unreliable since the contribution by some isomers could be artificially amplified (see Chapter 3). A quantitative structure comparison method is extremely necessary in order to filter out the duplicate structures as well as maintain the diversity of population in AMA search.

A variety of methods have been developed to measure the (dis)similarity between molecules in three dimensions.\cite{86–89} In superposition methods such as volume overlap,\cite{86} grid point counts,\cite{87} Gaussian approximations,\cite{88} the molecular structures are aligned through a minimization process for measuring the shape similarity. Those methods provide accurately a quantitative measurement on molecular shape. Nevertheless, they are very costly in computing due to the use of optimization.
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Instead, we used a computationally efficient non-superposition method with demonstrated accuracy: the Ultrafast Shape Recognition (USR) developed recently by Ballester et al.[90] Unlike the superposition methods described above, USR measures a molecular structure’s shape using a signature vector of twelve atomic distance statistics, $U_{k=1-12}$. This signature captures the mean, standard deviation and asymmetry of the distances from each atom in the structure to four anchor points. The anchor points are $a$ (the structure’s centroid), $b$ (the atom closest to $a$), $c$ (the atom furthest $a$) and $d$ (the atom furthest from $c$). For details, the reader is referred to the original paper.[90]

This signature has nice properties in that it is invariant to translational and rotational symmetries. As such, we can easily define the similarity index, $s_{v_i,v_j}$ between two molecular structures $v_i$ and $v_j$ as distances between the signatures. In this work, we follow the approach used by the original USR authors by using the inverse-scaled Manhattan distances between signatures:

$$s_{v_i,v_j} = \frac{1}{1 + \frac{1}{12} \sum_{k=1}^{12} |U_{v_i}^k - U_{v_j}^k|}$$  \hspace{1cm} (2.1)

In this form, $s_{v_i,v_j}$ is a number ranging from 0 to 1. A value of 0 indicates that two structures are totally dissimilar, whereas the other extreme represents a perfect match. Since the similarity index is constructed regardless of the number of atoms, USR can also compare two structures with different numbers of atoms.

Our tests with USR on water clusters indicated that it was effective at identifying duplicates and distinguishing dissimilar clusters. For example, two well-known water octamer isomers with the point-groups of $S_4$ and $D_{2d}$ shown in Figure 2.4 are very difficult to be distinguished by naked eyes. The difference between them lies in the hydrogen-bond directions of two constituent tetramers (top and bottom surfaces). In $S_4$ octamer, they are both counter-clockwise (looking from the top) but in opposite directions in $D_{2d}$. The similarity of two isomers can be computed
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Figure 2.4: Structures of the $S_4$ and $D_{2d}$ water octamer isomers. The similarity between them is 87% as computed by USR.

easily by USR signatures (87%). From a computational perspective, USR is highly efficient and at least three orders of magnitude faster than the previously most efficient method which is called Rapid Overlay of Chemical Structures.[91] The signature computations take at most $O(n)$ time for each pure water cluster of size $n$ and need only be performed once for each cluster.[1]

AMA preserves diversity in the population by preventing duplication of structures in the population which have been implicated in the premature convergence.[92] Therefore, before a cluster is added to the population, it is checked against every population member. If the USR similarity to any existing population member is above 96% and the binding energy difference between the two clusters is less than 0.01 kcal/mol, the cluster is classified as a duplicate and is prevented from entering the population. The threshold values of 96% and 0.01 were chosen based on investigations performed in our works[58, 60] but can be easily modified for other studies. Moreover, to ensure that only unique structures are archived, USR algorithm is also used to sieve out potential duplicate structures.
Chapter 3

Harmonic superposition approximation

3.1 Introduction

Most of existing theoretical simulations nowadays carry out either molecular dynamics (MD) or Monte Carlo-based (MC) algorithms in predicting the structural transitions.[2, 45, 46, 93] Even though some techniques such as J-walk[44, 94] and parallel tempering[95, 96] are established as useful for resolving the issue of quasi-ergodicity, they remain to be plagued with problems of slow convergence, high energy barrier crossing, and poor sampling of the potential energy landscape, especially on large-scale or large-sized systems. An alternative approach to MD and MC is superposition approximation (SA) which acquires the diverse physical properties of a system from a collection of local minima and transition states instead of exploring directly on the potential energy landscape as like as MC or MD methods. To date, SA has been used widely in a variety of systems, from liquids to solids, glasses, clusters and etc. It was first considered by Stillinger et al. for studying hidden structures in liquids[97] and subsequently also liquid-solid
transitions.[98] Wales examined the coexistence of solid-like and liquid-like forms in a finite atomic cluster, with harmonic approximation employed in SA for the first time.[13] Calvo et al.[99] also used SA to calculate the physical and chemical properties of several atomic clusters and highlighted the close agreement between SA and MC simulations. Generally, SA is established to yield higher efficiency than conventional MC simulations in predicting thermal properties,[57, 99, 100] thus making SA feasible and practical for studying the thermodynamics of molecular systems at quantum chemistry level.

The underlying theory of SA is that the observed quantities of the system are approximated from a statistical set of local minima instead of performing sampling on the potential energy surface. The density of states ($\Omega(E)$) and the partition function ($Z(T)$) can be computed by summing up the contributions of all local minima found on PES [57, see Chapter 7, page 266] as follows

$$\Omega(E) = \sum_a \Omega_a(E) \quad \text{and} \quad Z(T) = \sum_a Z_a(T),$$

where $T$ is the temperature and $\Omega_a(E)$ and $Z_a(T)$ are the density of states and the partition function associated to a local minimum, $a$, respectively. In order to reduce the calculation complexity and computational efforts, the density of states or partition function of the local minima are normally approximated in some simple manners instead of being computed directly. Many schemes for approximation have been developed and applied in a lot of systems from clusters, liquid to bulk materials. [57, 97–99, 101] In several systems, only a simple approximation towards $\Omega_a(E)$ and $Z_a(T)$ produced a quantitatively good agreement with the experiments [60] and other simulation methods [99] with a low computational cost. As stated by D. J. Wales,[57] the advantage of SA is that the density of state or partition function of whole system can be broken down in terms of local
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minima. It allows us to determine the contributions of a particular region of PES and to identify the major impact to thermodynamics of the whole system.

Another advantage of SA is the contribution of each local minimum to the DOS can be treated individually. Consequently, the calculation can be performed embarrassingly parallel in computer clusters making SA more efficient than the conventional MC methods where only one sampling move is carried out. SA requires to identify as many minima as possible so a sampling algorithm for effective and efficient discovery of true distinct isomers is crucial. Nevertheless, there is no restriction in how to sample the minima so a lot of advance algorithms and techniques can be utilized for this purpose. This advantage makes SA capable to overcome the difficulties such as slow convergence, high energy barrier crossing or ergodicity usually encountered in MC simulations as mentioned above.

The accuracy and success of SA depend strongly on how well the PES is explored, meaning how many isomers are involved for the calculation. However, this is not a trivial task due to the large numbers of existing local minima even for small-sized systems. The number of local minima usually increases exponentially with the cluster size as demonstrated in both theoretical and numerical studies.\[57, 102\] Fortunately, it can be seen from the formula that the major contribution to the density of states of the whole system comes from low-energy minima due to the Boltzmann factor, \( \exp(-E/(k_B T)) \). The natural bias toward the low-energy local minima suggests using only low-energy minima as the representative sample instead of a complete set of all minima which is impractical to be achieved. By limiting the search on the local minima whose energy are lower than an appropriate threshold, the number of considered minima can be reduced significantly, therefore, saving a lot of computational efforts in calculation without losing much accuracy. The biased-search algorithms such as basin hopping or GAs (described in Section 2.4) are very suitable for this purpose.
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3.2 Harmonic approximation and thermodynamics

Harmonic superposition approximation (HSA) is one of the simple approximations toward the partition functions of basins. The underlying theory of HSA is to treat each local minimum as a harmonic and infinite basin characterized only by vibrational frequencies and relative energies as demonstrated in Figure 3.1. The contributions of rotation and translation to the density of states are neglected. The overlap between minima is also not taken into account. Although the approximation is relatively simple and many assumptions are proposed, HSA still represents an excellent choice for examining the equilibrium properties since its approximated results are significantly close to conventional MC-based algorithms’ as demonstrated in our study of protonated water cluster[60] and many other works.[97–99, 101]

We assume that the partition function $Z_a(T)$ of each local minimum in Equation 3.1 is calculated only from the contribution of un-coupled vibrational mode. The effect of molecular rotation is not taken into account in the assumption that it has little impact. It means potential energy surface of each isomer is approximated as a hyper-ellipsoid. Based on this assumption, Hamiltonian in normal mode coordinates, $Q_a$ of a single local minimum, $a$, can be written as

![Figure 3.1: Schematic representation of HSA. X-axis is the reduced representation of the Cartesian coordinates. The local minima $A_1$, $A_2$, $A_3$, etc. are assumed to be harmonic and infinite with no overlap between them.](image-url)
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\[ H = V_a + \frac{1}{2} \sum_{a=1}^{\kappa} (\dot{Q}_{a,a}^2 + \omega_{a,a}^2 Q_{a,a}^2), \]  \hspace{1cm} (3.2)

where \( \omega_{a,a} \) are vibrational frequencies, \( \kappa = 3N - 6 \) is the degree of freedom of vibration and \( V_a \) is potential energy. Each vibrational mode can be considered as a simple quantum harmonic oscillator whose energy spectrum is known as follows

\[ E_{j,n} = \hbar \omega_j (n + \frac{1}{2}), \quad n = 0, 1, 2, 3, ... \]  \hspace{1cm} (3.3)

where \( j \) is an index of the vibrational mode, and \( n \) is the quantum number of the \( j^{th} \) vibrational mode. The canonical vibrational partition function, hence, is derived as

\[ Z_{vib}(\beta) = \prod_{j} \sum_{n=0}^{\infty} e^{-\beta E_{j,n}} = \prod_{j} \sum_{n=0}^{\infty} e^{-\beta \hbar \omega_j (n + \frac{1}{2})} = \prod_{j} \frac{e^{-\beta \hbar \omega_j / 2}}{1 - e^{-\beta \hbar \omega_j}}, \]  \hspace{1cm} (3.4)

where \( \beta = 1/(k_B T) \), \( k_B \) is Boltzmann constant. The canonical partition function associated to a local minimum, \( a \), is calculated as the product of vibrational contribution part, \( Z_{vib} \), and \( e^{-\beta V_a} \).

\[ Z^Q_a(\beta) = e^{-\beta V_a} \prod_{a=1}^{\kappa} \frac{e^{-\beta \hbar \omega_{a,a} / 2}}{1 - e^{-\beta \hbar \omega_{a,a}}}, \]  \hspace{1cm} (3.5)

where \( Q \) denotes that the contribution of the vibrational modes are treated on the quantum-mechanical footing. For a specific configurationally distinct minimum of an \( N \)-atom system, the Hamiltonian is invariant to all permutation of equivalent nuclei and to inversion of all coordinates through a space-fixed origin (see Chapter 5.1 in Ref [57]). Hence, to derive the total canonical partition function, the degeneracy factor,
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\[ n_a = \frac{2N_A!N_B!N_C!...}{m_a}, \] (3.6)

should be included in the formula of total partition function. Here, \( N_A, N_B, \) 
\( N_C, ... \) denote the number of atoms of atomic type \( A, B, C, ..., \) respectively. \( m_a \) is the order of point-group symmetry of the local minimum \( a \). The total canonical partition function in quantum regime (Q-HSA) is derived by taking summation over all configurationally distinct local minima,

\[ Z_Q(\beta) = \sum_a n_a e^{-\beta V_a} \prod_{\alpha=1}^{\kappa} \frac{e^{-\beta \hbar \omega_{a,\alpha}/2}}{1 - e^{-\beta \hbar \omega_{a,\alpha}}}. \] (3.7)

By considering the classical limit, \( \hbar \to 0 \), the harmonic approximation of canonical partition function, \( Z_C(\beta) \), in classical treatment (C-HSA), is derived as given below

\[ Z_C(\beta) = \sum_a n_a e^{-\beta V_a} \prod_{\alpha=1}^{\kappa} \lim_{\hbar \to 0} \frac{e^{-\beta \hbar \omega_{a,\alpha}/2}}{1 - e^{-\beta \hbar \omega_{a,\alpha}}} = \sum_a n_a e^{-\beta V_a} \prod_{\alpha=1}^{\kappa} \frac{1}{\beta \hbar \omega_{a,\alpha}}. \] (3.8)

From the total partition function, other thermodynamic quantities can be obtained easily as follows

The free energy is

\[ A = -\frac{1}{\beta} \ln Z(\beta). \] (3.9)

The average energy is

\[ \langle E \rangle(\beta) = -\frac{\partial}{\partial \beta} \ln Z(\beta). \] (3.10)
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The heat capacity (in \( k_B \) unit) is

\[
C_v(\beta) = -\frac{1}{k_B} \frac{d\langle E \rangle}{dT} = -\beta^2 \frac{\partial}{\partial \beta} \langle E \rangle. \tag{3.11}
\]

By substituting the partition functions from Equation 3.8 and Equation 3.7 into above equations, we obtain easily the thermodynamics as follows.

In classical harmonic superposition approximation theory (C-HSA), the average energy and heat capacity are \([57, \text{see Chapter 7.1}]\)

\[
\langle E \rangle^C(\beta) = \frac{Z_1}{Z_0} \quad \text{and} \quad C_v^C(\beta) = \beta^2 \left( -\frac{Z_1^2}{Z_0^2} + \frac{Z_2}{Z_0} \right), \tag{3.12}
\]

where

\[
Z_p = \sum_a n_a V_a^p e^{-\beta V_a} \prod_\alpha \beta \hbar \omega_{a,\alpha}, \ p = 0, 1, 2 \tag{3.13}
\]

In quantum harmonic superposition theory (Q-HSA), the average energy and heat capacity are \([57, \text{see Chapter 7.1}]\)

\[
\langle E \rangle^Q(\beta) = \frac{Z_1^Q + Z_{11}^Q}{Z_0^Q} \quad C_v^Q(\beta) = \beta^2 \left[ \frac{Z_1^Q + 2Z_{11}^Q + Z_{02}^Q}{Z_0^Q} - \left( \frac{Z_1^Q + Z_0^Q}{Z_0^Q} \right)^2 \right] \tag{3.14}
\]

where

\[
Z_p^Q = \sum_a n_a E_a^p e^{-\beta V_a} \prod_\alpha \beta \hbar \omega_{a,\alpha}, \ p = 0, 1, 2
\]

\[
Z_{p1}^Q = \sum_a n_a E_a^p e^{-\beta V_a} \sum_\gamma \frac{\hbar \omega_{a,\gamma}}{e^{\beta \hbar \omega_{a,\gamma}} - 1}, \ p = 0, 1 \tag{3.15}
\]

\[
Z_{02}^Q = \sum_a n_a E_a^p e^{-\beta V_a} \left[ \sum_\gamma \left( \frac{\hbar \omega_{a,\gamma}}{(1 - e^{\beta \hbar \omega_{a,\gamma}})^2} + \left( \sum_\gamma \frac{\hbar \omega_{a,\gamma}}{e^{\beta \hbar \omega_{a,\gamma}} - 1} \right)^2 \right],
\]
where \( E_a = V_a + \kappa \hbar \langle \omega \rangle / 2 \) and \( \langle \omega \rangle = (\sum_{a,a'} \omega_{a,a'}) / \kappa \) is the average of the frequencies.

In the following chapters, we apply HSA to derive thermodynamics of water clusters in both classical and quantum regimes. The structural transitions as well as the character of thermodynamic properties of three species of water clusters are simulated and studied thoroughly. The factors affecting on HSA results such as structures, relative stability, cluster sizes, etc., are also investigated. After that, the vibrational spectra are calculated based on the thermodynamic results and then compared with the experimental observation. Throughout the comparison, the reliability of HSA is tested and compared with other methods such as Monte Carlo simulations. The details will be discussed in subsequent chapters.
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Study of protonated water clusters

4.1 Introduction

Protonated water clusters have attracted numerous studies for a long period of time because of their important roles in ionic media and chemical reactions.[2, 3, 35, 36, 45–54, 70, 93, 103, 104] To date, significant progress has been made in experiments[3, 35–37, 103–106] and theoretical simulations.[2, 45–55, 107–109] In the latter, one of the core focuses is studying the dynamic structural transitions to reveal the complicated thermal behavior of water clusters. Using Monte Carlo simulations, Singer and coworkers identified the topological transitions of \( H^+(H_2O)_8 \) and \( H^+(H_2O)_{16} \) to treelike structures at high temperature, using OSS2 model.[70] On the other hand, Christie and Jordan[93] with the use of MSEVB model[110] identified two sharp transitions of \( H^+(H_2O)_8 \) whereas that of \( H^+(H_2O)_6 \) is devoid of sharp structures. Kuo and Klein[2] carried out basin hopping[17, 53, 111] and parallel tempering algorithm to systematically examine the low-energy structures and structural transitions of \( H^+(H_2O)_n \) for \( n \) up to 21. In a similar work,
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James et. al.[44] employed a modified empirical valance bond potential to study the properties of selected small to medium-sized clusters. With the advance of computation power and methodology, several studies have been made in the attempt to study water clusters at ab initio levels.[51, 52, 94, 112, 113] Iyengar and coworkers proposed the ab initio atom-centered density matrix propagation method to investigate systematically the structures, dynamics and vibrational properties of $\text{H}^+(\text{H}_2\text{O})_n$ for the magic size of $n = 21$[51, 52] as well as other systems.[114] Recently, Nakayama et. al. considered the use of an approximate potential to speed up the ab initio MC simulation on small protonated water clusters, $\text{H}^+(\text{H}_2\text{O})_{n=1,2}$[94]

Most of existing theoretical simulations have engaged either molecular dynamics (MD) or Monte Carlo-based (MC) algorithms in predicting the structural transitions of $\text{H}^+(\text{H}_2\text{O})_n$.[2, 45, 46, 93] However, those methods face a lot of problems such as quasi-ergodicity, slow convergence, high energy barrier crossing causing the difficulties in sampling of the potential energy landscape, especially on large-scale or large-sized systems. An alternative approach to MD and MC is superposition approximation (SA) where the observed quantities of the system are approximated from a statistical set of basins instead of performing sampling and averaging of the entire PES.

Recently, Ohno and coworkers[48, 49] proposed the anharmonic downward distortion following (ADD) algorithm, a full first-principles based approach, to explore the PES and then examined the thermodynamics of $\text{H}^+(\text{H}_2\text{O})_n$ for $n$ up to 7 via HSA. The sets of 9, 24, and 131 isomers collected for $n = 5, 6,$ and 7, respectively, at B3LYP/6-31+G** level were reasonably large. However, the requirement on second-order derivative calculations and serial searching regime limits the ADD from sampling widely for high-energy isomers on the quantum chemistry PES, especially for larger-sized systems.
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In the present work, instead of a complete reliance on *ab initio* calculations, we employ a hierarchical methodology with the OSS2 model employed as a prescreening process to construct the archival of potential distinct isomers for \( n = 5 - 9 \) to be subsequently examined and refined by first-principles calculations at the B3LYP/6-31+G* level. The synergy between empirical model and first-principles method permits extensive and efficient exploration of the PES, dealing with large-sized systems (up to \( n = 9 \)), and studying the systems at multiple distinctive levels of theory simultaneously. To deal with the issue of exponential growth on the number of isomers, a parallel asynchronous genetic algorithm is deployed for searching and archiving of distinct configurational isomers in \( \text{H}^+ (\text{H}_2\text{O})_n \). The archival of isomers are then analyzed to investigate the thermodynamic properties and structural transitions of \( \text{H}^+ (\text{H}_2\text{O})_{n=5-10} \), for both OSS2 model and *ab initio* calculations. From our obtained results, HSA is shown to be reliable on small-sized systems since it reproduces well the feature of heat capacity curves and structural transition of \( \text{H}^+ (\text{H}_2\text{O})_n \) in MC simulations of OSS2 model. The structural transition trends of protonated water clusters at *ab initio* calculations also revealed close agreement with that of the OSS2 model. The vibrational spectra are derived upon on the results of HSA and compared with recent experimental study. The detailed results and discussions will be presented in the following sections.

4.2 Exploration on potential energy surface

It is worth highlighting that our GA has reproduced successfully all the most stable structures of \( \text{H}^+ (\text{H}_2\text{O})_{n=5-9} \) that were found by the basin-hopping algorithm reported in previous related works.[2] In addition to that, we have uncovered and archived large numbers of distinct isomers which are summarized in Table 4.1. Since a threshold value of 0.96 was employed in the USR technique to remove duplicate isomers automatically, an over-elimination of unique isomers may happen.
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The resultant archive therefore may not represent the complete set of isomers on the PES. However, from our results the number of distinct isomers, \( N_{\text{isomers}} \), is observed to increase exponentially with the number of atoms, \( N \), in the range of \( n = 5 - 9 \) as expected in both theoretical and numerical studies.\[57, 102\] \( N_{\text{isomers}} \) can be approximated as \( Ae^{\alpha N} \) where both \( A \) and \( \alpha \) are constants depending on the system considered. From the database of Lennard-Jones clusters, \( A \) and \( \alpha \) have been approximated as 0.00397 and 0.9897, respectively, for \( N \leq 16.\)[115, 116] In the present work, \( A \) and \( \alpha \) are approximated as 0.5849 and 0.3918, respectively. The significant larger \( A \) for \( H^+(H_2O)_n \) might arise from the fact that water cluster system is less symmetric than atomic counterparts. This explains the larger number of isomers identified in the small-sized water clusters, hence a larger \( A \) value. Thus, \( A \) might represent as the measure of asymmetry in the system. In contrast, the smaller value of \( \alpha \) of the water cluster system would imply its smaller degree of freedom due to the bonds.

The uncovered sets of archived OSS2 isomers subsequently serve as input structures that are optimized at B3LYP/6-31+G* level. At the end of each successful optimization, the local optima at B3LYP/6-31+G* undergo vibrational analysis to retrieve the vibrational frequencies. For \( H^+(H_2O)_5, H^+(H_2O)_6 \) and \( H^+(H_2O)_7 \), a total of 21, 135, 707 isomers have been uncovered and archived, respectively. For \( H^+(H_2O)_8 \) and \( H^+(H_2O)_9 \), because the number of isomers found using the OSS2 model is large, a stricter similarity threshold of 0.85 is used to

<table>
<thead>
<tr>
<th>Cluster size</th>
<th>Number of isomers</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>218</td>
</tr>
<tr>
<td>6</td>
<td>1192</td>
</tr>
<tr>
<td>7</td>
<td>4700</td>
</tr>
<tr>
<td>8</td>
<td>11820</td>
</tr>
<tr>
<td>9</td>
<td>24693</td>
</tr>
<tr>
<td>10</td>
<td>60380</td>
</tr>
</tbody>
</table>

Table 4.1: Number of distinct isomers of \( H^+(H_2O)_n \) with OSS2 potential.
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Figure 4.1: Several new isomers of $\text{H}^+ (\text{H}_2\text{O})_5$, the numbers denoted as relative energies in kcal/mol

filter out greater number of potentially duplicated OSS2 isomers before undergoing DFT optimization. Based on the given criterion, resultant sets of 422 and 877 isomers for $\text{H}^+ (\text{H}_2\text{O})_8$ and $\text{H}^+ (\text{H}_2\text{O})_9$, respectively, have been identified. In comparison to other recent works reported in the literature on similar studies,[48, 49] the archives represent the largest sets of isomers reported at quantum chemistry level to date. For instance, several isomers of $\text{H}^+ (\text{H}_2\text{O})_5$ that are missing in the recent reported work[49] are depicted in Figure 4.1.

The 10 lowest-energetic isomers of each cluster size have been sorted according to their binding energies and depicted in Figure 4.2. As observed, the ground-state structures of both $\text{H}^+ (\text{H}_2\text{O})_5$ and $\text{H}^+ (\text{H}_2\text{O})_6$ belong to the family of four-member ring as observed in OSS2 model. For $\text{H}^+ (\text{H}_2\text{O})_5$ cluster, several other families of isomer shapes is also found to exist as depicted in Figure 4.2. These include five-member ring, tree-like or cage isomers which are well separated at the energy level ($\sim 1\text{kcal/mol}$). On the other hand, the family of four-member ring isomers is observed to dominate, with near iso-energetic at small energy gap of less than 0.2 kcal/mol. For $\text{H}^+ (\text{H}_2\text{O})_7$ and large-sized clusters, the structures tend to be more compact and all ground-state and low-energetic structures are of multi-ring shapes. The cubic isomers of $\text{H}^+ (\text{H}_2\text{O})_8$ are also relatively stable with a small energy gap of approximately 0.9 kcal/mol to the ground-state counterpart. Note that this is consistent with the observation reported by James et al.[44] where the
lowest cubic-like minimum of the modified MSEVB potential is approximately 0.8 kcal/mol higher than the most stable structure.

Figure 4.3 depicts the structures of $\text{H}^+(\text{H}_2\text{O})_n$ sorted according to the energy after zero-point energy correction. It is worth noting that the resultant structures of all sizes are observed to be more open. For $\text{H}^+(\text{H}_2\text{O})_5$ and $\text{H}^+(\text{H}_2\text{O})_6$, tree-like isomers have lowest energy instead of single-ring, whereas for $\text{H}^+(\text{H}_2\text{O})_7$, the single-ring structures dominate. For $\text{H}^+(\text{H}_2\text{O})_8$ and $\text{H}^+(\text{H}_2\text{O})_9$, the lowest-energetic isomers are no longer cage and few single-ring isomers are found. Besides the fact that open isomers are more favored, they are also more iso-energetic since the energy gaps between them are smaller ($< 1$ kcal/mol) than those without zero-point energy.

### 4.3 Thermodynamic transitions

#### 4.3.1 Comparison with Parallel Tempering-Monte Carlo simulation

To observe the structural transformations, isomers of $\text{H}^+(\text{H}_2\text{O})_n$ are classified into five categories of topological families, namely, multi-ring, double-ring, single-ring, tree-like and linear. The population or the canonical probability of the system to fall under topology $A$ is calculated as

$$P_A(T) = \frac{\sum_{\mu \in A} Z_\mu(T)}{Z_{\text{total}}(T)}.$$  

Other observables including specific heat capacity, free energy can also be easily derived based on the details available in Chapter 3.

In Figure 4.4, the temperature dependencies of heat capacity and the populations of five topological families obtained for $\text{H}^+(\text{H}_2\text{O})_{n=5-10}$, are depicted. For
<table>
<thead>
<tr>
<th></th>
<th>W5+</th>
<th>W6+</th>
<th>W7+</th>
<th>W8+</th>
<th>W9+</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>![Image]</td>
<td>![Image]</td>
<td>![Image]</td>
<td>![Image]</td>
<td>![Image]</td>
</tr>
<tr>
<td></td>
<td>-99.184</td>
<td>-113.854</td>
<td>-129.765</td>
<td>-145.381</td>
<td>-159.635</td>
</tr>
<tr>
<td>II</td>
<td>![Image]</td>
<td>![Image]</td>
<td>![Image]</td>
<td>![Image]</td>
<td>![Image]</td>
</tr>
<tr>
<td></td>
<td>-97.981</td>
<td>-113.834</td>
<td>-129.379</td>
<td>-144.657</td>
<td>-159.127</td>
</tr>
<tr>
<td></td>
<td>-97.920</td>
<td>-113.602</td>
<td>-129.365</td>
<td>-144.511</td>
<td>-158.400</td>
</tr>
<tr>
<td>IV</td>
<td>![Image]</td>
<td>![Image]</td>
<td>![Image]</td>
<td>![Image]</td>
<td>![Image]</td>
</tr>
<tr>
<td></td>
<td>-96.786</td>
<td>-113.421</td>
<td>-129.244</td>
<td>-144.416</td>
<td>-158.398</td>
</tr>
<tr>
<td></td>
<td>-96.009</td>
<td>-113.321</td>
<td>-128.235</td>
<td>-144.290</td>
<td>-158.237</td>
</tr>
<tr>
<td>VI</td>
<td>![Image]</td>
<td>![Image]</td>
<td>![Image]</td>
<td>![Image]</td>
<td>![Image]</td>
</tr>
<tr>
<td></td>
<td>-95.445</td>
<td>-113.293</td>
<td>-128.225</td>
<td>-144.116</td>
<td>-158.105</td>
</tr>
<tr>
<td></td>
<td>-95.357</td>
<td>-113.247</td>
<td>-128.184</td>
<td>-144.109</td>
<td>-158.021</td>
</tr>
<tr>
<td>VIII</td>
<td>![Image]</td>
<td>![Image]</td>
<td>![Image]</td>
<td>![Image]</td>
<td>![Image]</td>
</tr>
<tr>
<td></td>
<td>-95.275</td>
<td>-113.211</td>
<td>-128.173</td>
<td>-143.730</td>
<td>-157.951</td>
</tr>
<tr>
<td>IX</td>
<td>![Image]</td>
<td>![Image]</td>
<td>![Image]</td>
<td>![Image]</td>
<td>![Image]</td>
</tr>
<tr>
<td></td>
<td>-94.998</td>
<td>-113.132</td>
<td>-128.172</td>
<td>-143.558</td>
<td>-157.920</td>
</tr>
<tr>
<td>X</td>
<td>![Image]</td>
<td>![Image]</td>
<td>![Image]</td>
<td>![Image]</td>
<td>![Image]</td>
</tr>
<tr>
<td></td>
<td>-94.807</td>
<td>-112.977</td>
<td>-128.166</td>
<td>-143.550</td>
<td>-157.769</td>
</tr>
</tbody>
</table>

**Figure 4.2:** Ten lowest-energetic isomers of H\(^{+}\)(H\(_2\)O\(_n\))\(_{n=5-9}\), found in B3LYP/6-31+G*, sorted with increasing order of binding energies (in kcal/mol).
<table>
<thead>
<tr>
<th></th>
<th>W5+</th>
<th>W6+</th>
<th>W7+</th>
<th>W8+</th>
<th>W9+</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>-89.645</td>
<td>-102.271</td>
<td>-114.160</td>
<td>-125.739</td>
<td>-136.998</td>
</tr>
<tr>
<td>II</td>
<td>-89.354</td>
<td>-101.967</td>
<td>-113.689</td>
<td>-125.091</td>
<td>-136.835</td>
</tr>
<tr>
<td>IX</td>
<td>-86.997</td>
<td>-101.554</td>
<td>-113.397</td>
<td>-124.542</td>
<td>-135.801</td>
</tr>
</tbody>
</table>

**Figure 4.3:** Ten lowest-energetic isomers of $\text{H}^+\text{(H}_2\text{O)}_{n=5-9}$, found in B3LYP/6-31+G*, sorted with increasing order of binding energies with ZPE correction (in kcal/mol).
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Figure 4.4: Canonical heat capacity $C_v$ (upper panel) and population (lower panel) of five topologies for $\text{H}^+(\text{H}_2\text{O})_{n=5-10}$, i.e., multi-ring (MR), double-ring (DR), single-ring (SR), linear (L) and tree-like (T), calculated using classical HSA (C-HSA) with the OSS2 model. Solid-red and dotted-blue lines in the upper panels represent heat capacity curves from previous parallel tempering Monte Carlo (PT-MC) simulation[2] and our C-HSA, respectively. For the sake of brevity, the heat capacity is plotted in dimensionless unit ($Nk_B$).

From Figure 4.4, HSA is observed to reproduce the transition peaks of the heat capacity trace well, for both sizes of 5 and 6. Both methods predicted similar transition temperatures in the proximity of 100 K and 150 K for $\text{H}^+(\text{H}_2\text{O})_5$ and $\text{H}^+(\text{H}_2\text{O})_6$, respectively. Analysis on the populations of topologies also indicated possible comparison, the heat capacity trends obtained by the parallel tempering Monte Carlo (PT-MC) simulations as reported in Ref [2] are reproduced in Figure 4.4 with the use of cubic-spline smoothing.

possible comparison, the heat capacity trends obtained by the parallel tempering Monte Carlo (PT-MC) simulations as reported in Ref [2] are reproduced in Figure 4.4 with the use of cubic-spline smoothing.
the domination by single-ring (SR) structures dominate at low temperature and their transformations to tree-like (T) forms at high temperature. On the other hand, linear structures populating significantly in the archival appears only at high temperature with small probability. The similar observation was also recognized in PT-MC simulations.

For \( n \geq 7 \), when multi-ring structures posed as most stable, there are two maxima corresponding to two structural transitions: an exceptionally sharp peak for the rapid changes of multi-ring to single-ring while a broad and short peak for the gradual changes of single-ring to tree-like. In the case of \( \text{H}^+\text{(H}_2\text{O})_7 \), the transition temperatures predicted by HSA are again in close agreement with those obtained by PT-MC, i.e., a significant rise at a low temperature of 40 K and a bump at higher temperature of about 230 K is observed in both. For \( \text{H}^+\text{(H}_2\text{O})_8 \), HSA produces slight difference on the prediction of transition temperatures, i.e., the first peak (60 K) is lower than the counterpart in PT-MC (70 K) as expected, while the second peak shifts to higher temperature. Nevertheless, the overall feature and trend of the population and heat capacity obtained using HSA correlate well with those obtained by PT-MC.

For sizes 9 and 10, the transition temperatures become more difficult to be predicted accurately since both PT-MC and HSA fail to converge well. Note that the increase in transition temperatures due to cluster size in HSA matches that predicted by PT-MC previously. These results also revealed the transitions from single ring to treelike structures happening for all the cluster sizes investigated and the transition temperature shifting higher with growing cluster size. It is also worth noting the absence of double-ring structures for \( n = 5, 6, 7 \) and 8 in the population plots, even though double-ring populates significantly in the archival.

Except the first peaks of \( \text{H}^+\text{(H}_2\text{O})_8 \) and \( \text{H}^+\text{(H}_2\text{O})_9 \), HSA seems to overestimate the transition peak when compared to PT-MC and the shape of these peaks are
noted to be somewhat sharper. However, the overestimation is relatively small and regarded as acceptable for $n \leq 8$, although there is a slight increase for $n \geq 9$. We believe one of the core reasons is related to the underestimations of the contributions of the high-lying local minima, since our exploration of the PES for OSS2 using GA has placed greater emphasis on the low energy region than the high energy counterpart. Hence, the entropy of high-energy topologies in the form of tree and linear shapes has generally been underestimated. The resultant impact is a broadening and shifting of the high temperature transition peak to higher temperature, while a sharpening and shifting of the low temperature transition peak to lower temperature.

4.3.2 DFT calculation

Employing conventional Monte-Carlo methods to simulate thermodynamics at DFT calculation is impractical, even for small-sized systems, due to the high computational cost involved. The use of HSA, on the other hand, serves to be more appropriate due to its higher efficiency compared to conventional MC approaches. Furthermore, HSA has also been shown to yield quantitatively good agreement with Monte Carlo simulation on small-sized systems, as demonstrated in the previous sections for the OSS2 model. In what follows, we discuss the use of HSA to study protonated water clusters with DFT calculation in both classical (C-HSA) and quantum (Q-HSA) theory.

4.3.2.1 Classical theory

Using the archival of local minima, we applied classical HSA to simulate the thermodynamic transitions. It can be observed in Figure 4.5 that the heat capacity trend obtained using DFT calculations correlates well with those produced based on the OSS2 model for $n = 5 - 7$. In case of $\text{H}^+(\text{H}_2\text{O})_5$ and $\text{H}^+(\text{H}_2\text{O})_6$, a
Figure 4.5: Canonical heat capacity $C_v$ (upper panel) and population (lower panel) of five topologies of $\text{H}^+(\text{H}_2\text{O})_{n=5-9}$, calculated using classical HSA (C-HSA) with B3LYP/6-31+G* calculation. The full details have been described in Figure 4.4.

small maximum representing the transition from single-ring to treelike can be observed. The DFT results show a higher transition temperature with a phase change that is more gradual as reflected by a flat and shorter peak. For $\text{H}^+(\text{H}_2\text{O})_7$ and $\text{H}^+(\text{H}_2\text{O})_8$, on the other hand, two transition peaks found on DFT are similar to those of OSS2, except with the first occurring at a higher temperature than the OSS2 model, while the other at a lower temperature. Further, the two peaks of $\text{H}^+(\text{H}_2\text{O})_8$ are relatively close and appear to merge as single peak in the case of $\text{H}^+(\text{H}_2\text{O})_9$. Note also the small peak in the heat capacity trend of $\text{H}^+(\text{H}_2\text{O})_9$ around 60 K which corresponds to the transition of the lowest-energetic isomers.
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4.3.2.2 Quantum theory

The key difference of quantum HSA from classical counterpart lies in the involvement of zero-point energy. As mentioned in the section 3.1, the inclusion of zero point energy changes the relative stability of structures and making open structures such as tree-like and linear forms more favorable. In this section, we discuss their impacts on thermodynamic properties.

The population and canonical heat capacity plots of quantum HSA are depicted in Figure 4.7. For $\text{H}^+(\text{H}_2\text{O})_5$ and $\text{H}^+(\text{H}_2\text{O})_6$, tree-like structures predominate the population in the range of 0-400 K instead of single-ring forms. As a result, there...
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Figure 4.7: Canonical heat capacity $C_v$ (upper panel) and population (lower panel) of five topologies of $H^+(H_2O)_n$, $n = 5 - 9$, calculated using quantum HSA (Q-HSA) with B3LYP/6-31+G* calculation. The full details have been described in Figure 4.4.

is almost no structural transition as reflected in the heat capacity plots. For $H^+(H_2O)_7$, only one maximum of the transformation from single-ring to tree-like structures arises at around 150 K and in contrast to classical HSA, there is zero contribution by multi-ring structures. It is worth noting that the observations made are consistent with the recent work reported by Luo et al.[49]

For $H^+(H_2O)_8$ and $H^+(H_2O)_9$, the transition characteristics are similar to classical HSA. Two main transitions, namely, from multi-ring to single-ring and from single-ring to tree-like structures, displayed small contributions of double-ring at
around 150 K. In addition, the transitions seem to occur at lower temperatures than classical HSA. This makes sense since the zero-point energy correction has the effect of decreasing the entropy of compact structures. As explained earlier in section Section 4.3.1, this causes the shift in transitions to lower temperatures.

4.4 Vibrational spectra in free OH-stretching region

From the results of vibrational analysis, the IR spectrum $I_a(\omega)$ of an isomer, $a$, is approximated using Lorentz line shape. The total IR spectrum $I_{total}(\omega, T)$ is then calculated as the weighted sum of $I_a(\omega)$ with the canonical probability $p_a(T)$ of the isomer $a$ derived from thermodynamic simulations which is given by:

$$I_{total}(\omega, T) = \sum_a I_a(\omega)p_a(T)$$ (4.1)

In Figure 4.8, the IR spectra calculated using both classical (C-HSA) and quantum HSA (Q-HSA) in the free OH-stretching region are plotted together with the experimental results which are reproduced from the work of Lin and coworkers.[3] For consistency, the spectra are simulated at temperature $T = 170K$ which lies within the range of cluster temperature used in Lin’s work[3] as deduced from the Arrhenius equation.[117] Besides, several relevant works[48, 49] have typically considered a temperature of 170K in their investigations on protonated water clusters. Note that all calculated frequencies are also scaled by a factor of 0.973 as suggested in a recent related work.[118]

Four groups of peaks in the free-OH stretching region are highlighted in Figure 4.8, namely, symmetric free-OH, asymmetric free-OH of one-coordinate (H$_2$O), free-OH of three-coordinate H$_2$O and free-OH of two-coordinate (H$_2$O), which are
Figure 4.8: Vibrational spectra of free OH-stretching bands for H$^+(\text{H}_2\text{O})_{n=5-9}$, calculated using classical (C-HSA) and quantum (Q-HSA) theory of harmonic superposition approximation. The experimental results of Ref [3] are also plotted in solid-red curve for the purpose of comparison.

denoted as $I_s$, $I_a$, $II$ and $III$, respectively. As inferred from the figure, the theoretical spectra derived from both C-HSA and Q-HSA also indicated size dependency as observed in experimental research. The intensity of peaks $I_s$ (around 3650 cm$^{-1}$) and peaks $I_a$ (around 3750 cm$^{-1}$) decrease with increasing cluster size. Nevertheless, the relative decrease of peaks $I_a$ are underestiated in our results, especially for H$^+(\text{H}_2\text{O})_9$, with C-HSA showing better approximation accuracy than Q-HSA, even though the prediction is higher than in experimental research. The calculated spectra also agree with the experimental observation that the peaks $III$ associated to the free-OH stretching band of three-coordinate (H$_2$O) has appeared at $n = 7$ and the intensity continue to rise consistently when $n$ increases. As mentioned in the study of Lin,[3] this trend can serve as evidence of structural transition to ring isomers. Note that this agrees with the thermodynamic results discussed in the previous section where the ring isomers started to predominate the population.
at \( n = 7 \). The blue-shift of the whole free-OH stretching bands witnessed in the experiment is also observed in our calculated spectra.

### 4.5 Conclusion

In this work, we have considered a hierarchical approach to thoroughly explore the PES of \( \text{H}^+ \left( \text{H}_2\text{O} \right)_{n=5-10} \) with OSS2 potential model and \( n = 5 - 9 \) at the B3LYP/6-31+G* level. The distinct isomer sets uncovered using our hierarchical methodology is the largest-ever archival found to date. The archival are subsequently used for the investigating the thermodynamic and structural transitions of \( \text{H}^+ \left( \text{H}_2\text{O} \right)_n \) at two theoretical levels, namely OSS2 model and B3LYP/6-31+G* level using the harmonic superposition approximation approach. In comparison with the parallel tempering Monte Carlo simulation (PT-MC) involving OSS2 model, our results revealed good quantitative agreement between HSA and PT-MC. The consistency with PT-MC results in structural transition and features of capacity curve are good indications of the HSA reliability. Further, the simulations with \textit{ab initio} method also revealed the size dependency of \( \text{H}^+ \left( \text{H}_2\text{O} \right)_n \) in both thermal behaviors and vibrational spectra. The calculated vibrational spectra in free-OH stretching band when compared to recent experimental results also arrived at good agreements.
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Study of deprotonated water clusters

5.1 Introduction

Both deprotonated water clusters and their protonated companions have played essential roles in the studies of ionic media and acid-base reactions. The former have been investigated at a very early stage in the theoretical work of Bernal and Fowler. In the last decade, numerous studies have been made to reveal the optimal structures, vibrational frequencies, role of the first-shell solvation of OH\(^-\) anions and proton transfer. In particular, Xantheas reported the geometries, vibrational frequencies and enthalpies of OH\(^-\)(H\(_2\)O)\(_n\)=1-3 at MP2 level of theory with aug-cc-pVDZ basis set and the decrease of OH\(^-\) bond length due to hydration was also addressed. Wei et al. examined in detail the electronic structures of OH\(^-\)(H\(_2\)O)\(_n\)=1-3 using different methods. Del Valle and coworkers performed tests to show the reliability of B3LYP functional against MP2 method and study the various properties of
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OH−(H₂O)ₙ=1-3. Vegiri et al. [125] studied systematically the hydration shell structure of clusters up to 15 water molecules using the canonical Monte-Carlo simulation with an empirical model function. In several experimental works, researchers have attempted to reveal the structures and H-bonding patterns of OH−(H₂O)ₙ via infra-red spectroscopic measurements. [127–130] Yang et al. [127] produced the large-sized clusters of OH−(H₂O)ₙ=0-59 for the first time and uncovered the “magic numbers” at n = 11, 14, 17 and 20. Chaudhuri and coworkers, [128] on the other hand, systematically examined the infra-red spectra of OH−(H₂O)ₙ=1-5 both experimentally and using DFT calculations to reveal the existence of several isomers. More recently, Robertson et al. [130] reported the vibrational spectra of OH−(H₂O)ₙ and identified the signatures of open solvation shell for hydroxide anion.

In recent years, the increased intensive activities on accurate experimental studies of small-sized clusters have led to significant theoretical effort in this field. Nevertheless, to date the amount of simulation study that brings insights into the morphological transitions of deprotonated water clusters remains limited. In the present work, we endeavor to fill in this gap by investigating the equilibrium structures, relative stability and vibrational spectra of OH−(H₂O)ₙ from small to mid sizes of n = 4 - 7 systematically at quantum chemistry levels. In our study, numerous isomers have been identified at different levels of first-principles calculations. Thermodynamic characteristics were subsequently derived in conjunction with vibrational analysis. The vibrational spectra were then calculated and compared with the recent experimental results. The influence of zero-point energy (ZPE) correction on the structures and properties of OH−(H₂O)ₙ was also examined.

From the fact that studying deprotonated cluster systems requires a large basis set than the protonated counterparts, different levels of first-principles calculations have been employed in the present work. The effect of basis set on the structures and thermodynamics are also discussed throughout the study.
One of the central issues in deprotonated cluster system is whether hydroxide anion can be treated as “proton hole”. The scheme of proton hole has been discovered and investigated carefully in proton transfer process of solvated solution[131] and biological systems.[132, 133] In order to study how the scheme works in water cluster systems, the structures and thermodynamic properties of deprotonated water clusters in this work are compared to those of the protonated companions[60] in detail.

### 5.2 Isomers of deprotonated water clusters

The sets of 23, 70, 172 and 713 distinct isomers of $\text{OH}^-(\text{H}_2\text{O})_n$ for $n = 4 - 7$, respectively, are identified at B3LYP/6-31+G* using the hierarchical search approach described in Chapter 2. According to the “compactness” of topological geometries, all isomers are classified into five structural categories, namely, multi-ring (MR), double-ring (DR), single-ring (SR), tree-like (T) or linear (L) forms. The isomers of MR, DR, SR are separated from the rest based on the numbers of smallest rings ($n_{\text{rings}}$), evaluated simply using the Cauchy formula: $n_{\text{rings}} = n_{\text{edges}} - n_{\text{vertices}} + 1$, where vertices and edges, in this study, are the oxygen atoms and hydrogen bonds, respectively. Several most stable isomers (up to ten) of each category are subsequently selected to be optimized further at the B3LYP/6-311+G(d,p) level. The utmost stable isomers of each category of B3LYP/6-31+G* and B3LYP/6-311+G(d,p), in terms of electronic energies, are depicted in Figure 5.1 and Figure 5.2, respectively.

For $\text{OH}^-(\text{H}_2\text{O})_4$, the pyramid-shape isomer, $\text{OH}^-(\text{H}_2\text{O})_4$-DR-I, depicted in Figure 5.1 is found to be the most stable structure. Nevertheless, upon ZPE corrections, two symmetric four-membered ring isomers, $\text{OH}^-(\text{H}_2\text{O})_4$-SR-II and $\text{OH}^-(\text{H}_2\text{O})_4$-SR-I, turned out to be the utmost and second most stable structures,
<table>
<thead>
<tr>
<th>n</th>
<th>MR</th>
<th>DR</th>
<th>SR</th>
<th>T</th>
<th>L</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>0.00(0.67)</td>
<td>0.61(0.03)</td>
<td>1.48(1.84)</td>
<td>7.95(4.97)</td>
<td></td>
</tr>
<tr>
<td>II</td>
<td>0.71(0.00)</td>
<td>3.08(2.37)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| I | 0.00(0.00) | 1.84(0.50) | 5.91(3.72) | 9.16(5.80) |
| II| 0.23(0.00) | 3.76(2.24) | 6.47(3.63) | 11.65(7.25) |

| I | 0.00(0.69) | 3.73(2.13) | 5.91(3.72) | 9.16(5.80) |
| II| 0.23(0.00) | 3.76(2.24) | 6.47(3.63) | 11.65(7.25) |

| I | 0.00(0.00) | 8.11(6.15) | 10.92(7.75) | 17.13(11.10) |
| II| 0.17(0.27) | 8.54(6.56) | 11.24(7.31) | 18.14(12.71) |

Figure 5.1: Low-energy isomers of \( \text{OH}^- (\text{H}_2\text{O})_{4-7} \), grouped according to their topologies, namely from left to right, MR (multi-ring), DR (double-ring), SR (single-ring), L (linear) and T (tree) and their relative electronic energies \( (E_0) \) optimized at B3LYP/6-31+G*. The numbers enclosed in parentheses denote the relative energies with ZPE correction. All values are shown in the unit of kcal/mol.

respectively. Consistent with previous calculations in Ref [128], the tree-like isomer \((\text{OH}^- (\text{H}_2\text{O})_4-7)-\text{I})\) with fully solvated shell is among the predicted low-energy isomers uncovered in the present study. Beside that, we found another tree-like isomer deviating from the former, merely in the direction of the free OH bonds. The existence of a linear isomer which has not been reported elsewhere, was also uncovered at high relative electronic energies of 7.95 kcal/mol.
For \( \text{OH}^- (\text{H}_2\text{O})_5 \), in contrast to previous study,\[128\] the \( \text{OH}^- (\text{H}_2\text{O})_5 \)-SR-II isomer is no longer the most stable structure. To be more precise, it is well separated from the lowest-energetic isomer (\( \text{OH}^- (\text{H}_2\text{O})_5 \)-DR-I) with an energy gap of 3.37 kcal/mol. The ground-state isomers are the two MR structures which are almost iso-energetic since they differ from each other only in the free-OH directions. Similarly, two most stable isomers of DR form which also differs in the free-OH directions are quite close to each other with an energy gap of < 3 kcal/mol. The stable tree-like isomers of \( n = 5 \) become 3-coordinated instead of 4-coordinated as those of \( n = 4 \).

For \( \text{OH}^- (\text{H}_2\text{O})_6 \), the geometry of the ground-state isomer is (\( \text{OH}^- (\text{H}_2\text{O})_6 \)-MR-I) which is consistent with the results computed with B3LYP/6-311++G**(sp) in Ref [134]. For \( \text{OH}^- (\text{H}_2\text{O})_7 \), in contrast to the protonated counterpart of \( \text{H}_3\text{O}^+ (\text{H}_2\text{O})_7 \), the cubic isomer turns out to be the ground-state structure. Also the stable isomers of SR form are now five-membered ring instead of four-membered ring for \( n < 7 \).

In comparison to the \( \text{H}_3\text{O}^+ (\text{H}_2\text{O})_n \) counterparts,\[60\] overall the isomers of \( \text{OH}^- (\text{H}_2\text{O})_n \) are generally observed to be more compact with multi-ring isomers emerging as utmost stable for smaller cluster size (\( n = 5 \)) and none of the linear isomer exists except for \( n = 4 \). This implies that the length of the hydrogen bond in \( \text{OH}^- (\text{H}_2\text{O})_n \) is likely to be shorter than that of \( \text{H}_3\text{O}^+ (\text{H}_2\text{O})_n \). It is worth noting that most of the relative energies with ZPE correction (i.e., those enclosed in parentheses in the figure) are lower than those without ZPE correction. This is inline with the observation obtained in the previous study on \( \text{H}_3\text{O}^+ (\text{H}_2\text{O})_n \) clusters.\[60\]

Figure 5.2 depicts the stable isomers of different topologies similar to those in Figure 5.1, but optimized at a higher basis set of B3LYP/6-311+G(d,p). Overall, the geometry of isomers are similar to those found at B3LYP/6-31+G*, especially
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<table>
<thead>
<tr>
<th>n</th>
<th>MR</th>
<th>DR</th>
<th>SR</th>
<th>T</th>
<th>L</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td><img src="image1" alt="Image" /></td>
<td><img src="image2" alt="Image" /></td>
<td><img src="image3" alt="Image" /></td>
<td><img src="image4" alt="Image" /></td>
<td>6.16(3.92)</td>
</tr>
<tr>
<td>II</td>
<td><img src="image5" alt="Image" /></td>
<td><img src="image6" alt="Image" /></td>
<td><img src="image7" alt="Image" /></td>
<td><img src="image8" alt="Image" /></td>
<td>2.20(2.33)</td>
</tr>
<tr>
<td>5</td>
<td><img src="image9" alt="Image" /></td>
<td><img src="image10" alt="Image" /></td>
<td><img src="image11" alt="Image" /></td>
<td><img src="image12" alt="Image" /></td>
<td><img src="image13" alt="Image" /></td>
</tr>
<tr>
<td>I</td>
<td><img src="image14" alt="Image" /></td>
<td><img src="image15" alt="Image" /></td>
<td><img src="image16" alt="Image" /></td>
<td><img src="image17" alt="Image" /></td>
<td>8.98(4.69)</td>
</tr>
<tr>
<td>II</td>
<td><img src="image18" alt="Image" /></td>
<td><img src="image19" alt="Image" /></td>
<td><img src="image20" alt="Image" /></td>
<td><img src="image21" alt="Image" /></td>
<td>5.21(1.75)</td>
</tr>
<tr>
<td>6</td>
<td><img src="image22" alt="Image" /></td>
<td><img src="image23" alt="Image" /></td>
<td><img src="image24" alt="Image" /></td>
<td><img src="image25" alt="Image" /></td>
<td><img src="image26" alt="Image" /></td>
</tr>
<tr>
<td>I</td>
<td><img src="image27" alt="Image" /></td>
<td><img src="image28" alt="Image" /></td>
<td><img src="image29" alt="Image" /></td>
<td><img src="image30" alt="Image" /></td>
<td>12.42(7.50)</td>
</tr>
<tr>
<td>II</td>
<td><img src="image31" alt="Image" /></td>
<td><img src="image32" alt="Image" /></td>
<td><img src="image33" alt="Image" /></td>
<td><img src="image34" alt="Image" /></td>
<td>12.71(7.54)</td>
</tr>
<tr>
<td>7</td>
<td><img src="image35" alt="Image" /></td>
<td><img src="image36" alt="Image" /></td>
<td><img src="image37" alt="Image" /></td>
<td><img src="image38" alt="Image" /></td>
<td><img src="image39" alt="Image" /></td>
</tr>
<tr>
<td>I</td>
<td><img src="image40" alt="Image" /></td>
<td><img src="image41" alt="Image" /></td>
<td><img src="image42" alt="Image" /></td>
<td><img src="image43" alt="Image" /></td>
<td>18.13(11.70)</td>
</tr>
<tr>
<td>II</td>
<td><img src="image44" alt="Image" /></td>
<td><img src="image45" alt="Image" /></td>
<td><img src="image46" alt="Image" /></td>
<td><img src="image47" alt="Image" /></td>
<td>18.26(11.85)</td>
</tr>
</tbody>
</table>

Figure 5.2: Low-energy isomers of $\text{OH}^- (\text{H}_2\text{O})_{n=4-7}$ optimized at B3LYP/6-311+G(d,p). The explanations are provided in Figure 5.1.

for the ground-state structures. The isomers are noted to become more open with the existence of linear structures across the different sizes. It appears that the 6-311+G(d,p) basis set has the effect of weakening the strength of hydrogen bonds and increasing the bond lengths. Besides the observations on favoring of open isomers, they are also more iso-energetic as most of the relative energies are lower than those computed at B3LYP/6-31+G*. From the two figures of isomers, it is noted that the coordination number of anions are mostly 3 especially on the compact isomers (MR, DR), whereas 4-coordinated ones are only observed to exist in tree-like isomers.
5.3 Relative stability

The relative stability of isomers optimized at B3LYP/6-31+G* and B3LYP/6-311+G(d,p) are summarized in Figure 5.3 and Figure 5.4, respectively. The isomers are classified into 5 categories (MR, DR, SR, T, L) as discussed in the previous section. In these figures, each subplot, from left to right, depicts electronic energies \((E_0)\), zero-point energies \((E_{ZPE})\), and total energies \((E_0 + E_{ZPE})\), respectively. For the sake of brevity, \(E_0\), \(E_{ZPE}\) and \((E_0 + E_{ZPE})\) are shifted by taking the minimum as reference zero of the energy scale. All the values of energies are reported in the unit of kcal/mol.

Depicted in Figure 5.3, the electronic energy \((E_0)\) generally displays a trend that favored the compact structures. The energy gaps between different topologies tend to widen with increasing cluster size. For instance, the gap between double-ring (DR) and single-ring (SR) increases from less than 1 kcal/mol \((n = 4)\) to more than 2 kcal/mol \((n = 7)\). In addition, the gap between MR and DR increases more rapidly, from around 2 kcal/mol \((n = 5)\) to 4 kcal/mol \((n = 6)\) and up to 8 kcal/mol \((n = 7)\). In contrast, the ZPEs displayed an opposite trend where the open structures are more favored. This is in accord with the observation that the compact isomers are stronger in bondings, thereby possessing higher vibrational frequencies. Nevertheless, the energy gaps of ZPEs between the topologies are smaller than those in the electronic energies \((E_0)\). Hence, ZPEs do not change the relative orders of topologies in terms of total energies which are displayed in the right-most column of Figure 5.1. It can be seen that except the case of \(n = 4\), the others also displayed the “compact-favoring” trends as mentioned above. From this trend, the inclusion of the ZPE correction is found to have less significant influence on the structural transitions of deprotonated water clusters. However, ZPE correction generate the effect of lowering the transition temperature since it reduces the energy gaps between different topologies.
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Figure 5.3: Relative stability diagrams of OH$^-$($\text{H}_2\text{O}$)$_n$=4-7 isomers computed at B3LYP/6-31+G* with ascending order of water cluster size and from top to bottom. Each subplot, from left to right, depicts the electronic energies ($E_0$), zero-point energies ($E_{ZP\,E}$), and total energy ($E_0 + E_{ZP\,E}$), respectively. For details on the notations, the reader is referred to Figure 5.1.

The relative stability of isomers computed at the larger basis set of B3LYP/6-311+G(d,p) are plotted in Figure 5.4. Note that the diagram is observed to be more sparse since only ten isomers of B3LYP/6-31+G* were selected to be re-optimized at B3LYP/6-311+G(d,p). Overall, the “compact-favoring” trend is still conserved where the favored order in topology is MR, DR, SR, T and L as remarked above. However, the gaps between topologies, in terms of electronic energies, decrease significantly and the ZPEs have larger influence than those computed at B3LYP/6-31+G*. This indirectly results in more iso-energetic distinct-topological
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Figure 5.4: Relative stability diagrams of OH$^-$($\text{H}_2\text{O}$)$_n$=4-7 isomers computed at B3LYP/6-311+G(d,p) with ascending order of water cluster size and from top to bottom. The explanations are provided in Figure 5.3.

isomers. For $n = 4$, $\Delta (E_0 + E_{ZPE})$ of SR/T and T/L are around 1.77 kcal/mol and 2.1 kcal/mol, respectively, whereas these values with B3LYP/6-31+G* are approximately 1.84 kcal/mol and 4.97 kcal/mol, respectively. For $n = 5$, the three most stable isomers of MR, DR, SR forms differs at 0.3 kcal/mol while the counterparts of B3LYP/6-31+G* are separated from each other by > 0.5 kcal/mol. Moreover, DR isomers turn out to be the ground-state structure instead of MR, as expected. The reduction in energy gaps can also be seen for $n = 6, 7$ although they are less significant compared to the smaller cluster size s ($n = 4, 5$). From the study, the equilibrium properties simulated with B3LYP/6-311+G(d,p) are
expected to be similar to the B3LYP/6-31+G* counterpart since the topological order is largely conserved. It is also expected that the transition temperatures are lower since the energy gaps between different topologies are smaller, that is similar to the effect of ZPEs mentioned in the last paragraph.

### 5.4 Thermal behaviors

The thermal behaviors of deprotonated water clusters are investigated by calculating the canonical heat capacity in both C-HSA and Q-HSA regimes. The population or canonical probability of each topology is subsequently calculated as a function of temperature when studying the structural transitions. Figure 5.5 shows the HSA simulation results of $\text{OH}^- (\text{H}_2\text{O})_n=4-7$ based on the archival of B3LYP functional isomers. The C-HSA result of $\text{OH}^- (\text{H}_2\text{O})_4$ is depicted in Figure 5.5a. There are two maxima corresponding to the transitions of double-ring to single-ring (DR-SR) and single-ring to treelike (SR-T). In the results of Q-HSA counterpart (the right panels of Figure 5.5), only one maximum transition of SR-T is observed. This is consistent with the observation obtained in Section 5.3 since the DR isomers are no longer most stable upon undergoing ZPE correction. For $\text{OH}^- (\text{H}_2\text{O})_{n=5-7}$, the characteristics of $C_v$ is that the MR isomers predominate the population at low temperature which is then followed by the emergence of DR and SR isomers. The transition of SR-T occurs at slightly higher temperature. Because the transition points are quite close to one another, the overlapping transitions resulted in a broad and short peak in the heat capacity curves. The peak becomes sharper and shifts to higher temperature for increasing cluster sizes. In detail, the critical temperatures, $T_c$, of $\text{OH}^- (\text{H}_2\text{O})_n$ for $n = 5 - 7$ are (175 K, 220 K, 260 K) and (110 K, 180 K, 240 K) for C-HSA and Q-HSA, respectively, as indicated in the figure. Individually, the shift can also be observed in each transition.
of MR-(DR-SR) and SR-T. The size-dependency is analogous to the observations made in the study of $\text{H}_3\text{O}^+(\text{H}_2\text{O})_n$.\cite{2}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig5.5.png}
\caption{Canonical heat capacity $C_v$ (upper panel) and population (lower panel) of five topologies of OH⁻($\text{H}_2\text{O})_{n=4-7}$ calculated using classical HSA (C-HSA) in the left column and quantum HSA (Q-HSA) in the right column with B3LYP/6-31+G* calculation. The peak positions representing the transitions in heat capacity profile are reported above the peaks.}
\end{figure}

The difference between Q-HSA and C-HSA arises partly from the ZPE correction used in the former. As mentioned in Section 5.3, the inclusion of the ZPE correction does not change the relative stability among topologies except

\[63\]
the case of OH$^-(\text{H}_2\text{O})_4$. This is further reflected in the thermodynamic simulations depicted in Figure 5.5. For OH$^-(\text{H}_2\text{O})_4$, the ZPE correction changes the relative order of stability with single-ring replacing the double-ring structures as most stable isomers. This explains the different thermal behaviors of OH$^-(\text{H}_2\text{O})_4$ for Q-HSA and C-HSA. For OH$^-(\text{H}_2\text{O})_{5,7}$, however, the topological transitions of C-HSA and Q-HSA are very similar. The transition temperatures of Q-HSA are lower than the C-HSA counterpart as observed in Figure 5.5. This can be explained by using the relative stability diagrams in Figure 5.3 and Figure 5.2 where the ZPE correction reduces the energy gaps between different topologies, thus reducing the entropy of low-energy topologies and resulting in the shifting of the transition peak to lower temperature. Generally, this results the peaks in Q-HSA to occur at lower temperature.

In comparison to the study in Ref [2], the thermodynamic characteristics of both protonated and deprotonated water clusters are relatively similar, i.e., the transitions of MR-(SR-DR) and SR-T are observed in both systems. The size-dependency is also a common feature. Nevertheless, there exists some differences. The DR isomers of OH$^-(\text{H}_2\text{O})_n$ exist with a greater proportion in the population. The topological transitions of OH$^-(\text{H}_2\text{O})_n$ also happened at higher temperature than the companions of H$_3$O$^+(\text{H}_2\text{O})_n$. This is due to the fact that the compact isomers in OH$^-(\text{H}_2\text{O})_n$ are more favored. In contrast to H$_3$O$^+(\text{H}_2\text{O})_n$, the ZPE correction has little or almost no influence on the thermodynamics since the energy gaps between the compact (MR,DR) and open (SR, L, T) topologies are much larger as noted in Section 5.3. This observation would be useful for future studies on large-sized systems since calculations of ZPE involving the vibration analysis are significantly more expensive in computation.
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Figure 5.6: Vibrational spectra of $\text{OH}^- (\text{H}_2\text{O})_{n=4-7}$ calculated using C-HSA and Q-HSA with B3LYP/6-31+G* calculations

5.5 Vibrational spectra

The vibrational spectrum, $I_{\text{total}}(\omega)$, is calculated as the sum of the spectrum of each individual isomer weighted by its corresponding canonical probability as follows:

$$I_{\text{total}}(\omega) = \sum_a I_a(\omega)p_a(T)$$

where the sum is taken for all identified isomers, $I_a(\omega)$ is the spectrum of isomer $a$ derived from the vibrational analysis and $p_a(T)$ denotes the canonical probability.
computed in both classical and quantum HSA as described in Section 5.4. Lorentz line-shape approximation is then applied with the half-width wavelength of 10 cm\(^{-1}\) for retrieving the continuous spectra of OH\(^-\)\((H_2O)\)\(_n\) which are depicted in Figure 5.6. To be consistent with the experimental results\[128–130\] and those of protonated counterpart,\[60\] the simulations are also carried out at the temperature \(T = 170\) K in the present study. Note that the intensities of spectra in free OH stretching band (3600 - 3800 cm\(^{-1}\)) are magnified by 5 times for the sake of brevity. The vibrational frequencies in the figure are calibrated by scaling down with a factor of 0.973 as suggested in Ref \[118\].

In the free OH-stretching band, it is clear that the vibrational spectra of OH\(^-\)\((H_2O)\)\(_{4-7}\) are featured with a broad peak around 3700 cm\(^{-1}\). Note that this is a deviation from the protonated counterpart in previous experimental \[3\] and theoretical\[60\] studies, since the spectra of H\(_3\)O\(^+\)\((H_2O)\)\(_n\) are well resolved and shown to depend on the coordination numbers. Nevertheless, it is in accord with the observations made in the experiment for \(n = 4, 5\) in Ref \[128–130\]. And this feature is also observed to persist for larger cluster sizes (\(n = 6, 7\)). As shown in the previous analysis,\[128\] the broad peaks in the spectra are due to an overlapping of the normal modes in this band that are particularly too close to be resolved from one another. It may arise from the co-existences of many distinct-topological isomers at \(T = 170\) K which are observed in the thermodynamic simulations. In addition, the peaks are noted to shift slightly to higher frequency with increasing cluster size, which is analogous to the size-dependency of the thermodynamics. At present, there remains a lack of experimental results to validate or confirm this observation in OH\(^-\)\((H_2O)\)\(_n\) system. However, the size-dependency has also been witnessed in both theoretical and experimental studies of protonated water clusters.\[3\] In the region corresponding to hydrogen bond vibration, the spectra of OH\(^-\)\((H_2O)\)\(_{n=5-7}\) contains a significant number of peaks. Note that this is consistent with the observation obtained in the experiment of Chaudhuri et al.\[128\]
where the spectra in this band were also severely broadened. In comparison with
those of $\text{H}_3\text{O}^+\text{(H}_2\text{O})_n$, the spectra of $\text{OH}^-(\text{H}_2\text{O})_n$ are more complicated with
more peaks observed. This suggests the possibilities of more distinct-topological
isomers in $\text{OH}^-(\text{H}_2\text{O})_n$ coexisting at $T = 170 \text{ K}$ than in $\text{H}_3\text{O}^+\text{(H}_2\text{O})_n$, such as
the involvement of DR isomers beside the MR and SR structures as noted in the
previous section. Nuclear quantum effect has a minor effect on the spectra since
the overall spectra of Q-HSA are very similar to those of C-HSA as depicted in
the figure. This observation can be inferred from the small influences of ZPE cor-
rection on relative stability and the thermal behaviors as discussed in the previous
sections.

5.6 Conclusion

In this work, we have systematically studied the structures, relative stability, ther-
mal behaviors and vibrational spectra of $\text{OH}^-(\text{H}_2\text{O})_n$ for cluster sizes of $n = 4 - 7$
using DFT calculations. The comparison against protonated counterparts has
highlighted the structures of $\text{OH}^-(\text{H}_2\text{O})_n$ to be more compact since the formation
of 3D structure occurred at smaller sizes and the energy gaps between compact and
open structures have been found to become larger. The dissimilarity in the ground-
state structures and structural orders indicates that the structures of $\text{OH}^-(\text{H}_2\text{O})_n$
could not be inherited simply from protonated water clusters through flipping OH
bonds and considering $\text{OH}^-$ anion as “proton hole”. The thermodynamic simu-
lations derived via both classical and quantum HSA displayed similar trends of
topological transitions, despite some minor deviations between them. In detail,
for $n = 7$, the cubic structures were reported as the utmost stable structures and
dominated the population at temperatures $T < 200K$. The ZPE correction has
also been investigated and concluded to have little impact on relative stability,
structural transitions as well as on the vibrational spectra of $\text{OH}^-(\text{H}_2\text{O})_n$. The
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size-dependency in thermal behaviors and vibrational spectra, which are analogous to those of \( H_3O^+(H_2O)_n \) was also recognized.
Chapter 6

Study of neutral water clusters

6.1 Introduction

Neutral water clusters have been investigated extensively for a long period because they provide important understanding of properties of water molecules in aqueous media.[4, 12–19, 19–24, 24–27, 108, 135] A number of empirical potential models have been developed for estimating the interaction energies and reproducing the ground state structures of first-principles calculations.[12, 70] To date, many researchers have focused on using the global minima to validate and compare the different potential models. Lee et al.[16] applied simulated annealing method with the empirical potential function of Cieplak, Kollman, and Lybrand to optimize water clusters up to $n = 20$. Using basin hopping, Wales and coworkers studied the TIP4P[17] and TIP5P[44] potentials for $n \leq 21$, and performed a comparison of the structures and formation energies obtained against MP2 calculation. More recently, Bandow and Hartke [15] developed a highly parallel evolutionary algorithm to study water clusters up to $n = 34$ on TIP4P and TTM2-F potentials.
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It is worth noting that these earlier methods generally focus on global optimization with empirical models for large-sized systems to bridge the gap from single molecule to bulk materials.

Recently, Maeda et al.[4] proposed a full first-principles based approach for studying the structures and thermodynamic transitions of water clusters by searching for isomers instead of focusing only on the global minima. They have developed a scaled hypersphere search (SHS) method that employs an uphill-walking technique to locate the isomers sequentially. The set of 168 identified isomers for \((\text{H}_2\text{O})_8\) at B3LYP/6-31+G(d,p) level was considered to be relatively large. The shortcoming of the proposed method however is its complete reliance on first-principles and second order derivative calculations. The high computational demand of first-principles calculations renders this method computationally infeasible for exploring the quantum chemistry PES with a large number of local minima.

In this study, we applied an alternative approach that synergizes empirical model with first-principles calculations. Our aim is to benefit from the low computational cost of empirical models by coupling it with first-principles calculation to explore the PES of water clusters at the quantum mechanical level. Consequently, the search for isomers becomes an efficient and highly accurate process. We demonstrated the approach with two sophisticated and flexible potential models, OSS2 and TTM2.1-F. The isomers of \((\text{H}_2\text{O})_n\) in the range of \(n = 4 - 8\) of these models were collected extensively using an asynchronous parallelized genetic algorithm and subsequently refined using B3LYP/6-31+G*. The details are described in the next section, followed by the results and discussions.
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<table>
<thead>
<tr>
<th>Size</th>
<th>OSS2 I</th>
<th>OSS2 II</th>
<th>OSS2 III</th>
<th>TTM2.1-F I</th>
<th>TTM2.1-F II</th>
<th>TTM2.1-F III</th>
<th>B3LYP/6-31+G*</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>38</td>
<td>21</td>
<td>55%</td>
<td>14</td>
<td>10</td>
<td>71%</td>
<td>21</td>
</tr>
<tr>
<td>5</td>
<td>186</td>
<td>68</td>
<td>37%</td>
<td>33</td>
<td>23</td>
<td>70%</td>
<td>76</td>
</tr>
<tr>
<td>6</td>
<td>736</td>
<td>332</td>
<td>45%</td>
<td>154</td>
<td>95</td>
<td>62%</td>
<td>379</td>
</tr>
<tr>
<td>7</td>
<td>2700</td>
<td>1175</td>
<td>44%</td>
<td>639</td>
<td>406</td>
<td>64%</td>
<td>1443</td>
</tr>
<tr>
<td>8</td>
<td>5521</td>
<td>2455</td>
<td>44%</td>
<td>2331</td>
<td>1429</td>
<td>61%</td>
<td>3563</td>
</tr>
</tbody>
</table>

Table 6.1: Numbers of distinct isomers of OSS2, TTM2.1-F and B3LYP/6-31+G* for \((\text{H}_2\text{O})_n\) for \(n=4-8\). The success rate (shown in column III) is the ratio between the number of successfully located isomer using B3LYP/6-31+G* (column II) to the initial number of isomers used in the empirical model (column I).

6.2 Structures of water clusters

The number of distinct isomers is an important index to reflect the complexity of PES. While there is no strict rules on the number of isomers, \(N_{\text{isomer}}\), with system size, it was demonstrated in LJ clusters and TIP models that \(N_{\text{isomer}}\) would grow exponentially with system size \(n\), that is \(N_{\text{isomer}} \sim e^{\alpha n}\), where \(\alpha\) is a system dependent constant.[14, 24, 57, 102] Here, the number of isomers identified using our GA search on both OSS2 and TTM2.1F models are tabulated in Table 6.1. Note that since a value of 0.96 is used as the similarity threshold index to remove duplicate isomers, it is possible for over-elimination of unique isomers to happen. Hence our results may be regarded as a lower bound for the number of unique isomers that exist. Nevertheless, the number of isomers we collected increases rapidly from dozens to thousands in the range of \(n = 4 - 8\). The exponential dependence of isomer size \(n\), is depicted clearly in Figure 6.1a and by linear regression we estimated the values of \(\alpha\) for OSS2 and TTM2.1F to be 1.26 and 1.32, respectively.

To evaluate the efficiency of using empirical potential models to guide the exploration of PES at the quantum level, the success rate, the ratio between the number of successfully located isomer using B3LYP/6-31+G* to the initial number
Figure 6.1: The number of isomers of water clusters in the range of \( n = 4 - 8 \) of OSS2 (red plus), TTM2.1-F (blue star) and B3LYP/6-31+G* (black triangle) versus the cluster size. The density of state (DOS) of \((\text{H}_2\text{O})_6\), \((\text{H}_2\text{O})_7\) and \((\text{H}_2\text{O})_8\) in terms of binding energy (BE) (kcal/mol) are shown in (b), (c), and (d), respectively. In subplot (d), the DOS of \((\text{H}_2\text{O})_8\) originated from Ref[4] is included for comparison (shown in pink square).

of isomers used as starting geometries, was computed. As shown in Table 6.1, upon relaxation using DFT, approximately 50 % of the isomers found in OSS2 successfully converged to equivalent-topology isomers. On the other hand, using TTM2.1-F displays a higher efficiency of > 60%. It is worth noting that this also highlights the rugged PES of OSS2 over TTM2.1-F on \( n = 4 - 8 \). Nevertheless, by cross-referencing both empirical models simultaneously, the exploration on the PES of first-principles method has led to the identification of far more isomers than would be possible when using only any one of the empirical models in isolation. For example, the set of \((\text{H}_2\text{O})_7\) isomers found increased to 1443 isomers compared to 1175 and 406 on OSS2 and TTM2.1F alone, respectively.
Chapter 6. Study of neutral water clusters

The density of states (DOS) for \((\text{H}_2\text{O})_6\), \((\text{H}_2\text{O})_7\), \((\text{H}_2\text{O})_8\) are illustrated in the Figure 6.1b, c and d, respectively, to reflect the distribution of isomers on the energy scale. Note that calculations based on B3LYP/6-31+G* lead to a shift in DOS to larger binding energy in comparison with OSS2 and TTM2.1-F. This is as expected since both OSS2 and TTM2.1F have been parametrized based on MP2 binding energies, and it is commonly acknowledged that B3LYP method tends to overestimate the interaction energies. On the other hand, the overall features of DOS for all three models are similar. For example, in \((\text{H}_2\text{O})_8\) the energy gaps separating the most stable cubic structure from the others is of similar value, with a Gaussian distribution of the DOS span of about 20 kcal/mol. This suggests thermal simulation of all three models would be comparable. Maeda et al. [4] independently examined the energy landscape of \((\text{H}_2\text{O})_8\) and found 164 isomers. Here, we re-optimized their isomers using the B3LYP/6-31+G* method and the resultant DOS is depicted in Figure 6.1d. The figure indicates that Maeda and coworkers have generated a fairly good coverage of the low-energy region. Nevertheless, our results highlight a significant more complex energy landscape of \((\text{H}_2\text{O})_8\) than was revealed earlier, since we discovered at least 2093 isomers.

The structures of the five most stable isomers for OSS2, TTM2.1-F and B3LYP/6-31+G* are depicted in Figures 6.2 and 6.3. For \(n = 4\) and 5, the most stable forms for all three models are ring structures. For \(n = 6\), the global minimum of OSS2 is also of ring form which is similar to the TIP5P model; the TTM2.1F global minimum has a cage-like form similar to TIP4P model whereas B3LYP/6-31+G* is of two-ring-membered form. For \(n = 7\), TTM2.1-F and DFT calculations predict the cube-like structure with a missing corner as the most stable state while OSS2 retains the prediction of double ring structure. Overall, it can be concluded that OSS2 tends to favor more open structures rather than compact forms, while TTM2.1F displays an opposite trend. From the binding energies (by OSS2, TTM2.1F, B3LYP/6-31+G* and MP2/aug-cc-pvDZ) of these low-energy isomers,
it is clear that the PES of water clusters are characterized by many iso-energetic isomers and it is beyond the scope of this work to make an extensive comparison of the empirical models. Nevertheless, the isomers we have archived will serve as a good starting effort to span greater investigation on using a multi-scale approach to explore the potential energy surface of water cluster. Furthermore, we have also provided the 5 most stable structures in this paper with the aim of facilitating future studies in the field.
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### Figure 6.3: Molecular structures of the five most stable isomers in OSS2, TTM2.1-F and B3LYP/6-31+G*, at \( n = 7, 8 \). The unit of the binding energy is in kcal/mol. Note that the binding energies of the B3LYP/6-31+G* isomers re-optimized using MP2/aug-cc-pvDZ are in brackets.

<table>
<thead>
<tr>
<th>OSS2</th>
<th>TTM2-F</th>
<th>B3LYP</th>
<th>OSS2</th>
<th>TTM2.1-F</th>
<th>B3LYP</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1.png" alt="Structure" /></td>
<td><img src="image2.png" alt="Structure" /></td>
<td><img src="image3.png" alt="Structure" /></td>
<td><img src="image4.png" alt="Structure" /></td>
<td><img src="image5.png" alt="Structure" /></td>
<td><img src="image6.png" alt="Structure" /></td>
</tr>
<tr>
<td>-57.7660</td>
<td>-57.8342</td>
<td>-69.1409</td>
<td>-69.1409</td>
<td>-69.1409</td>
<td>-77.3861</td>
</tr>
<tr>
<td>(-60.9106)</td>
<td>-68.5069</td>
<td>-73.3289</td>
<td>(-77.3861)</td>
<td>-86.7434</td>
<td>(-86.7434)</td>
</tr>
<tr>
<td><img src="image7.png" alt="Structure" /></td>
<td><img src="image8.png" alt="Structure" /></td>
<td><img src="image9.png" alt="Structure" /></td>
<td><img src="image10.png" alt="Structure" /></td>
<td><img src="image11.png" alt="Structure" /></td>
<td><img src="image12.png" alt="Structure" /></td>
</tr>
<tr>
<td>-57.7409</td>
<td>-57.5960</td>
<td>-68.6715</td>
<td>-68.6715</td>
<td>-73.2965</td>
<td>-77.3663</td>
</tr>
<tr>
<td>(-60.4691)</td>
<td>-68.0896</td>
<td>-73.2965</td>
<td>(-77.3663)</td>
<td>-86.6625</td>
<td>(-86.6625)</td>
</tr>
<tr>
<td><img src="image13.png" alt="Structure" /></td>
<td><img src="image14.png" alt="Structure" /></td>
<td><img src="image15.png" alt="Structure" /></td>
<td><img src="image16.png" alt="Structure" /></td>
<td><img src="image17.png" alt="Structure" /></td>
<td><img src="image18.png" alt="Structure" /></td>
</tr>
<tr>
<td>(-60.9106)</td>
<td>-67.7464</td>
<td>-70.9212</td>
<td>(-74.3787)</td>
<td>-83.2212</td>
<td>(-83.2212)</td>
</tr>
<tr>
<td><img src="image19.png" alt="Structure" /></td>
<td><img src="image20.png" alt="Structure" /></td>
<td><img src="image21.png" alt="Structure" /></td>
<td><img src="image22.png" alt="Structure" /></td>
<td><img src="image23.png" alt="Structure" /></td>
<td><img src="image24.png" alt="Structure" /></td>
</tr>
<tr>
<td>-57.4999</td>
<td>-57.3696</td>
<td>-67.7345</td>
<td>-67.0946</td>
<td>-70.8902</td>
<td>-74.3560</td>
</tr>
<tr>
<td>(-60.2692)</td>
<td>-67.7345</td>
<td>-70.8902</td>
<td>(-74.3560)</td>
<td>-83.2055</td>
<td>(-83.2055)</td>
</tr>
<tr>
<td><img src="image25.png" alt="Structure" /></td>
<td><img src="image26.png" alt="Structure" /></td>
<td><img src="image27.png" alt="Structure" /></td>
<td><img src="image28.png" alt="Structure" /></td>
<td><img src="image29.png" alt="Structure" /></td>
<td><img src="image30.png" alt="Structure" /></td>
</tr>
<tr>
<td>(-59.7587)</td>
<td>-67.5632</td>
<td>-70.1057</td>
<td>(-73.4505)</td>
<td>-82.0980</td>
<td>(-82.0980)</td>
</tr>
</tbody>
</table>

**6.3 Thermodynamics**

From the sets of B3LYP/6-31+G* isomers, we applied HSA (see Chapter 3) to investigate thermal behavior of \( (H_2O)_n = 5-8 \). To study structural transitions, isomers of \( (H_2O)_n \) are also classified into five categories of topological families as similar to the studies of protonated and deprotonated water clusters (Chapter 4 and 5). The calculated heat capacity and population (canonical probability) of each topological families in both C-HSA and Q-HSA are shown in Figure 6.4.
At first, we discuss about the C-HSA results depicted in the left-hand column subfigures of Figure 6.4. For $n = 5$, there is no structural transition and SR isomers dominate the population. It is explained from the fact that SR isomers are well separated energetically from the rest in both DFT (2.2 kcal/mol) and MP2 calculations ($\sim 1$ kcal/mol) as seen from Figure 6.2. For $n = 6$, DR is the most stable structure but the energetic separation between SR-DR isomers is relatively small (<0.3 kcal/mol in DFT, <0.007 kcal/mol in MP2). Therefore, DR
isomers dominate the population at low temperature due to the smaller average of frequencies (see Equation 3.8). We then observe a gradual change from DR to SR at about 145 K. For \( n = 7 \) and 8, three-dimensional isomers appear to be the most stable structures. As seen from the figure, MR isomers predominate the population which is then followed by the rising of DR and SR isomers. For \( n = 8 \), the transition of MR-DR occurs at 295 K implying that the MR isomers are thermodynamically very stable. This is consistent with other experimental and theoretical observations.[14, 17, 24]

\[ \text{Q-HSA results are shown in the right-hand subfigures of Figure 6.4. Overall, the characteristics of heat capacity and population are similar to C-HSA counterpart except that for } n = 6, \text{ SR isomers are the dominant instead of DR ones. It is explained from the fact that ZPE correction is involved in the partition function of Q-HSA (Equation 3.7), and with the inclusion of ZPE correction, SR turn to be more stable than DR. For the same reason, the peaks on heat capacity plots representing the structural transitions generally occur at lower temperature than those in C-HSA. Similar to } H^+(H_2O)_n \text{ and } OH^-(H_2O)_n, \text{ we can also observe the size-dependency of the thermodynamic properties of } (H_2O)_n \text{ where the critical temperatures of MR-(DR-SR) and SR-T transitions are shifted to the higher temperature with increasing cluster size.} \]

\[ \textbf{6.4 Vibrational spectra} \]

Similar to \( H^+(H_2O)_n \text{ and } OH^-(H_2O)_n \) counterparts, vibrational spectra of \( (H_2O)_{n=5-8} \) are also calculated by using Equation 4.1. To be consistent with the previous results, the cluster temperature of \( T = 170 \) K is chosen. To correct the anharmonicity of vibrational motion of water, the vibrational frequencies are calibrated by scaling down with a factor of 0.973 as suggested in Ref [118]. Note that the
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\[ n = 5 \]

\[ n = 6 \]

\[ n = 7 \]

\[ n = 8 \]

|Figure 6.5: Vibrational spectra of \((\text{H}_2\text{O})_n\) calculated using C-HSA and Q-HSA with B3LYP/6-31+G* calculations|

Intensities of spectra in free O-H stretching band (3600 - 3800 cm\(^{-1}\)) are magnified by 5 times for the sake of brevity.

In Figure 6.5, the free OH-stretching band gives a rise to an absorption peak at approximately 3750 cm\(^{-1}\). The peak’s position remains unchanged for all cluster sizes, \( n = 5-8 \) which is consistent with the results of other studies.\[^{136-138}\] Unlike in the O-H stretching spectra of protonated water clusters,\[^{3, 60}\] the peaks seem to be unaffected by the coordination numbers of water molecules participating in hydrogen bonds; but this feature is quite similar to the one of deprotonated water clusters described in Chapter 5.

In the range of hydrogen-bond vibration (2600-3600 cm\(^{-1}\)), the spectrum of \((\text{H}_2\text{O})_5\) is characterized by a sharp peak originated from the hydrogen bond vibration of SR isomers. Since all water molecules of SR isomers are 2-coordinated, the peak can be assigned to the signature of hydrogen bonds in 2-coordinated
molecules. This peak is still persistent for the larger size \( n = 6 \), where the configurations of \((\text{H}_2\text{O})_n\) transform from 2-dimensional to 3-dimensional geometries. Besides that, a number of other small peaks corresponding to hydrogen bonds in 3-coordinated molecules appear in the spectrum of \((\text{H}_2\text{O})_6\). It is related to the fact that DR isomers consisting of 3-coordinated water molecules are found to coexist with SR ones at \( T = 170 \) K, according to the thermodynamic analysis in Section 6.3. Therefore, the vibration of hydrogen bonds in three-coordinated molecules is involved in the spectra. For \( n = 7 \), SR isomers only occupy a small portion of the population whereas MR and DR isomers are dominant. Thus, the intensity of 3-coordinated hydrogen bond vibration increases relative to the intensity of 2-coordinated counterpart. For \( n = 8 \), the spectrum come from the cubic isomers where all molecules are three-coordinated; therefore, the peak of H-bonds in two-coordinated molecules is not observed. Another trend that can be observed is the red-shift of the peak’s positions with increasing cluster size. It is highlighting that the strength of hydrogen bonds is reduced when the cluster’s size becomes larger.

6.5 Conclusion

In this work, we demonstrated a multi-scale approach for exploring the PES of water clusters at the quantum chemistry level in the range of \( n = 4 - 8 \). Two flexible models TTM2.1F and OSS2 were used in the pre-screening process for identifying the probable locations of the isomers in the PES of B3LYP/6-31+G* calculation. The numbers of distinct isomers found using the present methodology are much larger than those reported in the literature highlighting the complexity of the PES of water clusters. The thermal behavior and vibrational spectra are simulated from the collected isomers. The spectral signature of coordination number of hydrogen bonds is analyzed. In this study, the moderate 6-31+G* basis
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set has been chosen due to its high computational efficiency. Currently, we are extending the present work to a closely coupled multi-scale optimization approach where the higher level calculations are directly coupled to get rid of the basis set superposition error which results from the limited basis set method.
Chapter 7

Development of empirical models for water and hydrogen fluoride

7.1 Introduction

In the previous chapters, structures, thermodynamics and vibrational spectra of water clusters by using HSA have been studied. As mentioned, the accuracy of simulation results strongly depends on the number of isomers sampled on PES. And yet, the large databases of water isomers have been constructed by using hierarchical approach described in Chapter 2. As explained in Figure 2.1, the efficiency of hierarchical approach relies on the quality of the empirical potential used in the first level of exploration. The close agreement between empirical potentials and \textit{ab initio} calculations will make the relaxation to the true local minima of \textit{ab initio} calculations much faster. In this chapter, our aim is to develop new empirical potentials in order to improve the efficiency of hierarchical approach for further exploration with larger cluster sizes.

An empirical potential consists of two parts: a functional form and a set of parameters. We are particularly interested in OSS2 functional form (see Section 2.2
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and Ref [70]) for three reasons. Firstly, it achieves a good agreement with first-principles calculations for protonated and pure water clusters as shown in the previous chapters. Secondly, the overlap of electronic charge clouds is modelled by screening functions instead of using artificial charges as in other models. Thirdly, it is an atomic model where there is no bonding constraints. Hence, it permits the disassociation of molecules. Particularly, it does not require two separated forms for modeling Zundel(\(\text{H}_2\text{O}_5^+\))\[139\] and Eigen (\(\text{H}_3\text{O}^+\))\[140\] ions as others do such as Kozack-Jordan (KJ) potential.[66] In addition, it is designed for protonated water clusters but it surprisingly works well for pure water clusters as shown by original authors. According to our preliminary investigation, the functional form can be potentially used to model other systems such as deprotonated water, hydrogen fluoride clusters or mixed systems. For each molecular systems, we only sought to re-parametrize to retrieve a suitable set of parameters. It not only reduces the efforts for designing functional form but also provides a convenient way to compare the molecular interactions between different kinds of molecules and atoms since they are treated on the same footing as Lennard Jones potential which can be applied for many kinds of liquid and inert gas.

Parametrization to obtain suitable parameters is not straightforward especially with the complicated OSS2 potential with more than 40 parameters. To test our parametrization method, we firstly construct the potential model for a simpler system, protonated hydrogen fluoride clusters (\(\text{H}^+\)(HF)\(_n\)). Then, the parametrization for the potential of water clusters is performed. The hydrogen bond network and the morphology of \(\text{H}^+\)(HF)\(_n\) clusters are simpler than the water counterparts due to the fact that the coordination number of fluorine molecules is 2 instead of 4 like water clusters. It is not only for testing the parametrization methodology but also to investigate whether OSS2 functional form is capable of modeling a system other than water clusters. The details of the work will be presented in the subsequent sections.
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7.2 Potential model for protonated hydrogen fluoride clusters

7.2.1 Introduction

Hydrogen fluoride is established as one of the most important raw materials in the industry due to its crucial role in fluorine production. In research, it serves as a very popular reactant in laboratory and study. It has been long acknowledged as a key component of superacids.[141, 142] For instance, fluoroantimonic acid (SbF$_5$–HF), a 1:1 combination of hydrogen fluoride and antimony pentafluoride, has been recognized as the strongest superacid to date. The H$_2$F$^+$ species plays a significant role in the strong acidity of SbF$_5$–HF[143–147] as well as other mixtures including AsF$_5$–HF, NbF$_5$–HF, PF$_5$–HF, etc.[148] However, despite the importance in studying superacids, a limited number of experimental works on hydrogen fluoride have been reported due to its toxicity and corrosive chemical instinct.[149–153]

In theory, only few studies of hydrogen fluoride have been considered in the last decade.[148, 154] One of the core reasons lies on the lack of empirical potential models designed for modelling hydrogen fluoride. Empirical potentials server as more efficient and effective to simulate a molecular system as compared to first-principles calculations. They are also useful for studying the interactions within a system, which is comforta seem as usually very difficult for studying with first-principles calculation due to the complexity involved. To date, there are only few empirical models developed for HF clusters[155–159] although hundreds potentials have been developed for other H-bonding systems such as water clusters. Furthermore, for saving computational costs, most of existing empirical potentials developed are rigid models where the bond distances and angles are fixed as constants and an additional charged site is used to simulate the polarizability of
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hydrogen fluoride molecules. [155, 156] Particularly, all the empirical potentials focus on neutral HF clusters, anionic HF clusters, HF-water mixture and HF liquid. From the best of our knowledge, to date, no polarizable potential model developed for protonated HF clusters.

Our goal in this study is to create a flexible, polarizable and disociable potential model for \( \text{H}^+ (\text{HF})_n \) clusters. The new potential is supposed to accurately reproduce the geometry-optimized structures and formation energies at high-level \textit{ab initio} level for small to large-sized clusters. The potential model focuses on describing the proton transfer process in \( \text{H}^+ (\text{HF})_n \) clusters since the high mobility of the proton in \( \text{H}^+ (\text{HF})_n \) chains is the most important for studying the acidity of the hydrogen fluoride mixtures. [148] The great interest of the potential lies in the sophisticated functional form of OSS2 potential which is designed for protonated water clusters. Only the parameters are altered. So the success of this potential is prominent in developing a more sophisticated potential for a more complicated system such as HF–\( \text{H}_2\text{O} \) mixtures which are crucial in ionic chemistry.

7.2.2 Generation of parametrization data

From sampling the potential energy surface of protonated hydrogen clusters, 9 sets of structural configurations for fitting are prepared and subsequently evaluated using the \textit{ab initio} MP2 method with 6-311+G(d,p) basis set. All MP2 evaluations are conducted based on the Gaussian 03 package. [73] In total, approximately 3000 structural configurations are generated in various ways which are described in what follows.

To represent the intermolecular interactions, a set of configurations are obtained to parametrize the OSS2 potential using a procedure similar to that used in Ref [70]. Following this procedure, the potential energy landscape is sampled along normal modes or their linear combinations of each local minimum. First, the
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ground-state structures of HF monomer and $\text{H}^+(\text{HF})_n$ clusters with $n = 1 - 6$ are identified. This process is quite straightforward since these structures have been established in the form of chain-like morphology, with the HF$^+$ cation located at the center of the clusters. Second, harmonic vibrational analysis is performed on each structure to retrieve the normal mode displacement vectors. Subsequently, the new configuration points are generated from the ground-state structures by translating their atoms along those displacement vectors or the linear combinations of up to three displacement vectors. The translations are conducted on both positive and negative directions with a sufficient maximum displacement to guarantee the minimum energy span of approximately 2 kcal/mol. About 3 to 4 points are sampled along each direction depending on the cluster sizes. The configurations collected from this procedure are denoted as the sets of 1-7 tabulated in Table 7.1. Overall, a total of 2383 configurations is obtained.

In addition, significant number of configurations are generated to represent molecular interactions, including F-F interactions, torsion angle interactions, etc., that are not fully characterized in molecular vibrations. For F-F interactions, the configurations are generated by moving HF molecules of HF$_2$ clusters along F-F axis at an interval displacement of 0.01 Å from the equilibrium. The similar procedure is performed for H$^+(\text{HF})_2$ cluster, where an additional 300 configurations is attained. In total, there are 371 configurations for F-F interaction profile, as denoted by the data sets 8 and 9 in Table 7.1. To represent the proton transfer in H$^+(\text{HF})_2$ cluster, 61 configurations are generated by moving the center hydrogen atom of H$^+(\text{HF})_2$ cluster from the equilibrium position along the F-F axis with an interval displacement of 0.2 Å. For torsion interaction, the torsion angle of H$^+(\text{HF})_2$ is varied from $0^\circ$ (equilibrium) to $90^\circ$ with an interval of $1^\circ$. For the details, the reader is referred to the summary in Table 7.1.

7.2.3 Parametrization
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The so-called HF-OSS2 potential developed in this study possesses the functional form inherited from the OSS2 potential model[70] which was originally designed to simulate solvated protons in water. OSS2 potential has been widely used in various studies of water[58, 60, 70]. For detailed descriptions on the OSS2 functional form, the reader is referred to Ref [70]. In this section, we present the modifications made to adapt the original OSS2 potential for modelling hydrogen fluoride clusters, $\text{H}^+\text{(HF)}_n$.

In our design, the charge of oxygen atoms (-2) in the electrostatic energy is replaced by the charge of fluorine atoms (+1). The polarizability of water monomer, $\alpha$, is modified from 1.444 Å$^3$ to that of hydrogen fluoride monomer at 0.88 Å$^3$, by taking the value from experimental studies.

Two-body and three-body interactions remain unchanged in the parameterization process except that the parameters of $r_0$, and $\theta_0$ denoting F-H bond length and H-F-H angle, respectively, are fixed at 0.96 Å and 1.9523 radians, respectively (see Table 7.2). The values of these two parameters are taken from optimized $\text{H}^+\text{(HF)}$ monomer with MP2/6-311+G(d,p) calculations. These parameters are fixed as constants reference points as claimed in Ref [70]. They are redundant.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Description</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>HF vibration</td>
<td>51</td>
</tr>
<tr>
<td>2</td>
<td>$\text{H}^+\text{(HF)}$ vibration</td>
<td>126</td>
</tr>
<tr>
<td>3</td>
<td>$\text{H}^+\text{(HF)}_2$ vibration</td>
<td>585</td>
</tr>
<tr>
<td>4</td>
<td>$\text{H}^+\text{(HF)}_3$ vibration</td>
<td>730</td>
</tr>
<tr>
<td>5</td>
<td>$\text{H}^+\text{(HF)}_4$ vibration</td>
<td>231</td>
</tr>
<tr>
<td>6</td>
<td>$\text{H}^+\text{(HF)}_5$ vibration</td>
<td>297</td>
</tr>
<tr>
<td>7</td>
<td>$\text{H}^+\text{(HF)}_6$ vibration</td>
<td>363</td>
</tr>
<tr>
<td>8</td>
<td>(HF)-(HF) interaction</td>
<td>71</td>
</tr>
<tr>
<td>9</td>
<td>(HF)-(H$^+$HF) interaction</td>
<td>300</td>
</tr>
<tr>
<td>10</td>
<td>(HF-H-HF) transfer</td>
<td>61</td>
</tr>
<tr>
<td>11</td>
<td>$\text{H}^+\text{(HF)}_2$ torsion</td>
<td>361</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>2815</td>
</tr>
</tbody>
</table>

Table 7.1: Numbers of configurations of the data sets generated for fitting.
due to the presence of the $k_1$ term. The rest of parameters are then fitted by using the Levenberg-Marquardt nonlinear least square algorithm[160] where the difference between the potential and \textit{ab initio} MP2 calculation in binding energies are minimized. The objective function which is the root mean square of $(E_{HF-OSS2}^k(p) - E_{MP2}^k)$ can thus be derived as

$$f_{RMS}(p) = \sqrt{\frac{1}{M} \sum_{k=1}^{M} (E_{HF-OSS2}^k(p) - E_{MP2}^k)^2}$$  \hspace{1cm} (7.1)$$

where $p$ is the candidate parameter, $M$ is total number of configurations, $E_{HF-OSS2}^k(p)$ and $E_{MP2}^k$ are the binding energies of the configuration $k$ obtained from HF-OSS2 and \textit{ab initio} MP2 calculations, respectively. Here we considered the C++ implementation of Levenberg-Marquardt nonlinear least square algorithm[160] in Ref[161].

It is noted that the most computationally intensive portion of the HF-OSS2 potential lies in the three-body interactions which is a function of the forth-order polynomial series of bond angles and distances between each H-F-H combination multiplied by a cutoff term as follows[70]

$$V_{HFH}(r_1, r_2, \theta) = f_{cutoff}(r_1, r_2, \theta)(k_1 + k_2(\Delta r_1 + \Delta r_2) + k_3 \Delta \theta + k_4(\Delta r_1^2 + \Delta r_2^2))$$
$$+ k_5 \Delta r_1 \Delta r_2 + k_6 \Delta \theta^2 + k_7(\Delta r_1 + \Delta r_2)\Delta \theta + k_8(\Delta r_1^3 + \Delta r_2^3)$$
$$+ k_9(\Delta r_1^2 \Delta r_2 + \Delta r_1 \Delta r_2^2) + k_{10} \Delta \theta^3 + k_{11}(\Delta r_1^2 + \Delta r_2^2)\Delta \theta$$
$$+ k_{12} \Delta r_1 \Delta r_2 \Delta \theta + k_{13}(\Delta r_1 + \Delta r_2)\Delta \theta^2 + k_{14}(\Delta r_1^4 + \Delta r_2^4)$$
$$+ k_{15} \Delta r_1^2 \Delta r_2^2 + k_{16} \Delta \theta^4)$$  \hspace{1cm} (7.2)$$

where $\Delta r = r - r_0$ and $\Delta \theta = \theta - \theta_0$, with $r_1, r_2$ are the F-H distances and $\theta$ is the H-F-H angle. $r_0$ and $\theta_0$ denote the equilibrium F-H distances and -H angles,
Chapter 7. Development of empirical models for water and hydrogen fluoride respectively. The number of H-F-H combinations is \( N_F N_H (N_H - 1)/2 \). Hence, the three-body interaction becomes extremely computationally inexpensive on large-sized clusters. Nevertheless, it can be established that cutoff term, controlling the interaction range of three body interactions,

\[
f_{cutoff}(r_1, r_2, \theta) = e^{-(m_0 (\Delta r_1^2 + \Delta r_2^2) + m_1 \Delta \theta^2 + m_2 (\Delta r_1^2 + \Delta r_2^2) \Delta \theta^2)}
\]  

(7.3)

decays exponentially to zero if the F-H distances are larger than \( r_0 \). In the bid to reduce the computational effort involved, the \( f_{cutoff} \) term is computed first so that if it becomes small significantly (\(< 10^{-20}\)), this polynomial series can be neglected. In this way, the computational cost of energy evaluations is significantly reduced and scales from \( O(N^3) \) to \( O(N^2) \).

7.2.4 Results and Discussions

7.2.4.1 Binding energy correlation

The multi-start search approach is used to optimize the HF-OSS2 potential. All parameters are first initialized randomly and subsequently optimized without any bound constraint by using Levenberg-Marquardt algorithm.[160] A total of 5 independent runs have been performed and all runs reached the convergences successfully within 1000 iterations. The best value of \( f_{RMS}(p) \) obtained after fitting was less than 0.4 kcal/mol. This result was achieved twice over the 5 runs. The very small value of \( f_{RMS}(p) \) can also be noticed in the chart of binding energy correlation between HF-OSS2 and \textit{ab initio} MP2/6-311+G(d,p) calculations depicted in the left hand subplot of Figure 7.1. The data points almost lie exactly on the diagonal line as seen from the chart. We tabulate the fitted parameters in Table 7.2 with the same notation with OSS2 potential. For detailed descriptions of the parameters, the reader is referred to the study of Ojamae et. al[70].
To investigate the performance of the optimized parameters of the HF-OSS2 potential on large-size clusters, further study involving the additional of more than 1500 configurations of \( \text{H}^+ (\text{HF})_n \) clusters sampled via translating along the normal mode vectors as described in the previous section is conducted. The resultant correlation plot is depicted on the right hand plot of Figure 7.1b. As observed in the figure, the agreement between the HF-OSS2 potential and ab initio MP2 calculation is fairly good with the root mean square less than 2 kcal/mol. As expected, the deviation is largest in the low binding-energy range which is associated to large-size clusters \( (n = 7 - 9) \) but still acceptable since the data points still lie relatively close to the diagonal line. Note that the configurations of \( \text{H}^+ (\text{HF})_{n=7-9} \) are not included in the data used for optimizing the parameters. This highlights the robustness of the HF-OSS2 potential in reproducing ab initio MP2 calculations reasonably well for \( \text{H}^+ (\text{HF})_{n=7-9} \) even though only the configurations
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of $H^+(HF)_n=1-6$ are used in parametrizing the potential model.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure7.1.png}
\caption{Binding energy correlation of $H^+(HF)_n$ between HF-OSS2 potential and \textit{ab initio} MP2/6-311+G(d,p) calculations with fitting and testing data sets.}
\end{figure}

7.2.4.2 Optimized geometries

Several basin hopping runs are also performed on each cluster size starting from random structures to identify the ground state structures of hydrogen fluoride clusters using HF-OSS2 potential with the optimized parameters. After running, all ground-state structures are identified as the linear chain morphology as expected. For comparison, the bond distances, angles and torsion angles of $H^+(HF)_n$ and $HF$ clusters derived using both \textit{ab initio} MP2 calculation and HF-OSS2 are displayed in Figure 7.2. Note that only the bond distances of intramolecular covalent HF (D(F-H)), hydrogen bonds (D(F–H) and angles involved in the left-hand branches of the linear $H^+(HF)_n$ chains are presented in the figure since the cluster geometries are absolutely planar and symmetric.

Further, as observed in Figure 7.2, the bond parameters of small-sized clusters ($n = 1 – 3$) with the HF-OSS2 potential are significantly close to those obtained using \textit{ab initio} MP2 calculations. The differences are small, with an average percentage deviations (on bond lengths and angles) of less than 1 % and 5%, respectively. Note that the bond angles seem to deviate more than the bond
Figure 7.2: Optimized geometries of $\text{H}^+\text{(HF)}_n$ and $\text{HF}$ clusters. The numerical data are the bond distances and angles calculated using MP2/6-311+G(d,p) calculations (top) and HF-OSS2 potential (bottom). The purple big circles are fluorine atoms whereas the yellow smaller ones are hydrogen.
lengths, but this is unsurprising as the functional form of HF-OSS2 emphasizes bond lengths involving in both two-body (F-F and F-H) and three-body (H-F-H) interaction terms, whereas the angles only form part of the three-body interactions. Hence, there are more configurations produced for bond distances in the data used to parametrize the potential. For larger-sized clusters, the difference between the results using the HF-OSS2 potential and MP2 calculations are observed to be larger than the small-sized clusters. Nevertheless, the covalent F-H distances are generally in close agreement with the MP2 results with an error of less than 0.1 Å while the hydrogen bond distances are overestimated slightly.

In the basin hopping simulations, other well-known morphologies of H\(^+\)(HF)\(_n\) including ring or ring with tails appearing at \(n > 5\) have also been observed. Above these known morphologies, a unique morphology of H\(^+\)(HF)\(_{n=5}\) that has not been observed before (according to our knowledge) has been discovered in the present study. This newly discovered morphology as depicted in Figure 7.3 is relaxed under \textit{ab initio} MP2/6-311+G(d,p) calculations with a root mean square gradient of less than 0.0001 Hartree/Å. It is then validated as a true stationary point since all eigen-values of the Hessian matrix are positive. It is energetically well separated from the ground state level with a relative energy of 5 kcal/mol. For larger-sized clusters (\(n = 75\)), the similarly morphological isomers were also discovered with high relative energy above the ground-state level. This morphology is particularly interesting due to the strange molecular arrangement where the top fluorine atom appears to be bonded weakly.

\textbf{Figure 7.3:} New morphology of H\(^+\)(HF)\(_5\) is found under HF-OSS2 potential.
Chapter 7. Development of empirical models for water and hydrogen fluoride

(a) D(F-F)=2.28 Å  
(b) D(F-F)=2.68 Å

**Figure 7.4:** Proton transfer energy profile in H⁺(HF)₂ cluster where the proton is translated along F-F axis where two F atoms are placed in the equilibrium distance of 2.28 Å (a) and separated from each other by 2.68 Å (b). The x and y axes represent the relative displacement of moving proton from the middle point of O-O axis and binding energies, respectively.

to the surrounding fluorine atoms as observed from Figure 7.3. Although the bond distances between them exceed the range of regular hydrogen bonding (∼ 1.5 - 2.2 Å), the fluorine atom can still be considered as solvated with 4 other ones instead of 1 or 2 as usual. From this discovery, HF-OSS2 potential is remarkable to in leading to the prediction an unknown morphology without any use of prior expert knowledge since the potential is simply parametrized using example configurations of linear-chain clusters.

### 7.2.4.3 Proton transfer profile

One of our interests in this work is to create HF-OSS2 potential that is deem as suitable for studying the proton transfer process in H⁺(HF)ₙ clusters. For this purpose, a subset of fitting data was created by translating the center proton in H⁺(HF)₂ ions along F-F axis at equilibrium positions as discussed in the previous section. The energy profile with HF-OSS2 potential is depicted in Figure 7.4a. For comparison, the results of both **ab initio** calculations using MP2, restricted Hartree-Fock (RHF/6-311+G(d,p)) and density functional theory (DFT/6-311+G(d,p)) methods are also included. From the figure, the agreement
between the results obtained using HF-OSS2 potential and MP2 calculations are generally satisfactory since both predicted the depth of the potential curve as 32 kcal/mol. The DFT value of around 35 kcal/mol is also quite close to the MP2 value while the HF value is underestimated by approximately 5 kcal/mol.

For further investigation, another set of configurations has been constructed in which the points were sampled in a similar procedure but two HF molecules were separated from each other by 2.68 Å (away from the equilibrium distance by 0.4 Å). The corresponding energy profile is depicted in Figure 7.4b. Unlike the previous case, there are energy barriers for proton transfer in $H^+(HF)_2$ ions. The agreement with MP2 calculations is not as high as previously due to the lack of those configurations to parametrize the model. The potential curves of HF-OSS2 potential and MP2 calculations are separated from each other by approximately 2 kcal/mol. Nevertheless, the height of energy barrier predicted using HF-OSS2
potential is consistent with those based on \textit{ab initio} MP2 calculations. Both have value around 4 kcal/mol. Further, the result of HF-OSS2 potential remains good relative to those attained using DFT and RHF methods. The energy barrier predicted using DFT method (3 kcal/mol) is generally biased downwards whereas those by RHF (10 kcal/mol) is biased upwards.

It is crucial to test the performance of HF-OSS2 potential at the larger range of distances. For this purpose, we constructed a dense grid of nearly 1000 configurations where both the F-F distance and the position of proton of H\textsuperscript{+}(HF\textsubscript{2}) clusters are varied simultaneously. Figure 7.5 depicts the contour plots of the potential surface obtained using \textit{ab initio} MP2 calculations and HF-OSS2 potential. The difference in elevation between successive lines is approximately 0.001 Hartree (\textasciitilde 0.63 kcal/mol). The (0,0) origin corresponds to the equilibrium arrangement of the MP2-optimized H\textsuperscript{+}(HF\textsubscript{2}) clusters. However, the optimized F-F distance obtained from HF-OSS2 potential is smaller than MP2 value by 0.08 Å (see Figure 7.2). Hence the contour plot computed with HF-OSS2 potential is left-hand shifted relatively to the one computed with MP2 calculations. On the other hand, the shallowest directions referring to the reaction pathway of proton transfer in both two contour plots are consistent with each other. The potential energy surface with HF-OSS2 potential is slightly shallower. Overall, HF-OSS2 potential agrees well with \textit{ab initio} MP2 calculations.

### 7.2.4.4 Interaction energy profile

Figure 7.6 shows the variation of the energy interaction respect with the F-F distance in two cases: between an H\textsuperscript{+}(HF) ion and a HF molecule and between two HF molecules. The sampled configurations in both cases are involved in the fitting data as mentioned in Section 7.2.2. Hence, a very satisfactory agreement between the results obtained from HF-OSS2 potential and MP2 calculations have
been observed in the charts. In Figure 7.6a, the depths of potential wells computed using HF-OSS2 potential and MP2 calculations have roughly the same value of around 27 kcal/mol. The deviation between two curves is mainly at short F-F distances (within 2 - 2.5 Å). This is a result of the shorter equilibrium distance of F-F predicted using HF-OSS2 potential is shorter than the MP2 value as discussed in the previous section. Moreover, the interaction energies vary dramatically at short F-F distances, which makes the parametrization of the potential harder. Although, a straightforward measure is to sample more points in this region or assigning higher weights in Equation 7.1 to favour points in this region during the parametrization process. However, the final RMS obtained will be larger meaning that the agreement between HF-OSS2 potential and MP2 calculations become worse in overall. Figure 7.6b depicts the interaction profile of two HF molecules. The potential wells are shallower where the potential depths are only about 2 kcal/mol. As seen in the figure, the potential curve of HF-OSS2 potential matches nicely with the MP2 curve. However, the curve of HF-OSS2 potential is slightly underestimated compared to the counterpart of MP2 calculations when F-F distance is large. Comparing DFT results to HF ones, it is found that DFT calculations also achieve a quite close agreement with MP2 calculations. However, the curves of HF calculations are too far off.
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Figure 7.7 displays the torsion or dihedral interaction profile where two fluorine atoms and the proton involved in the MP2 optimized $\text{H}^+(\text{HF})_2$ cluster are placed at the equilibrium position while the dihedral angle of H-F⋯F-H are adjusted from 0° to 180°. As seen from the figure, the potential curves predicted by HF and DFT methods are too far off to MP2 calculation while the agreement between HF-OSS2 potential and MP2 calculation is very good in overall. The deviation between MP2 and HF-OSS2 curves appears only when the dihedral angle is around 0°. However, the maximum deviation is still less than 1 kcal/mol. On the other hand, the two curves match perfectly with each other at large dihedral angle.

7.2.5 Summary

In this work, a potential model to simulate protonated hydrogen fluoride clusters has been proposed. The potential is based on OSS2 functional form which was originally designed for protonated water clusters by Ojamäe and coworkers.\[70\] It acquires the characters from OSS2 model such as polarizable and disassociable. Several modifications have been introduced to adapt to $\text{H}^+(\text{HF})_n$ clusters. The potential was then derived by fitting to the electronic surface of small-sized $\text{H}^+(\text{HF})_{n=1-6}$ clusters at ab initio MP2/6-311+G(d,p) calculations. Our results show that the fitted potential reproduces correctly ground-state structures and binding energies at ab initio MP2 calculations for $n$ up to 9. It is demonstrated to describe correctly the interaction in proton transfer process of protonated hydrogen fluoride dimers. The test on intramolecular interactions also
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reveal a good agreement of the potential with MP2 calculations. The good results open a possibility to extend the model to be capable of simulating other hydrogen bonding systems such as the mixed clusters of hydrogen fluoride and water in the future.

7.3 Potential model for deprotonated water clusters

7.3.1 Introduction

A tremendous number of water models have been developed for decades. Nevertheless, most of attempts have focused on neutral clusters or bulk water due to their central roles in chemical and biological processes while only limiting number of potential models have been designed to simulate ionic clusters. For computational efficiency and simplicity, water molecules are usually treated as rigid in most of potential models. In several flexible potential models, bond distances and angles of water molecules can vary but they are still unable to allow dissociations of water molecules.[18–20, 69] The lack of this feature makes studying the proton transfer and dissociations and reassociations of water clusters difficult. To fulfill this requirement, several dissociable potentials have been created.[162, 163] Among those attempts, Ojamae and coworkers have developed a family of dissociable, polarizable potentials (OSS1, OSS2, OSS3) for simulation of water with excess proton. Those potentials were originally designed for protonated water clusters. However they can be used for neutral counterparts because they are purely atomic models without using any molecular constraints. In fact, OSS potentials have been engaged in several studies of protonated[2, 3, 60] as well as neutral water clusters[1, 58], showing a relatively good performance.
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We realized that OSS potentials can also be used for deprotonated water clusters. In Chapter 5, OSS2 potential have been used in the AMA to identify distinct local minima of $\text{OH}^-(\text{H}_2\text{O})_n$. However, the performance of this potential for $\text{OH}^-(\text{H}_2\text{O})_n$ was not good as for $\text{H}^+(\text{H}_2\text{O})_n$ since the original parameters of OSS2 potential were fitted to the potential energy surface of $\text{H}^+(\text{H}_2\text{O})_2$. Although the ground-state structures of small-sized $\text{OH}^-(\text{H}_2\text{O})_n$ clusters optimized by ab initio MP2 calculation still can be reproduced by OSS2 potential but the bond distances and angles of water molecules are quite far from those generated by ab initio MP2 calculation. As claimed by the authors, OSS2 potential with current parameters usually exhibits too large H-O-H angles compared to ab initio MP2 results. It suggests the necessity to refine the current parameters to be used for $\text{OH}^-(\text{H}_2\text{O})_n$. Another important motivation is that to our best knowledge, there has been no potential model particularly designed for deprotonated water clusters until now. In this work, we try to fill this gap by creating a new set of parameters suitable for deprotonated water clusters. OSS2 potential model is reparameterized to the geometry configurations from ab initio MP2 calculation. After that, the performance of the model with new parameters will be tested and reported in details.

7.3.2 Generation of parametrization data

Seven data sets of the structural configurations for parametrization are constructed by following the similar sampling strategy described in Section 7.2.2. In total, there are 1708 configurations generated in different manners. The detailed numbers of configurations of the data sets are summarized in Table 7.3.

More than 1000 configurations are obtained by sampling along the vibrational normal mode displacement vectors. In detail, we performed vibrational analysis on $(\text{H}_2\text{O})$, $\text{OH}^-$ and $\text{OH}^-(\text{H}_2\text{O})$ clusters to yield their normal mode displacement
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vectors. Subsequently, we translated the atoms of the clusters from the equilibrium positions along the normal mode vectors with the maximum displacement of 0.2 Å. Similar to the OSS2 parametrization for protonated water clusters in Ref [70], the potential energy surface of deprotonated water dimer was particularly focused. In addition to sampling along the normal mode vectors, we also sampled along their linear combinations of up to three vectors to obtain totally 913 points for OH\(^{−}\)(H\(_2\)O).

For O-O interactions, one water molecule of optimized (H\(_2\)O)\(_2\) cluster was translated along O-O axis with the step size of 0.05 Å while keeping other atoms fixed to obtain about 80 points. In the same fashion, 60 additional points were obtained by translating OH\(^{−}\) anion along O-O axis from the optimized geometry of OH\(^{−}\)(H\(_2\)O). For torsion angle interaction, 360 points were generated by gradually changing the torsion angle of H-O---O-H of OH\(^{−}\)(H\(_2\)O) from the optimized value by 1° per step. For describing the proton transfer, 182 configurations are generated by moving the center hydrogen atom of OH\(^{−}\)(H\(_2\)O) cluster from the equilibrium position along O-O axis with the interval displacement of 0.01 Å.

All sampled configurations underwent \textit{ab initio} electronic structure calculations at Møller-Plesset second order perturbation theory (MP2) with the “augmented“
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<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r_0 )</td>
<td>0.961400</td>
<td>Å</td>
<td>( \theta_0 )</td>
<td>1.817383</td>
<td>rad</td>
</tr>
<tr>
<td>( a_1 )</td>
<td>8.562466</td>
<td>Å²</td>
<td>( a_2 )</td>
<td>1.776328</td>
<td>Å⁻¹</td>
</tr>
<tr>
<td>( b_1 )</td>
<td>332.285292</td>
<td>Å²</td>
<td>( b_2 )</td>
<td>2.846835</td>
<td>Å⁻¹</td>
</tr>
<tr>
<td>( c_1 )</td>
<td>1.095686</td>
<td>Å²</td>
<td>( c_2 )</td>
<td>0.000002</td>
<td>Å⁻¹</td>
</tr>
<tr>
<td>( h_1 )</td>
<td>0.057677</td>
<td>Å</td>
<td>( h_2 )</td>
<td>4.222943</td>
<td>Å</td>
</tr>
<tr>
<td>( h_3 )</td>
<td>0.193396</td>
<td>Å⁻¹</td>
<td>( h_4 )</td>
<td>2.204317</td>
<td>Å⁻¹</td>
</tr>
<tr>
<td>( h_5 )</td>
<td>0.033396</td>
<td>Å</td>
<td>( o_1 )</td>
<td>376.731836</td>
<td>Å</td>
</tr>
<tr>
<td>( o_2 )</td>
<td>0.406371</td>
<td>Å⁻¹</td>
<td>( o_3 )</td>
<td>-377.264771</td>
<td>Å</td>
</tr>
<tr>
<td>( o_4 )</td>
<td>0.407325</td>
<td>Å⁻¹</td>
<td>( o_5 )</td>
<td>34100.405473</td>
<td>Å⁻¹</td>
</tr>
<tr>
<td>( o_6 )</td>
<td>0.354191</td>
<td>Å⁻²</td>
<td>( o_7 )</td>
<td>-3.940189</td>
<td>Å</td>
</tr>
<tr>
<td>( k_1 )</td>
<td>-0.048393</td>
<td>Å⁻¹rad⁻¹</td>
<td>( k_2 )</td>
<td>0.166865</td>
<td>Å⁻¹</td>
</tr>
<tr>
<td>( k_3 )</td>
<td>0.013679</td>
<td>Å⁻¹rad⁻¹</td>
<td>( k_4 )</td>
<td>-0.292374</td>
<td>Å⁻²</td>
</tr>
<tr>
<td>( k_5 )</td>
<td>-0.651854</td>
<td>Å⁻²</td>
<td>( k_6 )</td>
<td>0.006988</td>
<td>Å⁻²</td>
</tr>
<tr>
<td>( k_7 )</td>
<td>-0.043325</td>
<td>Å⁻¹rad⁻¹</td>
<td>( k_8 )</td>
<td>0.399625</td>
<td>Å⁻³</td>
</tr>
<tr>
<td>( k_9 )</td>
<td>1.148092</td>
<td>Å⁻¹</td>
<td>( k_{10} )</td>
<td>0.057061</td>
<td>Å⁻³</td>
</tr>
<tr>
<td>( k_{11} )</td>
<td>-0.173036</td>
<td>Å⁻²rad⁻¹</td>
<td>( k_{12} )</td>
<td>0.438720</td>
<td>Å⁻²rad⁻¹</td>
</tr>
<tr>
<td>( k_{13} )</td>
<td>-0.089550</td>
<td>Å⁻¹rad⁻²</td>
<td>( k_{14} )</td>
<td>-0.228694</td>
<td>Å⁻⁴</td>
</tr>
<tr>
<td>( k_{15} )</td>
<td>0.000000</td>
<td>Å⁻⁴</td>
<td>( k_{16} )</td>
<td>-0.029092</td>
<td>rad⁻⁴</td>
</tr>
<tr>
<td>( m_1 )</td>
<td>6.250000</td>
<td>Å⁻²</td>
<td>( m_2 )</td>
<td>0.003772</td>
<td>rad⁻²</td>
</tr>
<tr>
<td>( m_3 )</td>
<td>6.250000</td>
<td>Å⁻²rad⁻²</td>
<td>( \alpha )</td>
<td>1.444000</td>
<td>Å³</td>
</tr>
</tbody>
</table>

Table 7.4: The parameters of the potential model for \( \text{OH}^- (\text{H}_2\text{O})_n \) clusters obtained from fitting.

correlation consistent polarized valence basis sets (aug-cc-pVDZ). All MP2 energy evaluations were performed by Gaussian 03 package.[73]

### 7.3.3 Parametrization

The functional form of OSS2 potential model described in Ref [70] is used in this study without any change. The parameter representing the polarizability of water monomer, \( \alpha \), was still set to the experimental value of 1.444 Å³[164] and fixed as a constant in the fitting process. Those parameters of \( m_1, m_2 \), and \( m_3 \) governing the localization of three-body interaction (H-O-H) are also fixed.

Similar to the parametrization of HF-OSS2 potential (Section 7.2), the remaining parameters are also fitted by using Levenberg-Marquardt nonlinear least square algorithm.[160] The objective function to be minimized is the root mean square of
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the difference of the potential and *ab initio* MP2 calculation in binding energies given in Equation 7.1

### 7.3.4 Results and Discussions

#### 7.3.4.1 Binding energy correlation and optimized geometry

We conducted ten independent fitting runs starting with different initial guesses. All of the runs converged successfully within a few thousands of iterations. In fact, different runs lead to different final results. In this work, we only report the best result attained from those fitting in which the final value of root mean square in binding energy, \( f_{RMS}(p) \), was less than 0.5 kcal/mol. The final parameters are listed in Table 7.4. For the detailed explanation of the parameters, the reader is referred to Ref [70]. For the sake of brevity, OSS2 potential with the fitted parameters is denoted as OSS2(depW).

The binding energies computed by OSS2(depW) potential versus the *ab initio* MP2 energies are plotted in Figure 7.8. The energy span of fitting data of nearly 100 kcal/mol is very large. Nevertheless, the correlation between the computed energies and reference MP2 ones was achieved very well as seen from the figure.
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The deviation of the data points from the diagonal line is very small, indicating the good convergence of the fitting process.

The structures of deproto-

cinated water monomer, dimer, trimer and tetramer optimized with \textit{ab initio} MP2 calculation were re-optimized using OSS2 potential with both original and fitted parameters and depicted in Figure 7.9 and 7.10. For comparison, the internal coordinates for each models are shown together in the figures.

Because of the symmetry of the cluster, only necessary bond parameters are represented in these figures.

In Figure 7.9, it is seen that the bond distances of O-H obtained with OSS2(depW) are much closer to MP2 results than OSS2 potential. However, the distance of
Figure 7.11: Optimized structures of (H$_2$O) and (H$_2$O)$_2$ ($C_s$ symmetry). The structural parameters for ab initio MP2, OSS2(depW) and OSS2 potentials are shown from top to bottom, respectively.

A hydrogen bond in OH$^-$ (H$_2$O) of OSS2(depW) potential is too short by about 0.02 Å while OSS2 potential predicts a quite close value. On the other hand, the bond angle of H-O-H is improved a lot with OSS2(depW). As seen from the figure, the OSS2 bond angle of 116.2° deviates quite far from the MP2 result of 103.1° comparing to OSS2(depW) result of 109.5°. In Figure 7.10, a similar situation is observed. The O-H bond distances for OSS2 potential are underestimated by roughly 0.03 Å while the values predicted by OSS2(depW) always lie within 0.01 Å of the results of MP2 calculation. The bond angles of H-O-H obtained with OSS2(depW) also achieve a better agreement with MP2 results. The same thing can be concluded from Figure 7.11 when examining the structures of neutral water monomer and dimer.

In Ref [70], it was stated that both OSS1 and OSS2 potentials did not reproduce correctly the bond angle of H-O-H and suggested to use the sister model, OSS3. However, OSS3 potential with the inclusion of dipole coupling in the three body interaction and 54 parameters is a too complicated potential. Hence, energy and derivative evaluations with OSS3 potential are not only difficult to be implemented but also computationally expensive. In this study, the new set of parameters for OSS2 potential makes a quite good improvement in reproducing the bond angle with MP2 calculation as shown above.
Figure 7.12: Proton transfer energy profile in \( \text{OH}^{-}(\text{H}_2\text{O}) \) cluster where the proton is translated along O-O axis where two O atoms are placed in the equilibrium distance of 2.46 Å (a) and separated from each other by 2.86 Å (right). The x and y axes represent the relative displacement of moving proton from the middle point of O-O and binding energies, respectively.

### 7.3.4.2 Proton transfer profile

For a fair comparison with OSS2 potential for protonated water clusters, the proton transfer energy profile for \( \text{OH}^{-}(\text{H}_2\text{O}) \) was created in the same fashion as described in Ref [70]. The center proton of \( \text{OH}^{-}(\text{H}_2\text{O}) \) was translated along O-O axis from middle point of O-O where the rest atoms are placed at equilibrium positions. The energy profile is depicted in Figure 7.12a. Another one depicted in Figure 7.12b is for the O-O separation of 2.86 Å. In both cases, OSS2(depW) curves match very well with MP2 calculation. OSS2 potential in Figure 7.12a also has a relative good agreement in the shape of potential curve. However, the offset between the curves of OSS2 potential and MP2 calculation of about 20 kcal/mol is very large. In the second subplot, the energy barriers of proton transfer is underestimated for OSS2 potential by approximately 5 kcal/mol.

### 7.3.4.3 Interaction energy profile

For O-O interaction, we examined the interaction energy in two cases: between \( \text{OH}^{-} \) anion and \( \text{H}_2\text{O} \) molecule and between two \( \text{H}_2\text{O} \) molecules. The interaction
Figure 7.13: The interaction energy between (a) OH\(^{-}\) anion and H\(_2\)O molecule, and (b) two H\(_2\)O molecules. The x axis represents the distance of O-O.

energy versus O-O distance is shown in Figure 7.13. In the subplot (a), it is seen that the agreement between the potential curves of OSS2(depW) potential and MP2 calculation is quite satisfactory. For OSS2 potential, the potential well is overestimated by nearly 15 kcal/mol. In the subplot (b), the potential wells is shallower since the potential depth is less than 10 kcal/mol. Both OSS2 and OSS2(depW) potential achieve a relatively good agreement with MP2 calculation. The deviation from the MP2 curve is only about 1 kcal/mol.

For testing the performance of new potential in dihedral interactions, the interaction profile was created by changing the dihedral angle of H-O...O-H in OH\(^{-}\)(H\(_2\)O) from the MP2 optimized geometry. The dependence of binding energy on the dihedral angle is depicted in Figure 7.14. It is clearly seen from the figure that the potential curve of OSS2 does not agree well with MP2 one. Comparing the results of OSS2(depW) with the counterparts of ab initio MP2 calculation, the agreement is fairly good in overall. There is only a deviation of 0.5 kcal/mol between them around 250\(^{\circ}\). Notice that the interaction energy span regarding to the dihedral angle is only 1 kcal/mol, meaning that the potential well is very shallow. Thus, reproducing correctly the equilibrium dihedral angle for MP2 calculation is very difficult. In Section 7.3.4.1, the dihedral angles predicted by OSS2(depW) and OSS2 potentials do not agree well with MP2 results.
7.3.5 Summary

In this work, we reparameterized OSS2 model in order to obtain a more suitable potential model to simulate deprotonated water clusters. The new parameters were fitted to the potential energy surface of deprotonated water dimer at high level \textit{ab initio} MP2 calculation. Several tests on the performance of reparameterized OSS2 model have been performed, showing that the bond angles and distances were improved significantly. The energy profile in proton transfer and intermolecular interaction obtained from reparameterized OSS2 model shows a satisfactory agreement with \textit{ab initio} MP2 calculation. This potential would be very useful in simulating the dynamics of deprotonated water clusters in future works.

\textbf{Figure 7.14:} Dihedral interaction profile of \( \text{OH}^- (\text{H}_2\text{O})_2 \) cluster. The x axis represents the dihedral angle of H-O--O-H.
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Conclusion and Future works

8.1 Conclusion

The thesis contains three parts. In the first part, we proposed a hierarchical approach combining empirical potential models and first-principles methods in order to explore PES at quantum chemistry level. We implemented an archive memetic algorithm to locate the global minima as well as to archive all possible local minima. In the second part of thesis, we present a systematic study on structures, thermodynamics and vibrational spectra of different systems: protonated, deprotonated and pure water clusters. For each kind of systems, a collection of isomers of different sizes are gathered via a hierarchical approach at first-principles calculation. Subsequently, thermodynamic properties and vibrational spectra are yielded by using HSA from the identified isomers. In the third part, the collected isomers are used to parametrize new potential models for water and hydrogen fluoride clusters.
8.1.1 Studies of water clusters

In the study of protonated water clusters, the PES of $\text{H}^+(\text{H}_2\text{O})_n$, $n = 5 - 10$ with OSS2 potential model and $n = 5 - 9$ with B3LYP/6-31+G* calculation, have been explored thoroughly. The archival of distinct isomer have been uncovered and subsequently used for investigating the thermodynamic and structural transitions of $\text{H}^+(\text{H}_2\text{O})_n$ with both OSS2 and DFT calculation. In comparison with PT-MC simulations involving OSS2 potential model, the results computed by HSA achieved a quantitative agreement with PT-MC. The consistency with PT-MC results is the good indication of the reliability and accuracy of HSA. From the results of simulation, the size dependency of $\text{H}^+(\text{H}_2\text{O})_n$ in both thermal behaviors and vibrational spectra have been revealed. The simulated vibrational spectra are in accord with the recent experimental results.

In the study of deprotonated water clusters, we also studied the structures, relative stability, thermal behaviors and vibrational spectra of $\text{OH}^-(\text{H}_2\text{O})_n$ for cluster sizes of $n = 4 - 7$ using DFT calculations. In addition, the comparison against protonated counterparts has been made throughout the study. Our results emphasized that the structures of $\text{OH}^-(\text{H}_2\text{O})_n$ were more compact than $\text{H}^+(\text{H}_2\text{O})_n$ in which the formation of 3D structure occurred at smaller sizes and the energy gaps between compact and open structures were found to become larger. The dissimilarity in the ground-state structures and structural orders indicates that the structures of $\text{OH}^-(\text{H}_2\text{O})_n$ could not be inherited simply from protonated water clusters through flipping OH bonds and considering $\text{OH}^-$ anion as “proton hole”. The thermodynamic simulations derived via both C-HSA and Q-HSA displayed similar trends of topological transitions, despite some minor deviations between them. The ZPE correction has also been investigated and concluded to have little impact on relative stability, structural transitions as well as on the vibrational
spectra of $\text{OH}^-(\text{H}_2\text{O})_n$. The size-dependency in thermal behaviors and vibrational spectra, which are analogous to those of $\text{H}^+(\text{H}_2\text{O})_n$ was also recognized.

In the study of neutral water clusters, we have explored the PES of water clusters in the range of $n = 4 – 8$ with TTM2.1-F and OSS2 potential as well as DFT calculations. Two potential models were used in the pre-screening process for identifying the probable locations of the isomers in the PES of B3LYP/6-31+G* calculation. The numbers of distinct isomers found using the present methodology are much larger than those reported in the literature highlighting the complexity of the PES of water clusters. The thermal behaviors were simulated from the collected isomers and the size-dependency in the thermodynamics were also observed as similar as protonated and deprotonated clusters. The vibrational spectra of $(\text{H}_2\text{O})_n$ were derived afterward. From the spectra, the spectral signatures of coordination number of hydrogen bonds were identified.

### 8.1.2 Potential models for protonated hydrogen fluoride and deprotonated water clusters

In the second part, the development of two potential models for protonated hydrogen fluoride (HF-OSS2) and deprotonated water clusters (OSS2(depW)) have been reported consecutively. Both two potential models used the functional form of OSS2 model which was originally designed for protonated water clusters. We realized that three body interaction in the functional form was one of the most computationally expensive parts. Thus, a simple improvement for three body interaction has been made to reduce the computational scale of the potential from $O(N^3)$ to $O(N^2)$. For parametrization, large sets of configurations at high level $ab\text{ initio}$ MP2 calculations were generated in different manners. In fitting process, the parameters were optimized by Levenberg-Marquardt algorithm. On assessing the performance of new potentials, it was shown that the interaction energies and
optimized geometries of small-sized clusters with \textit{ab initio} MP2 calculation were reproduced correctly. In particular, from a basin hopping run with HF-OSS2 potential, we uncovered a new morphology of $\text{H}^+(\text{HF})_5$ which has not been reported in literature. To our best knowledge, the potentials developed in this study are first ones particularly designed for protonated hydrogen fluoride and deprotonated water clusters. They are probably very useful for further studying those systems.

8.2 Future work

8.2.1 Representative sampling

In this thesis, we focused on the small-sized clusters, $n < 10$. For larger-sized ones, the high computational cost of first-principles calculations and the high dimensional search space make sampling all possible local minima impractical. A sampling strategy capable to cover the features of PES is necessary. We are considering to use a representative sampling method in which the isomers gathered at first exploration level by using AMA with empirical model will be classified into different topologies as similar as we have done in the previous studies of water clusters. At the second level, only ten or hundreds utmost isomers of each topology are selected as the representative samples to be further re-optimized instead of re-optimizing all isomers. By this way, the computational effort can be reduced significantly.

8.2.2 Anharmonicity correction

In SA, the harmonic approximation imposed on each basin to calculate the partition function was fairly good for the small-sized clusters since the thermodynamic
results of HSA were in accord with PT-MC as shown in Section 4.3.1. Nevertheless, the deviation between the results of HSA and PT-MC tends to be larger with increasing cluster size. Although the deviation is quite acceptable for \( n < 10 \), it probably becomes large for larger sizes. One of the reasons is that the harmonic approximation is no longer suitable for large-sized clusters. The anharmonicity should be taken into account for correcting the approximation. To handle the anharmonicity, we are considering to use one of the popular methods including Morse potential approximation,[165] vibrational self-consistent field approach,[166] or perturbation theory.[167]

### 8.2.3 Broadening of spectral lines

In this study, we used the Lorentzian line shape approximation to simulate the homonegous broadening of the vibrational spectra. The current value of half-width of spectral lines was approximated from the experimental IR spectra. To improve the accuracy of the calculated spectra, the half-width should be determined in other fashion in which life-time broadening contribution, temperature dependence should be taken into account for further studies.
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