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SUMMARY

Electromigration (EM) and stress-induced voiding (SIV) are the two major reliability concerns for metal interconnects in integrated circuits. In particular, with the dimensions of interconnect scaled into nano regime and the inclusion of low-k materials as dielectrics, the reliability aspects for on chip interconnects are becoming more challenging. In this work, both EM and SIV failure physics are investigated using finite element based modeling and verified through experiments.

The most fundamental aspect of EM is diffusion, where electron wind force (EWF) is considered as the only source of driving force for EM mass transport. As interconnect line width becomes narrow, the effects of the surrounding materials on EM can no longer be accounted for by the modification of the atomic diffusivity as in the traditional diffusion path approach. In this work, a modified EM modeling methodology is proposed to improve the EM modeling accuracy. This methodology is based on the driving force approach and its mathematical formulations are derived based on Green’s theorem. Three important driving forces are considered in this work: electron wind force (EWF), temperature gradient induced driving force (TGIDF), and thermo-mechanical stress gradient induced driving force (SGIDF). The formulations are implemented through finite element analysis (FEA), and the EM void nucleation and its growth can be simulated through the developed static and dynamic simulation FEA codes. It is found that the thermo-mechanical stress gradient induced driving force is the dominant driving force for EM failure in M2 test structures. The modeling results are consistent with our experimental results on reservoir effect structures.
Summary

It is known that the interconnect geometry and surrounding materials has a strong impact on the EM performance. In the subsequent part of the thesis, the effect of interconnect design factors on EM is investigated. The effect of reservoir extension on the EM lifetime is studied both experimentally and analytically. Lifetime enhancement factor is found to decrease with increasing EM stress current experimentally. The analytical formulation for the lifetime enhancement factor is derived to reveal the dependence of lifetime enhancement factor on EM test conditions.

For SIV, we propose a lifetime model from the energy perspective. A SIV lifetime equation is derived which is similar to the Black’s equation for EM failure. It is shown that SIV lifetime is strongly dependent on the passivation quality at the cap layer interface, the confinement effect by the surrounding materials to interconnects, and the available diffusion paths in interconnects.

The effects of interconnect design factors on SIV performance are explored with FEA. 3D finite element simulations are performed to simulate the void nucleation and void growing process during SIV for line-via structures with SiO₂ and low-k interconnects. With FEA, the mechanisms for poor SIV performance of low-k interconnects as well as different void growing dynamics between SiO₂ and low-k interconnects are revealed. Thermo-mechanical stresses in Cu interconnects are analyzed to investigate the effect of dielectric materials as well as line width on the stress distributions in line-via structures. The hydrostatic stress and von Mises stress distributions can be simulated and their distributions are important in assessing the stress related damages in Cu interconnects.
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1. INTRODUCTION

1.1 Background

Multilevel interconnects is one of the most important technologies for ultra-large scale integrated circuits (ULSIs) such as microprocessors (MPUs), dynamic random access memories (DRAMs), and application specific integrated circuits (ASICs). Due to the advancement of microelectronic industry, the performance of integrated circuits has been continuously improved by scaling down device dimensions and increasing device density. The reduced physical gate dimension of a metal-oxide-semiconductor (MOS) transistor has decreased the gate delay and increased the signal propagation speed. On the other hand, interconnects have increased in density and decreased in size due to this miniaturization. The scaling of interconnects increases the back-end-of-line (BEOL) interconnect delay. Figure 1.1 summarizes the total signal delay, the combination of transistor gate delay and Al/oxide interconnect (RC) delay, as a function of minimum feature size [1]. The interconnect delay is determined by the line resistance (R) and the intra-line capacitance (C). For submicron device, the interconnect delay becomes the performance limiting factor of the device. This has generated an intensive effort to improve materials and processing for interconnect technology.
There are two effective ways to reduce interconnect delay. One is to use materials with lower resistivity for interconnect lines to reduce the R component. Cu has replaced Al(Cu) alloy as the interconnect material due to its lower resistivity [2] and better electromigration (EM) resistance [3]. The other way to reduce the interconnect delay is to use a lower dielectric constant material (low-k) for interlayer dielectric (ILD) to reduce the intra-line capacitance, C. Cu and low-k dielectric, when successfully integrated, can improve the performance of the integrated circuits by reducing the interconnect delay more than 50% compared to Al(Cu)/oxide interconnects for sub-quarter micron technology [4]. These low-k materials include silicon oxyfluoride (FSG), fluorinated polyimides (FPIs), Black Diamond (SiCOH), etc. However, these low-k materials have thermal and mechanical properties inferior to those of SiO₂, which may pose reliability issues in future narrow Cu/low-k interconnects.

With the continuing scaling of on-chip interconnects, the metal interconnect dimension scales down for about 30% at each technology node scaling, rendering interconnect reliability to become the dominant factor for the circuit reliability [5]. Among all the failure mechanisms for interconnects, EM and stress-induced voiding...
(SIV) are the major failure mechanisms in modern BEOL reliabilities. They are induced by different driving forces which will be detailed below. In reality, these two driving forces are coupled together through Joule heating. Therefore, special attention is needed in the EM test structure design and test stress conditions in order to study each failure mechanism individually. Besides the above-mentioned two failure mechanisms, time dependent dielectric breakdown (TDBB) [6] and plastic deformation [7] have also been reported with the implementation of narrow Cu/low-k interconnects.

Electromigration is diffusion-controlled mass transport, driven by electron current flow in metal lines. During EM, electrons collide with metal ions, transferring momentum to metal ions. As a result of this collision process, metal ions migrate from the cathode and accumulate at the anode. In an interconnect structure, a local imbalance of EM mass flux can occur at structural discontinuities, such as a barrier interface or a grain boundary/interface junction. The flux divergence can lead to damage formation resulting in EM failure. The cathode and anode ends of the line are the divergent sites and subject to large flux divergence, which can result in mass depletion and accumulation, respectively. As a result, a void or an extrusion can be formed at the cathode or anode end, rendering the failure of interconnects. Because of these severe functional effects on interconnects, EM has been studied intensively over the last fifty years [8-16].

During the fabrication of interconnects, the process temperature can go up to 400 °C during annealing and the deposition of dielectrics, large thermo-mechanical stress is generated upon cooling down the interconnect to room temperature. Besides that, extra thermo-mechanical stress can also be caused by the non-uniform temperature distributions in interconnect, attributed by the Joule heating effect in the presence of high current density. Therefore, the encapsulated interconnect is under hydrostatic tension and
this hydrostatic stress can be relaxed in the presence of mini-void or flaw in interconnects, leading to stress-induced voiding (SIV) in the form of open circuit or substantial resistance increase [17, 18].

1.2 Motivation

It is important to predict how long the interconnect can function properly before EM or SIV failure. However, it is impractical to test the interconnect in actual operating conditions as the failure time can be in terms of years. Therefore, interconnects are usually tested at high current and high temperature to accelerate the failure and their lifetime in normal condition can be estimated by extrapolation. As the extrapolation is based on the lifetime models, a better understanding of the underlying failure mechanism is required. So far, lifetime models have been based on empirical methods, e.g. Black’s equation for EM [10], phenomenological equation for SIV by Fisher et al. [19], etc. Thus, an evaluation of potential failure modes is very important as interconnect dimension has been scaled into nano regime.

As EM is a very complicated diffusion process which involves different driving forces and various diffusion paths, the changing dominance of the driving forces and the diffusion paths due to the design and process of an interconnect system complicates our understanding of EM physics. Fortunately, with the advancement of computing power of modern computers and sophisticated software, the understanding of underlying EM physics is enhanced through numerical modeling of EM [20-23]. Finite element analysis (FEA) is one of the most promising methods in studying EM physics. However, the value and effectiveness of FEA in reliability modeling is not fully appreciated by both the academic and industry.
With the help of multi-physics FEA software ANSYS®, realistic 3D interconnect structures can be modeled with all the surrounding materials taken into considerations. With proper boundary conditions applied and solved, the simulation results (current density, temperature, stress, etc) and their derivatives (stress gradient, temperature gradient, etc) can be displayed in a contour format, therefore, the weak point prone to EM can be located and the dominant driving force can be identified. Similarly for SIV, thermo-mechanical stress and its gradient can be simulated for 3D interconnect structures. Furthermore, the effect of surrounding materials, interconnect dimensions, test conditions on EM and SIV can be analyzed with FEA. This is significant for ULSI development so that a reliable interconnect system can be built as to further advance the ULSI technology.

Reliability evaluation and improvement of new interconnects require a deep understanding of the physics of EM and SIV. However, experimental investigations can be very expensive and slow. Furthermore, not all underlying physics in EM and SIV can be captured experimentally. One motivation of this thesis work is to explore the capability of FEA in interconnects reliability modeling and new failure physics can be discovered through FEA modeling.

1.3 Contribution

Both EM and SIV are affected the physical properties of the interconnect, which include the interconnect dimensions, surrounding material properties, etc. With FEA, the failure physics for both EM and SIV can be explored and the effect of interconnect design factors on EM and SIV performance can be analyzed quantitively. The main contribution of this thesis work covers the following aspects,
1. A comprehensive description of the finite element analysis including the basic FEA concept, FEA formulations, analysis procedures and its applications is presented. The issues of element shape, meshing density and substrate thickness in the modeling for interconnects are addressed.

2. For EM,
   a) A detailed review of the two most popular approaches in EM studies: the diffusion path approach and the driving force approach are presented in depth. In particular, we focus on the formulations, lifetime estimation, the validity of each approach and their comparisons.
   b) A modified EM modeling methodology is proposed to improve the EM modeling accuracy. This methodology is based on the driving force approach and its mathematical formulations are derived based on Green’s theorem. The formulations are implemented in FEA codes, and the EM void nucleation and void growth can be simulated through static simulation and dynamic simulation. The results are consistent with the experimental findings on reservoir effect EM studies.
   c) The effects of interconnect design factors on EM performance are explored with FEA:
      i. The effect of reservoir extension on the EM lifetime is studied both experimentally and analytically. Lifetime enhancement factor is found to decrease with increasing EM stress current experimentally. The analytical formulation for the lifetime enhancement factor is derived to explain the experimental findings.
      ii. We demonstrate the EM characteristic as a function of electron flow direction and ratio of the lengths in width transition Cu interconnects. It is
found experimentally that EM life-time significantly shorten when the electron flow direction is from narrow-to-wide segment.

iii. Blech product in EM is compared with Cu/oxide and Cu/low-k interconnects. It is found that Blech product is lower for Cu interconnects at high temperature due to its inelastic behavior. A good passivation is needed to improve the EM lifetime for future narrow low-k interconnects.

d) The issue in high temperature and high stress current EM test is presented. The variation of activation energy and current density exponent in Black’s equation is derived analytically. This variation can be important in future EM test in low-k interconnects with severe Joule heating.

3. For SIV,

a) We present a lifetime model for SIV from the energy perspective. A SIV lifetime equation is derived which is similar to the Black’s equation for EM failure. It is shown that SIV lifetime is strongly dependent on the passivation quality at the cap layer interface, the confinement effect by the surrounding materials to interconnects, and the available diffusion paths in interconnects. The critical temperature for SIV is also derived analytically.

b) The effects of interconnect design factors on SIV performance are explored with FEA:

i. 3D finite element simulations are performed to simulate the void nucleation and void growing process during SIV for line-via structures with SiO₂ and low-k dielectrics. With FEA, the mechanisms of poor SIV performance for low-k interconnects as well as different void growing dynamics between SiO₂ and low-k interconnects are revealed.
Thermo-mechanical stresses in Cu interconnects are calculated to investigate the effect of dielectric materials as well as line width on the stress distributions in line-via structures using FEA. The hydrostatic stress and von Mises stress distributions can be simulated and their distributions are important in assessing the stress related damages in Cu interconnects.

1.4 Organization of the thesis

This thesis is divided into six chapters. Chapter 1 gives an introduction of the overall thesis, including general background, motivation and the contribution of this thesis work. Chapter 2 presents a detailed literature review for the overall interconnect reliabilities, with special focus on EM and SIV. Chapter 3 is devoted to finite element analysis. This includes the FEA formulation, analysis procedures and its applications in reliability modeling. Besides, the issues of element shape, meshing density and substrate thickness in the modeling for interconnect are also covered. Chapter 4 focuses on the EM work, including the newly developed EM simulation methodology, the effect of interconnect design factors on EM and the issues in highly stressed EM test. In Chapter 5, we shall focus on the SIV studies, including the newly developed SIV lifetime model and the effect of interconnect design factors on SIV reliabilities. Finally, Chapter 6 summarizes the results of this thesis and gives recommendations for future work.
2. LITERATURE REVIEW

2.1 Overview of Interconnect Reliabilities

Interconnects are essential to any network. For electrical network, interconnects are needed to connect different electrical functional blocks so that electrical signals can flow in between the blocks for information processing. Interconnects also provide paths for energy supply to the blocks. Therefore, interconnects in electrical network are crucial and must be good electrical conductors.

When the concept of integration begin in the early 50’s for electronics, interconnects remain important to connect all the transistors and passive components in a single integrated chip, and one of the first few failure mechanisms that occurred in the first integrated chip is interconnect related failure [24]. As integration technology advances, the interconnect technology also advances with a continuous shrinking in dimension, but its reliability remains a key determining factor to the reliability of an integrated system [25].

For integrated electronic chip, interconnects are mainly metal, and Al, Cu and Tin alloy solder are the most commonly used metal for interconnects. The common failure mechanisms for these metals are electromigration (EM), stress induced voiding (SIV), corrosion, whisker formation, stress induced hillock, and time dependent dielectric breakdown (TDDB).
2.1.1 **Electromigration**

Electromigration (EM) is a phenomenon of mass transport in metal film when the film is stressed with high electrical current density (~$10^5$ A/cm$^2$). Due to the small cross-sectional area of the interconnections (or thin films) used in microelectronic devices, the current density at normal operating condition is extremely high and as a consequence the EM induced mass transport may occur through diffusion. This significant mass transport during EM renders accumulation of vacancies or atoms, creating voids or hillocks in the interconnection. The void formation in the interconnection results in open circuit or increased line resistance that can cause circuit functional (or parametric) failure. The hillock formation in the interconnection results in short circuit between adjacent interconnects. The EM induced mass transport is accelerated when the temperature of an interconnection is increased.

2.1.2 **Stress induced voiding**

Stress induced voiding (SIV) is also called stress migration (SM), and it is a phenomenon of metal voiding in conductor lines that are under tension in the absence of electrical current. Large amount of thermo-mechanical stress can be developed due to the thermal expansion mismatch between interconnect material and the surrounding materials. The voids can totally sever a conductor line to cause circuit failures.

Stress induced voids can be classified into two major categories, a wedge-shaped and a slit-shaped void. The wedge-shaped voids form at the edges of conductor lines and tend to peak in lines of 2-3 μm width. Slit-like voids are not easy to observe but nearly all the open-conductor failures are caused by them. Figure 2.1 below shows examples of stress...
induced voiding in ULSI interconnection with USG (undoped silicate glass) and CDO (carbon doped oxide) as inter-metal dielectric respectively.

\[\text{Figure 2.1: Stress induced voiding in ULSI interconnections with (a) USG and (b) CDO as inter-metal dielectric} \]

2.1.3 Corrosion

There are basically three different types of corrosion that can occur in metals, namely electrochemical corrosion, galvanic corrosion and gas corrosion [26, 27].

Electrochemical corrosion occurs due to the different oxidation potentials of the adjacent metal films and the presence of moisture. This difference in oxidation potential is the result of externally applied bias. If catalysts such as chlorides are present, the corrosion rate will be greatly increased, leading to corrosion through the formation of stable corrosion products, which may not contain chloride itself. An example of corrosion product is lead carbonate.

Chloride ions play a key role as a catalyst in many corrosion mechanisms occurring in the semiconductor, microelectronics and electronics industries. Only traces of chlorides are needed to promote and accelerate corrosion reaction.

In the absence of external bias, the dissimilar regions within an interconnect will also possess different oxidation potential. This dissimilar region could be the different metals,
or different amount of impurity in the metal. In this case, the anodic and cathodic processes are localized. The electron current will flow between the anode and cathode through the metal, and in the electrolyte the movement of cations is toward the cathodic region and the anions toward the anode. As a result, the anode will suffer metal loss (cations).

Even in the complete absence of moisture on metal surface, corrosion can still occur due to the presence of chemically active gases. An example is the exposure of Ag film to \( S_8 \) saturated vapors. For detail discussion of corrosion, readers are referred to [28].

### 2.1.4 Whisker formation

Whiskers formed on metal film surface can cause short circuit or increased leakage current. Tin whisker is commonly observed in electronic products. It was discovered in 1951 by Compton et al. [29], but was found to be mitigated with the addition of Pb in the solder in 1954 by Arnold et al. [30]. Figure 2.2 shows the whisker formation on the compressed SnPb eutectic layer as an example [31].

![Figure 2.2: Tin whisker growth at ambient temperature on the compressed SnPb eutectic layer](image)
However, the shrinkage of the size of solder today renders electromigration to occur in solder. This electromigration will activate the formation of tin whisker even in leaded solder as observed recently by Fan-Yi et al. [32].

Besides solders, Al interconnects can also form whisker mainly due to the results of electromigration [33]. Hinode et al. [34] found that Al whisker formation is preceded through the following steps:

a) non-uniform grain growth during annealing (formation of local low stress positions),

b) diffusion driven by stress gradients (along grain boundaries and lattices),

c) dislocation climb from Frank—Read source,

d) dislocation glide to extrude aluminum,

e) step formation on the film surface by breaking through the oxide layer, and re-arrangement of side surfaces to reduce the surface energy.

After their thorough studies of whiskers on Al, they concluded the following [34]:

a) Whiskers nucleated in a relatively narrow temperature range (230-300 °C) in the sample films, and this temperature range corresponds to the start of the plastic deformation of the overall film.

b) Whisker formation is caused by thermal stress that results from a thermal expansion mismatch between the film and the substrate.

c) Most whiskers were straight (though sometimes kinked at an angle of 120 °), rod-shaped and had plane side surfaces.

d) The whiskers were mostly single crystals with their bottom part within the film, and the bottom part was a larger grain than the surrounding grains.

e) Whiskers tend to grow 20 °—55 ° from the perpendicular direction. This may be related to the slip plane directions in the highly prefer-oriented (111) films.
f) Growth only occurs at the bottom of a whisker.

g) An oxidizing atmosphere suppresses nucleation of the whiskers.

h) A higher heating rate decreases the whisker number density and length.

i) Aluminum films contained many impurities, such as oxygen and nitrogen, can suppress grain growth, causing localization of stress relief, resulting in whisker formation.

Takatsuija et al. [35] also found that whisker generation is promoted as the exposure times in the temperature range of 230-300 °C becomes longer. Furthermore, most whiskers grow from (110)-oriented and (211)-oriented grains, and that no whiskers grow from (111)-oriented grains.

2.1.5 Hillock formation

Thermally induced Al hillocks cause manufacturing and reliability problems in integrated devices. These thermal hillocks interfere with the uniformity of subsequent spin-on materials such as photoresist, and can create pinholes in passivation on top metal line rendering the metal surface susceptible for corrosion or electrical breakdown. Thermal hillocks have both lateral and vertical dimensions on the order of 1 μm [36].

Iwamura et al. [37] found that whiskers are variants of hillocks. The formation of both hillocks and whiskers is observed at the same time during heating, and their sizes increase with increasing temperature. With further heating, the bottom of a whisker changes its form to a hillock.

In fact, it is found that interconnect materials can generally form either hillock and/or whisker after prolonged operation as a result of stress relaxation. They are highly
dependent on the microstructure of the thin film and the nature of the stress in the film. Figure 2.3 shows bimodal size distribution of conical hillocks formed on the electropositive surface of 16 μm thick pure Sn electrodeposit [38].

2.1.6 Time dependent dielectric breakdown (TDDB)

With continuous scaling and the introduction of low-k dielectrics in Cu interconnects, TDDB reliability has become important although it was not an issue for Al interconnects. This is because Cu ions can easily diffuse into dielectrics in the absence of barrier metal. The low-k materials, when integrated in Cu interconnects, have generally low breakdown strength of less than 3 MV/cm, high leakage current, poor barrier confinement. The effectiveness of the barrier metal to prevent Cu diffusion is studied through TDDB test.

2.2 Overview of Al and Cu based interconnects

The Al(Cu) alloy has been widely used as an interconnect material in the IC technology. However, it has high resistance-capacitance (RC) delay and is prone to EM
failure. As a result, Cu is receiving considerable attention as an alternative to Al(Cu) alloy in ULSI interconnects. Cu offers many intrinsic advantages over conventional Al(Cu) alloy, including lower electrical resistivity, and higher mechanical strength. Furthermore, Cu has lower atomic diffusivity than Al because of its higher melting temperature [39]. Table 2.1 compares some physical properties between Al and Cu [40]. The EM resistance for Al has been improved by the addition of alloying elements (0.5-2wt% of Cu [15]) but the resistivity of Al is also increased. As a result, Cu has replaced Al in most areas of interconnect. Its resistance is lower than that of Al and Joule heating is less for similar current densities resulting in lower increases in resistances [41].

Table 2.1: Bulk material properties of Al and Cu

<table>
<thead>
<tr>
<th>Property</th>
<th>Aluminum</th>
<th>Copper</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resistivity (ρ)</td>
<td>2.65 μΩ-cm</td>
<td>1.67 μΩ-cm</td>
</tr>
<tr>
<td>Temperature Coefficient of Resistivity (α)</td>
<td>4.5×10⁻³</td>
<td>4.3×10⁻³</td>
</tr>
<tr>
<td>Relative ΔT at Joule Heating</td>
<td>1.93 °C</td>
<td>1 °C</td>
</tr>
<tr>
<td>Effective Valance (Z* bulk)</td>
<td>6.5-16.4</td>
<td>3.7-4.3</td>
</tr>
<tr>
<td>Activation Energy (Lattice)</td>
<td>1.48 eV</td>
<td>2.19 eV</td>
</tr>
<tr>
<td>Self Diffusivity (at 100 °C)</td>
<td>2.1×10⁻²⁰ cm²/s</td>
<td>2.1×10⁻³⁰ cm²/s</td>
</tr>
<tr>
<td>Z*ρD (at 100 °C)</td>
<td>3.62-9.12×10⁻¹⁹ μΩ-cm³/s</td>
<td>1.3-1.5×10⁻²⁹ μΩ-cm³/s</td>
</tr>
<tr>
<td>Coefficient of Thermal Expansion (CTE)</td>
<td>2.35×10⁻⁵/K</td>
<td>1.7×10⁻⁵/K</td>
</tr>
<tr>
<td>Melting Point</td>
<td>660 °C</td>
<td>1083 °C</td>
</tr>
<tr>
<td>Thermal Conductivity</td>
<td>2.38 W/cm</td>
<td>3.98 W/cm</td>
</tr>
</tbody>
</table>

The fabrication processes are drastically different between Cu and Al interconnects due to their differences in chemical properties. As a result, the use of Cu interconnect, on the other hand, introduces several problems that did not exist in the Al (Cu) interconnects. First of all, Cu can diffuse very fast in both oxide and silicon. Furthermore, Cu can be easily oxidized at low temperature and does not form a self protective layer to stop further oxidation. Therefore, Cu lines and vias must be confined at all locations using some barrier material (e.g. Ta [42], Ti [43], etc). This barrier material (liner) also promotes the adhesion of Cu to Si or SiO₂. Besides this, a lack of volatile compounds at temperatures for reactive ion etching (RIE) is another challenge for Cu interconnects, which makes it difficult for Cu to be patterned using conventional subtractive plasma etching as
used in Al interconnects. The most practical technique for Cu patterning is the damascene process where Cu is deposited in trenches or vias etched in the dielectric layer. Excess Cu is then removed by Chemical Mechanical Polishing (CMP). After that, the Cu lines are capped with a dielectrics diffusion barrier (e.g. SiN).

The cross section schematic view for Al and Cu interconnects is shown in Figure 2.4. The Al interconnect has thick refractory metal layers (TiN, Al$_3$Ti), at the top and bottom of the lines serving as anti-reflection coatings (ARC) and seed layer for the via-fill process, respectively. Robust tungsten (W) filled vias are used to connect different levels of Al metallization as shown in Figure 2.4(a). The side walls and the bottom of the Cu line are encapsulated by the diffusion barrier layer (Ta) while the top surface is passivated by cap layer (SiN or Si$_3$N$_4$) as shown in Figure 2.4(b).

![Figure 2.4: (a) Al interconnects with W-filled vias and conducting shunt layers at the top and bottom of a line. (b) Dual-damascene Cu interconnects, with Cu-filled vias, thin barrier layer at the side and bottom of a line, and a dielectric cap layer at the top.](image)

The EM behaviors between Al and Cu interconnects are different due to different architecture schemes with different materials used in fabrication. Theoretically, Cu interconnects should display more superior EM performance than Al interconnects due to a much lower self diffusivity as shown in Table 2.1. Due to the presence of fast diffusion path at Cu/cap layer interface, the EM performance for Cu interconnects may be poorer than that of Al. For Al interconnect, a very thin oxide film (~60Å) is formed on the Al
surface which acts as an effective diffusion barrier and therefore the surface diffusion is eliminated. Grain boundaries have been identified as the dominant diffusion path for Al interconnects. For narrow Al interconnect with bamboo structures, its EM lifetime may be better than Cu interconnects due to the absence of grain boundary diffusion. In this case, the dominant diffusion pathway is the interface between the Al alloy and barrier layers.

For Cu interconnects, the fast diffusion along Cu/cap is believed to be caused by the defects generated during the Cu top surface CMP process [44]. These defects are trapped near the Cu/cap interface and provided a fast diffusion path for EM transport. In current Cu technology, the critical tensile stress for void nucleation has been estimated to be around 40 MPa [45], comparing to 500 MPa for Al technology.

### 2.3 Fundamentals of Electromigration

#### 2.3.1 History of Electromigration

In principle, EM should exist whenever there is a current flowing through a metal wire. In bulk wires, such as those used for home circuitry, the maximum current density is about $10^4$ A/cm$^2$ due to Joule heating [46]. Any current density even modestly exceeding this value will produce enough heat to melt the metal wire. In this case, the driving force (current density) is insufficient to induce EM process. The situation is different in the case of thin film interconnect used for connecting devices in integrated circuits. A thin film interconnect can carry a much higher current density ($10^7$ A/cm$^2$), which facilitates EM [47]. This is because the Si substrates on which interconnects are built are very good heat conductors. On the other hand, in a device having a very dense integration of circuits,
heat management is a serious issue. Typically, a device is cooled by a fan or other means in order to maintain the operation temperature around 100 °C.

Investigation of EM phenomenon can be traced back about a century ago with the first observation reported by Geradin (1861) in molten alloys of lead-tin and mercury-sodium. Systematic EM studies have been carried out since 1950s. The first reported work on EM was presented by Fiks in 1959 [8]. Followed that, Huntington and his coworkers at the Rensselaer Polytechnic contributed significantly to the EM failure process through their studies on current induced motion of surface scratches on bulk metals [9]. They found two opposing forces acting on thermally activated metal ions and they are called “direct force” and “electron wind force”, which are still under study today. The direct force is the force experienced by the activated positive metal ion in the opposite direction to the electron flow due to the application of electric field. On the other hand, electron wind force is the force experienced by metal ion in the direction of electron flow due to the momentum exchange between the moving electrons with the ions. Followed that, two milestones in the EM research history established by the formulation of Black’s equation by Black in 1969 [10] and the discovery of backflow stress by Blech in 1976 [48]. Since then various theoretical models and experiments have been developed to uncover the underlying EM physics.

2.3.2 Flux equations

Electromigration is a mass transport process which can be observed in metal conductors at high current densities. This mass transport is caused by the sum of different forces acting on a metal atom: the direct force due to the Coulomb interaction of the positive metal ions with the electric field and the electron wind force resulting from the
momentum transfer between the electrons and the metal ions. The resulting force \( f_e \) due to EM is conventionally expressed as [9]

\[
f_e = Z'e\rho j
\]  

(2.1)

where \( e \) is the electric charge and \( \rho \) is the resistivity of the metal. The product \( \rho j \) is the electric field in the metal line, and \( e\rho j \) has the dimension of force. The dimensionless number \( Z'e \) is known as the effective charge number. \( Z'e \) is a negative number because the electron wind force is in the direction of the electron flow which is opposite to the electric current density.

In this work, we assume EM is via a vacancy exchange mechanism, i.e. the flux of metal atoms is equal and opposite to the flux of vacancies. In fact, the atomic model and vacancy model will lead to mutually consistent predictions if one assumes 1) mass transport is through substitutional vacancy mechanism and 2) the vacancies are in thermal equilibrium with the stress [49].

The Nernst-Einstein’s equation related the electron wind force to the atomic flux \( J \), which is the number of atoms crossing a unit area per unit time.

\[
J_{EM} = \frac{DZ'e\rho j}{\Omega k_BT}
\]  

(2.2)

where \( D = D_0e^{-E_A/k_BT} \) is the diffusivity, \( E_A \) is activation energy and \( \Omega \) is the atomic volume of the metal. It is noted that \( D \) in Eq. (2.2) represents an effective diffusivity along the interconnect because the EM mass transport can occur through different diffusion mechanisms such as lattice diffusion, interface diffusion, grain boundary diffusion, etc.

Electromigration behavior has been investigated using edge displacement experiments which were first introduced by Blech [48, 50]. Short Al segments of different
lengths are deposited on a continuous line of a higher resistivity diffusion barrier material Ta/TiN as shown schematically in Figure 2.5. When current flows through the Al segment, atoms are depleted from the cathode and accumulated at the anode. Since the Al segment is constrained by the underlying diffusion barrier layer and the native oxide, this leads to the generation of backflow stress. When atoms accumulate at the anode, there is an increase in the number of lattice sites, leading to the generation of compressive stresses. Similarly, tensile stress is generated at the cathode end. As a result a stress gradient is developed along the segment opposite the electron wind force.

\[ J = J_{EM} - J_\sigma = \frac{DN}{k_b T} \left( eZ^* \rho j - \Omega \frac{\delta \sigma_b}{\delta x} \right) \]  

(2.4)

If the net atomic flux given in Eq. (2.4) is zero, there is no mass transport or the interconnect line is immortal. Under this condition, the Blech product can be derived as

\[ jL_c = \frac{\Omega \sigma_{crit}}{Ze \rho} \]  

(2.5)
where $L_c$ is the Blech length and $\sigma_{\text{crit}}$ is the critical stress the metallization can sustain before void nucleation. It is noted that $\sigma_{\text{crit}}$ is developed from backflow stress and it is elastic in nature [51]. Equation (2.5) reveals that with shorter lines or lower current densities, the EM induced mass transport can be suppressed entirely under the steady state. However, if the backflow stress is greater than the critical stress, extrusions or hillocks will form and EM will continue.

An important application of the Blech effect is that if all the conductors in a chip can be made shorter than the Blech length for a given current density, EM can be eliminated as a failure mechanism.

### 2.3.3 Black’s equation

In order to evaluate EM reliability under service condition, a means of scaling accelerated test results to much less severe operating conditions is required. In 1967, Black carried out series of EM experiments on Al-based metallization systematically [10]. He formulated a semi-empirical equation by relating the test temperature and current density to the median time to failure,

$$t_{50} = A j^{-n} e^{E_a / k_B T}$$

(2.6)

where $A$ is a constant, $j$ is the current density, $n$ is the current density exponent, $E_a$ is the activation energy of the failure process, $k_B$ is Boltzmann’s constant and $T$ is the absolute temperature. $n$ is between one and two, depending on whether the failure is growth limited or nucleation limited. Equation (2.6) is known as the Black’s equation and it is used widely in the EM study of VLSI interconnects.
2.4 Fundamentals of stress-induced voiding

The interconnect structure consists of several different materials including metal (W contacts, Al or Cu), dielectric (SiO₂ or low-k), diffusion barrier (Ta or Ru), and cap layer (SiN or CoWP) on top of thick Si substrate. The fabrication of the structures involves several thermal cycles from room temperature to 350~450 °C, resulting in a large amount of thermo-mechanical stress due to the thermal expansion mismatch between interconnect material and the surrounding materials. The magnitude of thermo-mechanical stress depends on the interconnect geometry (e.g. line widths, aspect ratio) as well as the surrounding materials (e.g. SiO₂ or low-k). Other than the thermo-mechanical stress, considerable grain growth (grain boundary elimination) induced stress is also known to be developed for Cu interconnects by electroplating [52].

The developed large thermo-mechanical stress can act as a driving force for stress relaxation and lead to stress induced void formation in interconnects in the form of open circuit or substantial resistance increase [17]. Besides, the initial stress-induced voids can further deteriorate the EM lifetime of the interconnects as observed experimentally [53]. Recent studies have shown that SIV become more severe with the incorporation of low-k dielectrics [54].

At high temperature, the stress relaxation rate is depending on the initial thermal stress gradient and mass transport. Rhee et al. reported that Cu interconnect behave elastically due to the rigid confinement by the surrounding materials through x-ray diffraction [55]. Therefore, the thermo-mechanical stress can be assumed to be hydrostatic in the SIV studies for Cu interconnects.
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SIV is tested through high-temperature storage (HTS) test. The interconnect is stress free at a temperature $T_0$, close to the final annealing temperature. Samples are kept in an oven at temperature $T$ below $T_0$. The thermal mismatch increases with decreasing interconnect temperature, resulting in higher thermo-mechanical stress. The atomic diffusivity is depending on temperature as $D = D_0e^{-E_d/k_B T}$. As interconnect temperature drops, the thermo-mechanical stress increases but the diffusivity decreases. Consequently, there is a critical temperature ($T_{\text{cr}}$) at which SIV lifetime is minimum. The median-time-to-failure (MTF) is fit to a semi-empirical relation [56]

$$MTF = \frac{C}{(T_0 - T)^N} e^{\frac{E_0}{k_B T}}$$

(2.7)

where $C$ and $N$ are fitting parameters. The failure time approaches infinity when the test is performed at stress free temperature (SFT) $T_0$ or at absolute zero.

2.5 Conclusion

In this chapter, we begin with an overview of interconnect reliability issues which cover corrosion, whisker formation, hillock formation and TTDB. This is followed by the comparisons between Cu and Al interconnects from the reliability perspective. As we limit our scope to EM and SIV for interconnect reliability modeling in this thesis work, the fundamentals of EM and SIV are reviewed in Section 2.3 and Section 2.4, respectively.

Even EM and SIV are categorized under different failure mechanisms for interconnect reliability studies, the fundamental physics behind EM and SIV are the same as both are due to the mass transport under diffusion, arising from different driving force
along different diffusion paths. The two are not to be confused as EM is tested under high temperature and high current while SIV is tested only through high temperature baking. The difference is the driving force can be different in the case of EM and SIV. The detailed studies of EM and SIV can be found in Chapter 4 and Chapter 5, respectively.
3. **FINITE ELEMENT ANALYSIS (FEA)**

3.1 Why choose FEA for reliability modeling

The nature of EM and SIV are caused by the diffusion of interconnect material under different driving forces due to severe mechanical and electrical loading, e.g. electron wind force, thermal gradient induced driving force, stress gradient induced driving force, etc. Therefore, it is important to understand how these driving forces and the coupling effect between different driving forces are affected by the test conditions, the interconnect geometry, the interconnect composition materials, etc. Besides, the actual interconnect are 3D in nature in their physical implementation so 3D modeling is essential for the reliability study of today’s interconnects.

It is often necessary to obtain the approximate numerical solutions for complex engineering problems, in which exact close-form solutions are difficult to obtain, e.g. the temperature distributions during cooling of integrated circuit chips, the current density distribution in multi-level interconnects, etc. Although it is possible to derive the governing equations and boundary conditions from first principles, it is difficult to obtain any form of analytical solution to such problem. This complexity arises due to the fact that the geometry, the boundary conditions, or the material compositions can be highly irregular or arbitrary. In these situations, numerical methods can be employed to obtain the approximate solutions. Different numerical methods have been developed to solve the differential equations in 3D coupled-field problems, e.g. finite element method, finite difference method, finite volume method, etc.
With finite difference method, the differential equation is written for each node, and the derivatives are replaced by difference equations. This approach results in a set of simultaneous linear equation. The accuracy can be improved by increasing the number of nodes. Although finite difference method is easy to understand and employ in simple problems, it becomes difficult to apply to problems with complex geometry or complex boundary conditions. Compared to the finite difference method, it is reported that finite element method can treat irregular geometry and offer improved accuracy and efficiency [57]. The finite volume method is a further refined version of the finite difference method and has become popular in computational fluid dynamics (CFD).

Finite element method is a numerical technique for finding approximate solutions of partial differential equations (FDE) as well as of integral equations. It has wide applications and enjoys extensive utilization in the structural, thermal and fluid analysis areas because of its diversity and flexibility as an analysis tool. Finite element method divided the solution region into many small elements and the characteristic of each element can be determined by the piece-wise approximations. This reduces the complex partial differential equations to either linear or nonlinear simultaneous equations. Through the finite element discretization, the continuum problem with infinite number of unknowns is simplified to one with a finite number of unknowns at specified points referred as nodes. Several approaches can be used to transform the physical formulation of the problem to its finite element discrete model. The commonly used approaches are Ritz method, Rayleigh method and weighted residual methods. For the detailed descriptions of these methods, one may refer to [58].
CHAPTER 3. FINITE ELEMENT ANALYSIS (FEA)

For interconnect reliability modeling, finite element method has been used extensively in both on chip interconnect and solder joint modeling [22, 59-63]. The commercial finite element software ANSYS® is employed throughout this research work.

3.2 Finite element formulations for thermal analysis

Heat analysis is very important in microelectronics devices as too much heat can accelerate electromigration, stress migration, or even lead to device melting. Heat transfer is the energy transfer process resulting from the temperature differences in devices. The simulated temperature distribution can be used to model the temperature dependent phenomena which in turn affect device reliability significantly, e.g. diffusion, thermo-mechanical stress, etc.

The three basic modes of heat transfer are conduction, convection and radiation. For heat conduction, the heat transfer rate per unit area based on Fourier’s law for one dimension is expressed as [58]

$$q_x = -k \frac{dT}{dx}$$  \hspace{1cm} (3.1)

where \(q_x\) is the heat flux along the x direction (pW/(\(\mu\)m)²), \(k\) is the thermal conductivity (pW/(\(\mu\)m-K)), and \(dT/\,dx\) is the temperature gradient (K/\(\mu\)m).

For heat transfer by convection, the flux heat flux equation is given by Newton’s law of cooling as [58]

$$q = h(T_w - T_a)$$  \hspace{1cm} (3.2)
where \((T_w - T_f)\) is the temperature difference between the wall and the fluid, \(h\) is the convection heat transfer coefficient (\(\text{pW}/(\mu\text{m})^2\cdot\text{K}\)).

A basic equation for heat transfer can be expressed as [58]

\[
-\left( \frac{\partial q_x}{\partial x} + \frac{\partial q_y}{\partial y} + \frac{\partial q_z}{\partial z} \right) + G = \rho c \frac{\partial T}{\partial t} \tag{3.3}
\]

where \(G\) is the heat generation per unit volume, \(\rho\) is the density and \(c\) is the specific heat. The first term in Eq. (3.3) stands for the heat transferred to the control volume (conduction, convection or radiation), the second term represents the internally generated heat (e.g. Joule heating), and the last term is heat stored in the control volume.

Consider the case where the heat transfer is through conduction, substitute Eq. (3.1) into Eq. (3.3) and assume an isotropic thermal conductivity [64], we have

\[
\frac{\partial^2 T}{\partial x^2} + \frac{\partial^2 T}{\partial y^2} + \frac{\partial^2 T}{\partial z^2} + \frac{G}{k} = \frac{1}{\alpha} \frac{\partial T}{\partial t} \tag{3.4}
\]

where \(\alpha = k / \rho c\) is the thermal diffusivity, which is important in the transient heat transfer analysis. In the analysis of steady state conduction with no heat generation, Eq. (3.4) can be simplified as

\[
\frac{\partial^2 T}{\partial x^2} + \frac{\partial^2 T}{\partial y^2} + \frac{\partial^2 T}{\partial z^2} = 0 \tag{3.5}
\]

The analysis becomes nonlinear if the material properties are dependent on temperature. There are two types of boundary conditions: Dirichlet condition and Neumann condition.

For Dirichlet condition, the temperature of the boundary is known:

\[
T = T_0 \text{ on } \Gamma_T \tag{3.6}
\]

For Neumann condition, heat flux is imposed on the boundary
In Eqs. (3.6) and (3.7), \( \Gamma \) is the boundary surface, \( n \) is the outward direction normal to the surface, and \( C \) is the given constant flux. It can be seen that convection heat transfer boundary condition falls into Neumann category.

### 3.3 Analysis procedures

ANSYS® is able to perform various types of analysis, ranging from a simple, linear, static analysis to a complex, nonlinear, transient dynamic analysis. A typical ANSYS® analysis comprises three steps:

a) Pre-processing: a finite element mesh is developed to divide the geometry into sub-domains for mathematical analysis, and applies material properties and boundary conditions.

b) Solution: the governing matrix equations are derived from the model and solved for the primary quantities.

c) Post-processing: the validity of the solution is checked, the values of the primary quantities (such as displacement and stresses) are examined, and additional quantities (such as specialized stresses and error indicators) are derived and examined.

#### 3.3.1 Pre-processing

In pre-processing, the analyst needs to develop an appropriate finite element mesh, assign suitable material properties, and apply boundary conditions in the form of restraints and loads. The finite element model comprises nodes and elements, which
describes the realistic model geometry. The nodes, which are point locations in space, are generally located at the element corners and sometimes at each middle point.

ANSYS element library contains more than 150 different element types. The element type determines the degree of freedom (DOF) set at each node, which implies the discipline of the analysis (structural, thermal, magnetic, electrical, etc). The element shape (1D, 2D or 3D) is also determined by element type. Each element type requires material properties. Linear material properties can be constant or temperature-dependent, and isotropic or orthotropic. Nonlinear material properties are usually tabular data, such as plasticity data (stress-strain curves for different hardening laws), creep data, etc. Different 1D, 2D, 3D element are summarized in Figure 3.1.

![Figure 3.1: Different 1D, 2D and 3D basic elements](image)

There are two methods to create the finite element model: solid modeling and direct generation. With solid modeling, the analyst describes the geometric boundaries of the model, establishes control over the size and desired shape of the elements, and then instructs the ANSYS program to generate all the nodes and elements automatically. In contrast, with the direct generation method, the analyst determines the location of every node and the size, shape, and connectivity of every element prior to defining these entities in the ANSYS model. The direct generation can become tedious for large models, contributing to the potential modeling errors. Solid modeling is usually more powerful
and versatile than direct generation, and is commonly the preferred method for model creation.

With solid modeling, once the geometric shape of the model is described, ANSYS® can mesh the geometry with nodes and elements automatically. The geometry can be meshed with an automatic free-meshing algorithm or a mapping algorithm. Free-meshing automatically subdivides meshing regions into elements, with the advantages of fast meshing, no restrictions in terms of element shapes, and adaptive capabilities. Compared with free mesh, a mapped mesh is restricted in terms of element shape and the pattern of the mesh. With mapped mesh, the geometry can be meshed with accurate and efficient solid linear 3D element, improving solution accuracies. The smaller the element size or the higher the element order, the better the mesh will represent the real geometry. Figure 3.2 shows the finite element model for Cu interconnects by mapped mesh. Only Cu and diffusion barrier layer Ta are shown in the figure.

![Figure 3.2: Finite element model for Cu interconnect by mapped mesh with surrounding materials removed.](image)

Boundary conditions include restraints as well as other externally and internally applied loads. Examples of restraints are declaring a nodal translation or temperature.
Examples of loads in interconnect modeling are convections, voltage, electrical current, and heat flux. They can be applied either on the solid model (keypoints, lines, and areas) or the finite element model (nodes and elements). The applied boundary conditions are based on the discipline of the analysis and the boundary conditions for the typical analysis used this thesis work is summarized in Table 3.1.

<table>
<thead>
<tr>
<th>Analysis type</th>
<th>Restraints</th>
<th>Loads</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electrical-thermal</td>
<td>Temperature, Voltage</td>
<td>Heat flux, Heat generation rate, Radiation</td>
</tr>
<tr>
<td>Thermal-mechanical</td>
<td>Displacement</td>
<td>Pressure, Temperature</td>
</tr>
</tbody>
</table>

3.3.2 Solution

During the solution phase of an analysis, the governing equations for each element are calculated, assembled into matrix form and then solved numerically by the computer. The assembly process depends not only on the type of analysis (e.g. static or dynamic), but also on the model's element types and properties, material properties and boundary conditions. The individual element equations are assembled into the system equations, which describes the behavior of the body as a whole. They generally take the form:

\[
[K]\{U\} = \{F\} \quad (3.8)
\]

\[
[K]\{T\} = \{f\} \quad (3.9)
\]

Equations (3.8) and (3.9) are the matrix equation for structural analysis (thermo-mechanical analysis) and thermal analysis (electrical-thermal) analysis. In structural analysis, \([K]\) is a square matrix known as the stiffness matrix, \(\{U\}\) is the vector of unknown nodal displacement, and \(\{F\}\) is the vector of the applied nodal forces. In thermal analysis, \([K]\) is the thermal stiffness matrix, \(\{T\}\) is the vector of unknown temperatures and \(\{f\}\) is the thermal load. Before the equation can be inverted and solved
for \{U\} or \{T\}, boundary conditions must be applied. In structural analysis, the body must be restrained from rigid body motion. For thermal problems, the temperature must be defined at one or more nodes.

ANSYS provides different solvers in an analysis such as Sparse-Direct-Solver, PCG solver, JCG solver, etc. Each solver is optimized for different applications. For details, one can refer to the ANSYS documentation [65].

3.3.3 Post-processing

The results of the analysis can be investigated in post-processing phase. Post-processing begins with a thorough check for problems that may have occurred during solution. Once the solution is verified to be free of numerical problems, the quantities of interest may be examined. For example, the displacement of a solid linear brick element's node is a 3-component spatial vector, and the model's overall displacement is often displayed by superposing the deformed shape over the undeformed shape. Stresses, being tensor quantities, currently lack a good single visualization technique, and thus derived stress quantities (von Mises stress, hydrostatic stress, etc) are extracted and displayed.

3.4 Application of FEA in interconnect modeling

3.4.1 Thermo-mechanical stress

Since process temperature can go up to 400 °C during annealing and the deposition of dielectrics, the thermal stress in the metal lines can reach a level of hundreds of MPa.
High tensile stress can cause void formation. Thermo-mechanical stress can be characterized by either beam bending technique or X-ray diffraction (XRD) [66, 67]. Beam bending technique can be used to determine the average stress of a thin layer deposited on a rigid substrate using modified Stoney's equation, while XRD gives the principle stresses in selected grains of the crystal films. However, neither of the methods can determine the local stress distribution and the stress in patterned dielectric materials. Finite element analysis can reveal the local stress not only in the metal lines, but also in patterned dielectric and other materials, providing useful insights into the stress-related reliability issues in Cu metallization [55, 68-70].

The stress simulation is through coupled field thermo-mechanical analysis. Hydrostatic stress distribution for Cu/low-k interconnects is shown in Figure 3.3. Von mises stress distribution is shown in Figure 3.4. The boundary conditions will be described in details in Chapter 5.

Figure 3.3: Hydrostatic stress distribution. Test temperature is at 300 °C and stress free temperature is at 350 °C. Unit: MPa.
3.4.2 Current crowding

The current density is not uniform in via structure in interconnects. It is shown that current is crowded at the inner corner of a bend conductor. Current crowding phenomenon also appears in solder bumps. For Cu interconnects, current crowding occurs at the inner corner of via bottom. For flip chip solder bump, the current crowding region is near the intersection of the chip interconnect and the solder bump where the current density changes abruptly in the solder bump [71]. In a current crowded zone, not only the current density is non-uniform in the interconnects, the temperature distribution is also non-uniform since the current and temperature are coupled to each other in an electrical conductor [72]. The local temperature can be higher than the test temperature due to Joule heating effect. The non-uniform temperature distribution in turn produces non-uniform thermo-mechanical stress distribution in the current crowding region. To obtain quantitative understanding of the magnitudes and distributions of electrical current densities around current crowding region, FEA is employed extensively [71, 72].

Coupled field electrical-thermal analysis is used to simulate the current density distribution. Temperature distribution and its gradients can also be obtained. Current
density distribution and temperature gradient distributions for Cu/low-k interconnects are shown in Figure 3.5 and Figure 3.6, respectively. Figure 3.7 shows the current density distribution for flip chip solder bump. The boundary conditions will be described in details in Chapter 4.

Figure 3.5: Current density distribution in Cu/low-k interconnects. Unit: pA/μm².

Figure 3.6: Temperature gradient distribution in Cu/low-k interconnects. Unit: K/μm.
3.5 Effect of element shape and meshing density on solution accuracy

Elements are organized into groups of similar characteristics. According to element names, elements are grouped as PLANE, SOLID, SHELL, etc. The basic element shapes have been summarized in Figure 3.1. According to element order, they can be divided as linear and quadratic. Element order refers to the interpolation of an element’s nodal results to the interior of the element. Linear elements do not have mid-side nodes. In general the strain can only vary linearly from one node to another. Quadratic elements have mid-side nodes. The shape function for strains is in 2nd order and is more accurate for a given numbers of nodes in the model. It is stated in the ANSYS® manual that, for linear elements (no mid-side nodes), it is not recommended to use the tetrahedral forms of 3D linear elements in thermo-mechanical simulations [65]. To achieve better accuracy and efficiency, hexahedral elements are preferred for 3D meshes. However, one disadvantage of using hexahedral elements is that only regularly shaped rectangular type volume can be meshed into hexahedral elements. While for tetrahedral mesh, it can be
used to mesh any volume. There is no general rule to decide which element shape should be preferred for a particular simulation. To gain a better understanding between the finite element model and solution accuracy, a group of simulations using different element shapes are performed so that the effect of element shapes on the simulation accuracy can be compared. The simulation results can provide a general guideline for our finite element simulations.

A simple Cu line via structure is chosen for illustration. Three finite element models with different meshes have been chosen to be compared with a benchmark finite element model. For the benchmark model, linear hexahedral elements are employed at an extremely high mesh density so the simulation results from this benchmark model are assumed to be ideal. The other three finite element models are meshed with linear hexahedral elements, linear tetrahedral elements, and quadratic tetrahedral elements at the same meshing density. Therefore, the effect of meshing density on the simulation results accuracy can be excluded. As the simulation is divided to coupled field electrical-thermal and coupled field thermal-mechanical analysis, the element types chosen for the simulations are summarized in Table 3.2. It is noted that other element types may also be used in Table 3.2 as long as the element shape and order are the same. For example, solid92 can also be used to replace solid98 for thermo-mechanical analysis. The simulation results will remain the same. The four finite element models are shown in Figure 3.8. Therefore, the variations in the simulation results will be attributed to the element shape and element order.

| Table 3.2: Selected element types for various element shapes and simulation physics. |
|-----------------|-----------------|-----------------|-----------------|
|                 | Linear Hexahedron | Linear Tetrahedron | Quadratic Tetrahedron |
| Electrical-thermal | Solid69          | Solid69          | Solid98          |
| Thermo-mechanical   | Solid45          | Solid45          | Solid98          |
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Simulation results are summarized in Table 3.3. By comparing the simulation results from the benchmark model to other models, the results of linear tetrahedron model deviate most from the results of benchmark model. From the hydrostatic stress results in Table 3.3, it can be seen that the results from linear hexahedron model is the most close to the benchmark model. The results from quadratic tetrahedron model are slightly further apart. This suggest that, at the same mesh density, the simulation accuracy in descending order can be linear hexahedron mesh, quadratic tetrahedron mesh, linear tetrahedron mesh. Therefore, linear tetrahedron elements are not recommended for thermo-mechanical analysis due to their high stiff matrix in Eq. (3.8) [73]. Quadratic tetrahedral elements can be used if hexahedral mesh is difficult.
Table 3.3: Simulation results for Cu line via structures with different meshes

<table>
<thead>
<tr>
<th>Mesh Type</th>
<th>Thermal gradient (K/°C)</th>
<th>Hydrostatic stress (MPa)</th>
<th>Stress gradient (MPa/μm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benchmark</td>
<td>0.117×10⁻³~0.16714</td>
<td>85.728~126.323</td>
<td>0.726768~2201</td>
</tr>
<tr>
<td>Linear Hexahedron</td>
<td>0.167×10⁻³~0.158901</td>
<td>85.891~122.476</td>
<td>1.054~1870</td>
</tr>
<tr>
<td>Linear Tetrahedron</td>
<td>0.785×10⁻⁴~0.213673</td>
<td>79.321~186.265</td>
<td>3.153~10429</td>
</tr>
<tr>
<td>Quadratic Tetrahedron</td>
<td>0.113×10⁻³~0.163453</td>
<td>85.921~139.139</td>
<td>2.584~2848</td>
</tr>
</tbody>
</table>

3.6 Effect of substrate thickness

In the electrical-thermal analysis of interconnects, the actual substrate is 300 μm in thickness and the dimension of interconnect has been scaled down into submicron regime. In order to obtain realistic simulation results, the full substrate thickness has to be modeled in the finite element analysis, resulting in a very large finite element model and long simulation time. In fact, the substrate thickness has a strong effect on the simulation results as the heat transfer through substrate is the dominant thermal path [74]. The overall thermal resistance is found to be linearly proportional to the substrate thickness and the convection can be ignored due to the small dimension of the interconnects [75].

Based on the fact that overall thermal resistance is linearly proportional to substrate thickness and substrate is the dominant thermal path for Joule heat dissipation, the finite element model can be adjusted to reduce the finite element model size without compromise on the simulation accuracy.

A thin Si substrate is used in the modeling (e.g. 0.2 μm) and the thermal conductivity for Si substrate is downscaled in proportion to the substrate thickness down scaling. Two groups of electrical-thermal simulations were performed to verify the above proposals. One group is using the true Si substrate, from 0.2 to 20 μm. The other group is using a fixed Si substrate thickness at 0.2 μm. The thermal conductivity is downscaled
accordingly as if the substrate thickness has been increased. For example, the thermal conductivity of Si is downscaled 100 times to simulate a substrate thickness of 20 μm for a 0.2 μm substrate thickness in the finite element model. The simulation results are summarized in Figure 3.9. It can be seen that the simulated temperature through thermal conductivity downscaling (dotted curve) overlaps with the one with varying substrate thickness (solid curve) very well. Therefore, this method helps to reduce the finite element size without compromising the simulation accuracy. It can also be used in other microelectronic structure where the substrate thickness is much larger than the device under interest.

![Figure 3.9: Temperature increment by Joule heating](image)

### 3.7 Conclusion

In this chapter, a detailed description of the finite element analysis including the basic FEA concept, FEA formulation, analysis procedures is presented. The application of FEA in interconnect modeling is illustrated with examples. The issues of element shape, meshing density and substrate thickness in the finite element modeling for interconnects
are elaborated. The applications of FEA in EM and SIV modeling are detailed in the following two chapters.
4. ELECTROMIGRATION

4.1 Introduction

The most fundamental aspect of EM is diffusion which can occur through several different diffusion paths. The effect of surrounding materials and interconnect geometry on EM is taken into account through the modification of atomic diffusivity. This is called diffusion path approach in EM studies [15, 76]. With the continuous scaling of the interconnect dimensions, besides electron wind force, other driving forces are becoming important and each driving force needs to be considered individually in the EM modeling. This is so called driving force approach [21, 22, 59, 72]. The detailed descriptions of the two approaches and their comparisons will be shown in Section 4.2. The methodology developed for finite element modeling of EM by the driving force approach is detailed in Section 4.3.

There are several factors that can significantly affect EM reliability. The interconnect geometry and interconnect materials are the most crucial ones. For the interconnect geometry, EM reliability has been investigated for different geometries for EM test structures, e.g. reservoir effect [77, 78], gouging via [69], line width scaling [79], multiple via [16], width transitional structures [80], barrier layer scaling [81], etc. Also EM performance deteriorates with the implementation of low-k inter-level dielectrics (ILD), attributed by the poor confinement by the low-k ILD as well as the poor passivation effect for low-k materials [82-84]. The reservoir effect in EM including the experiment, the numerical analysis of lifetime enhancement factor will be described in Section 4.5.1.
Section 4.5.2 focuses on the effect of width transitional structures on EM. The Blech effect is compared between SiO₂ and low-k ILD interconnects by FEA with inelastic behavior of Cu considered in Section 4.5.3.

The EM test is usually performed with test temperature from 200 to 350 °C and current density of several mega-amp/cm². As the actual interconnect temperature plays an important role in the time to failure through Black’s equation (Eq. (2.6)), accurate measurement of the interconnect temperature, including the Joule heating effect, is important in EM test [85]. In Section 4.6, we show how the variations of the interconnect temperature affects the experimentally determined activation energy $E_A$ and current density exponent $n$.

### 4.2 Diffusion path and driving force approach in Electromigration

#### 4.2.1 Diffusion path approach

In diffusion path approach, electron wind force (EWF) is considered as the only source of driving force for EM mass transport. All the other driving forces are accounted for by the modifications of atomic diffusivities in various diffusion paths. The total mass transport is the sum of the separate quantities of mass moving through the lattice, the grain boundaries, surfaces, and the interfaces. All the potential diffusion paths are shown schematically in Figure 4.1. The typical activation energy for different diffusion paths are listed in Table 4.1 [86].
Figure 4.1: Different diffusion paths: 1, bulk; 2, grain boundary; 3, grain/bulk; 4, defect; 5, surface.

Table 4.1: Activation energy for different diffusion paths [86]

<table>
<thead>
<tr>
<th>Metallization</th>
<th>Activation energy (eV) for different diffusion paths</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bulk</td>
</tr>
<tr>
<td>Al</td>
<td>1.4</td>
</tr>
<tr>
<td>Al/Cu (alloy)</td>
<td>1.2</td>
</tr>
<tr>
<td>Cu</td>
<td>2.1</td>
</tr>
</tbody>
</table>

As shown in Table 4.1, the surface diffusion in Al and its alloys is unavailable since it is blocked by its native oxide. Hence Al and its alloys show grain boundary dominated EM failure. For Al interconnect, when the line width is less than the grain size, the microstructure of the Al line becomes bamboo and no grain boundaries are available for long range mass transport. So the primary diffusion path is eliminated due to microstructure evolutions and the dominant diffusion path migrates to the interface. Hence the mean time to failure (MTTF) is improved greatly [87].

Taking into account all the possible diffusion paths, the EM drift velocity can be obtained as

\[
v_d = \frac{DZ^*}{k_BT} \rho j
\]

(4.1)

where effective \(DZ^*\) can be written as

\[
DZ^* = D_bZ_b'f_b + D_dZ_d'f_d + D_iZ_i'f_i + D_sZ_s'f_s + D_{gb}Z_{gb}'f_{gb}
\]

(4.2)
The subscripts in Eq. (4.2) denote various diffusion paths as follows: b: bulk, d: dislocation, i: interface, s: surface, gb: grain boundary with $f$ as the fraction of atoms diffusing through a given pathway. Beside the diffusivity, the effective valence number is also different along different diffusion path as the electron wind force varies according to the local environment surrounding an atom [88]. In the typical EM process, the contribution from ‘bulk’ is significantly small compared with others. Thus in the interconnect EM reliability assessment, dislocation, interface, surface and grain boundary paths are of paramount importance.

Although the bulk activation energy of Cu interconnect is much larger than that of Al interconnect, their interface activation energy are almost the same, due to the non-protective Cu surface. Hence, the EM failure in Cu interconnects is interface dominated. The interfaces at the side walls and the bottom (Cu/Ta) or the top of lines (Cu/SiN) are the fast diffusion path as shown in Figure 4.2. Hence, the interface quality is critical to the EM reliability for Cu interconnects.

![Figure 4.2: TEM cross sectional image of Cu damascene interconnect [89].](image)
4.2.2 Driving force approach

As line width becomes narrow, the effects of the surrounding materials on EM can no longer be accounted for by the modification of the atomic diffusivity alone as was described in the above-mentioned diffusion path approach. In fact, the effects are so strong that they can counteract the electron wind force, and thus constitutes different types of driving forces during EM in interconnects. Three important driving forces are considered in this work: electron wind force (EWF), temperature gradient induced driving force (TGIDF), and thermo-mechanical stress gradient induced driving force (SGIDF).

The importance of driving force approach is illustrated through the Al based line via structure studies in the work by Tan et al. [21]. From their work, it is shown that, with the continuous line width scaling, the void nucleation site will migrate from the inner corner of via to the outer corner of the line-via interface for Al based metallization and this conclusion is further confirmed by their experimental results.

Atomic mass transport cannot induce failure unless there is a non-zero atomic flux divergence (AFD). Thus for a given section of interconnect, if $\nabla J=0$, the material entering into and flowing out from the section is the same. On the other hand, $\nabla J \neq 0$, mass accumulation (i.e. when $\nabla J<0$) or depletion (i.e. when $\nabla J>0$) occurs and this results in EM failure in the form of hillocks and voids.

In the presence of the inhomogeneity of the microstructure/texture, the atom diffusivity is altered along a diffusion path, and AFD is produced. Besides, there are many other causes for AFD to occur in interconnects. One was reported to be the non-uniform grain structure and their orientations [12]. A typical example is the void forms at the triple point of grain boundary [90]. Another cause of AFD is the local grain size
variation as shown schematically in Figure 4.3. Significant mass accumulation can occur at the grain boundary from small to large grains, whereas a corresponding mass depletion proceeds at the boundary from large to small grains. Besides the microstructure induced AFD, the structural changes in the direction of flux can also cause AFD. Such structure induced AFD are typically observed at the end of conductors where perfect blocking boundaries exists, inner corner of via where current crowding is located [72], etc.

![Figure 4.3: AFD due to grain size variation.](image)

**4.2.3 EM lifetime estimation by driving force approach**

In driving force approach, the diffusion time of metal atoms in interconnects is indirectly coupled with the interacting fields such as current, temperature, stress, etc. This approach is mainly manifested by Tan *et al.* [20-22, 40, 72] after the basic formulation by Dalleau *et al.* [91]. Recently, Tan *et al.* [22] proposed new AFD formulations by overcoming the weakness of preexisting ones and this will be detailed in Section 4.3.

A simple relation between EM lifetime and AFD can be derived as follows. AFD formulations by EWF, TGIDF, and SGIDF are expressed in Eqs. (4.3)-(4.5) [91]
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\[ \text{div}(J_A) = \left( \frac{E_A}{k_a T^2} - \frac{1}{T} + \frac{\rho_h}{\rho} \right) J_A \nabla T \]

\[ (4.3) \quad \text{div}(J_{th}) = \left( \frac{E_{th}}{k_a T^2} - \frac{3}{T} + \frac{\rho_h}{\rho} \right) J_{th} \nabla T + \frac{NQ_D_{th}}{3k_B T^3} j^2 \rho^2 e^2 \exp \left( -\frac{E_A}{k_a T} \right) \]

\[ (4.4) \]

\[ \text{div}(J_s) = \left( \frac{E_s}{k_a T^2} - \frac{1}{T} \right) J_s \nabla T + \frac{2E_A NQ_D_{th}}{3(1-v)k_B T^3} \exp \left( -\frac{E_A}{k_a T} \left( \frac{1}{T} - \frac{\rho_h}{\rho} \right) \right) \nabla^2 T \]

\[ + \frac{2E_A NQ_D_{th}}{3(1-v)k_B T^3} j^2 \rho^2 e^2 \]

\[ (4.5) \]

where \( J_A, J_{th}, \) and \( J_s \) are referring to the atomic flux by the respective driving forces as shown in Eqs. (4.21)-(4.23). It is noteworthy that \( AFD \) and \( N \) in the above equations are referring to the instantaneous values. The physical time factor for the EM process is coupled to the driving forces by means of additional equations as shown below. By adding Eqs. (4.3)-(4.5), the total AFD can be expressed as,

\[ AFD_{\text{total}} = N \cdot F(j, T, \sigma_{ff}, E...) \]

\[ (4.6) \]

Equation (4.6) shows that instantaneous total AFD is linearly proportional to instantaneous local atomic concentration \( N \) in the space domain. Besides that, the instantaneous AFD is also related to the instantaneous atom concentration in time domain. \( F \) in Eq. (4.6) is a function of various physical parameters in Eqs. (4.3)-(4.5). With the material balance equation

\[ AFD_{\text{total}} + \frac{\delta N}{\delta t} - \frac{\delta C}{\delta t} = 0 \]

\[ (4.7) \]

where \( N \) and \( C \) are the atom concentration and vacancy concentration, respectively. The vacancy contribution is at least five orders smaller than atomic contributions, thus it can be ignored [14]. Combining Eqs. (4.6) and (4.7),

\[ N \cdot F + \frac{\delta N}{\delta t} = 0 \]

\[ (4.8) \]

The theoretical solution for Eq. (4.8) is

\[ N = N_0 e^{-F t} \]

\[ (4.9) \]
$N_0$ is the initial atomic concentration. In order to eliminate $F$ in Eq. (4.9), Eq. (4.9) is rewritten as

$$F = \frac{1}{t} \ln \frac{N_0}{N}$$  \hspace{1cm} (4.10)

Substitute Eq. (4.10) into Eq. (4.6) and rearrange,

$$\left( \frac{N}{N_0} \right)^N = e^{-AFD \cdot t}$$  \hspace{1cm} (4.11)

Equation (4.11) is a closed form equation depicting the relationship between the instantaneous atom concentration, instantaneous total AFD and time. From Eq. (4.11), it is revealed that local atom concentration is related to the product of the total AFD and time. Eq. (4.11) can be rearranged as

$$t = \frac{N}{AFD} \ln \frac{N_0}{N}$$  \hspace{1cm} (4.12)

Eq. (4.12) shows that EM lifetime is inversely proportional to the AFD value. Hence it is highly desirable to reduce the AFD in interconnects as to improve the EM lifetime.

In practical implementation, the void is assumed to nucleate at the maximum AFD site in the static EM simulation. Through this way, the weakest point prone to EM failure in the test structure can be located through FEM simulations [21, 72].

Following static simulation, dynamic simulation is needed if one wants to estimate the EM lifetime. In dynamic simulation, the elements corresponding to the maximum AFD values are physically deleted to simulate the growth of a void. The static equilibrium condition is maintained during the element removing process [92]. The element is considered to be empty (void) when the atom concentration is reduced to 10% of the initial atom concentration by mass transport [91]. From Eq. (4.12) the time needed to delete a particular volume can be written as
The elements can be deleted one after another during the void growing process and the time needed for each element deletion can be calculated by Eq. (4.13). This element deletion process stops if the line resistance increases by 10% and the total EM lifetime can be calculated. For details on the dynamic simulation, one can refer to the work by Tan et al. [22].

4.2.4 \textbf{EM lifetime estimation by diffusion path approach}

In diffusion path approach, Alam et al. [93] also proposed a systematic way to evaluate the EM lifetime. The effective diffusivity $DZ^*$ for Cu and Al lines can be shown in Eqs. (4.14) and (4.15) by assuming all other diffusion paths have negligible contributions.

$$Z^* D = Z^*_S D_S \delta_S \left( \frac{2}{h} \right) + Z^*_{GB} D_{GB} \delta_{GB} \left( 1 - \frac{d}{w} \right)$$ (4.14)

$$Z^* D = Z^*_S D_S \delta_S \frac{1}{h}$$ (4.15)

where $D$ is the diffusivity with an Arrhenius dependence on temperature, $Z^*$ is the effective valance number, $\delta$ is the diffusion interface width, and $d$, $h$, and $w$, are the grain size, line thickness, and line width, respectively. Subscript S denotes the Al/refractory metal liner interfaces and the Cu/cap interface for Al and Cu interconnect systems, respectively. Here, we have assumed a polycrystalline Al line with dominant diffusion path at grain boundary and interfaces. For Cu, bamboo structure is adopted with dominant diffusion path at Cu/cap interface.
Typically there are two types of EM failure: nucleation limited failure and growth limited failure. Nucleation limited failure will be most common in processes that do not contain a redundant shunt layer. Line is considered to have failed if the buildup of stress (EM-induced stress or backflow stress) reaches a critical level (critical stress). A critical tensile stress leads to void formation or a critical compressive stress causes dielectrics cracking. This critical stress has been formulated by Hou et al. [94]. When the void forms, a tremendous release of strain energy occurs which promotes very rapid void growth. In the absence of the shunt layer, an open circuit developed almost immediately. In this case, the time to failure will depend on the square of the inverse of current density \( j^{-2} \) in Black’s equation [95, 96].

On the other hand, for growth limited failure, the failure depends on reaching a critical void size. The initial rapid growth of the void will not produce an open circuit due to the presence of the shunt layer. The void nucleation time is assumed to be negligible so most of the time is spent growing a critical void at the cathode end of the line. The time to failure will depend on the inverse of the current density \( j^{-1} \).

For nucleation limited EM failure, the time to void nucleation can be expressed in closed form using the critical stress \( \sigma_{\text{crit}} \) [97],

\[
 t_{\text{nucleation}} = \left( \frac{\sigma_{\text{crit}}}{\rho eZ^2 D j} \sqrt{\frac{\frac{\pi k_B T \Omega D}{4B}}{4B}} \right)^2 \tag{4.16}
\]

where \( \Omega \) is the atomic volume, \( \rho \) is the resistivity of the metal, and \( B \) is the effective bulk modulus of the surrounding materials.

For growth limited EM failure, the lifetime is the time needed to transport enough material to form a critical void. The lifetime can be formulated as [98]
$t_{\text{growth}} = \frac{V_{\text{crit}}}{J \cdot W \cdot h}$  \hspace{1cm} (4.17)

where $V_{\text{crit}}$ is the critical void volume leading to EM failure, $J$ is the net atomic flux as defined in Eq. (2.4). It should be take note here that $J$ is the atomic flux in the electron wind force direction so it is only referring to the atomic flux contributed by electron wind force. Back flow stress can also be included in the calculation for short lines.

In reality, the test samples seldom follow exactly the nucleation limited or growth limited failure mechanism as described above. $n$ is usually found to be between 1 and 2 in Black’s equation. Clement attribute this by a “serial” model which describes nucleation followed by void growth. Park et al. [99] also proved that current density exponent changes from 1 to 2 when scaling from accelerated test conditions to field conditions due to a change in the failure mechanism.

4.2.5 Comparisons between the two approaches

Both driving force and diffusion path approaches have been implemented successfully in studying EM physics. The two approaches are not contradicting with each other, instead, they are complementary. In diffusion path approach, the diffusion along a particular diffusion path can be accelerated by other driving forces besides the electron wind force. Therefore, the atoms may not necessarily move along the electron wind force direction. Future studies should consider both the driving force and diffusion path in studying the EM physics.

Compared with diffusion path approach, there are still two main problems associated with the driving force approach as follows:

1. Lack of justifications for the AFD equations by TGIDF and SGIDF.
2. SGIDF considered in driving force approach may confuse with the SIV.

For point 1, the AFD formulations in Eqs. (4.4) and (4.5) for TGIDF and SGIDF are dominated by the current density distributions. For the electric current, its distribution is mainly determined by local resistivity. The current tends to flow in a low resistivity path. For temperature gradient, its distribution is mainly determined by the thermal conductivity. While for the thermo-mechanical stress gradient, the stress will be determined by the difference of thermal expansion coefficient (CTE) between the metallic material and surrounding materials. Therefore, Eqs. (4.4) and (4.5) needs to be re-examined to reflect the true driving force for EM failure. The AFD formulations by different driving forces are re-examined in Section 4.3.

For point 2, the SGIDF considered may bring the confusion with SIV as both are due to the high thermo-mechanical stress gradients in interconnects. In fact, the two are not confusing with each other as SGIDF is within the context of EM testing while SIV is a failure mechanism during high temperature storage test. Besides the EWF, SGIDF is also a dominant driving forces for void nucleation [20, 100] and possible void growth [22] in EM failure. For SIV, the failure is solely attributed to the thermo-mechanical stress. In conclusion, SGIDF and SIV are different failure phenomenon because they are studied under different test conditions using different test structures.

4.3 Improvement in the accuracy of finite element modeling of EM

Traditional EM models are based on the solutions of diffusion equations, and the electron wind force is proposed to be the sole driving force. The atomic diffusivity of
metal atoms are altered through either interconnect material microstructure or texture inhomogeneity, resulting in Atomic Flux Divergence (AFD) and hence the formation of voids and hillocks, rendering EM failure. The effect of the surrounding ILD and the structure geometry on EM is also taken into account through the modification of the atomic diffusivity. Such an approach to EM is called the diffusion path approach.

As interconnect line width shrinks to sub-micron level, the diffusion path approach is no longer valid as other driving forces become dominant, and this prompted the development of the driving force approach for the EM study by Rzepka et al.[59] in 1999. Dalleau et al. [91] provided a pioneer work to combine all the driving forces in their EM model using finite element method (FEM) in 2001, and the driving forces considered are the electron-wind force (EWF), the temperature gradient induced driving force (TGIDF) and the thermo-mechanical stress gradient induced driving force (SGIDF).

Tan et al. [20] also showed that the thermo-mechanical stress is the dominant driving force for Cu narrow interconnects failure. Recently, Li et al. [100] proved that the thermo-mechanical stress is the critical factor for vacancy nucleation at the interface of the barrier layer and the grain boundary using the combined Monte Carlo simulation and FEM approach.

However, as interconnects continue to scale down, we found that the conventional driving force formulation is no longer accurate in predicting void nucleation site as will be shown in this work. This inaccuracy arises from the fact that as line becomes extremely narrow, the assumptions made in the derivations for the conventional driving force formulation are no longer valid as will be detailed in the next section.
In view of the problems stated above, a modified driving force formulation is proposed. Finite element software ANSYS® is employed to construct the FE model for copper dual damascene (DD) structures. The validity of the model is verified through the study of the reservoir effect in EM.

### 4.3.1 Theoretical considerations

#### 4.3.1.1 Problems with conventional driving force formulation

In the conventional driving force formulation, the following equations are used [20, 91]

\[
\nabla \cdot (J_A) = \left( \frac{E_A}{k_BT^2} - \frac{1}{T} + \alpha \frac{\rho_0}{\rho} \right) J_A \nabla T
\]

\[(4.18)\]

\[
\nabla \cdot (J_{th}) = \left( \frac{E_A}{k_BT^2} - \frac{3}{T} + \alpha \frac{\rho_0}{\rho} \right) J_{th} \nabla T + \frac{NQ'D_0}{3k_BT^3} j^2 \rho^2 \varepsilon^2 \exp \left( -\frac{E_A}{k_BT} \right)
\]

\[(4.19)\]

\[
\nabla \cdot (J_s) = \left( \frac{E_A}{k_BT^2} - \frac{1}{T} \right) J_s \nabla T + \frac{2E_A NQ'D_0}{3(1-v)k_BT^3} \exp \left( -\frac{E_A}{k_BT} \right) \left( \frac{1}{T} - \alpha \frac{\rho_0}{\rho} \right) \nabla T^2 + \frac{2E_A NQ'D_0}{3(1-v)k_BT^3} \varepsilon^2 \exp \left( -\frac{E_A}{k_BT} \right) \frac{j^2 \rho^2 \varepsilon^2}{3k_BT^2}
\]

Equations (4.18)-(4.20) represent the AFD due to EWF, TGIDF and SGIDF respectively. In these equations, the following symbols refer to the interconnect material:

- \(D_0\) is the pre-factor of the self-diffusion coefficient,
- \(E_A\) is the activation energy for the self-diffusion,
- \(T\) is the local temperature,
- \(Q^*\) is the heat of transport,
- \(N\) is the atomic density,
- \(\Omega\) is the atomic volume (\(\Omega = 1/N\)),
- \(j\) is the local current density,
- \(E\) is the Young’s modulus,
\( v \) is the Poisson ratio,

\( \alpha \) is the thermal expansion coefficient (CTE) of the metallic film,

\( \rho \) is the electrical resistivity which is dependent on temperature given as

\[
\rho = \rho_0 \left( 1 + \alpha \left( T - T_0 \right) \right),
\]

and \( \alpha \) is the temperature coefficient of resistivity, \( \rho_0 \) is the electrical resistivity at temperature \( T_0 \). Other symbols are \( k_B \) which is the Boltzmann constant and \( e \) is the fundamental electron charge.

The atomic fluxes \( J_A \), \( J_{th} \), and \( J_S \) caused by EWF, TGIDF and SGIDF respectively can be modeled by Eqs. (4.21)-(4.23) below [11, 100, 101]

\[
J_A = \frac{N}{k_BT} Z^* e \rho D_0 \exp\left( -\frac{E_A}{k_BT} \right) \nabla j
\]

(4.21)

\[
J_{th} = -\frac{NQ^* D_0}{k_BT^2} \exp\left( -\frac{E_{th}}{K_BT} \right) \nabla T
\]

(4.22)

\[
J_S = \frac{NQD_0}{k_BT} \exp\left( -\frac{E_s}{k_BT} \right) \nabla \sigma_H
\]

(4.23)

In the derivations of Eqs. (4.19) and (4.20), the following energy balance equation in a thin film conductor at steady state is used [102],

\[
j^2 \rho + KV^2T - \frac{k(T - T_S)}{th} = 0
\]

(4.24)

where \( K \) and \( k \) are the thermal conductivity of the metallic film and the dielectrics respectively, \( T \) and \( T_S \) are the temperature of the metallic film and the substrate respectively, \( t \) is the metallic film thickness, and \( h \) is the dielectric film thickness. The three terms in Eq. (4.24) represent Joule heating due to electrical current, lateral heat conduction along the plane of a film, and vertical heat conduction through the dielectrics into the substrate, respectively. The contributions by the three terms in Eq. (4.24) are calculated for Cu thin film with different thicknesses as shown in Table 4.2. As the line
thickness decreases, heat conduction through the dielectrics into the substrate increases dramatically. Therefore, it is inaccurate to ignore the last term as it was done in the conventional derivations. For realistic, the full substrate thickness of 300 μm is considered and the current density is assumed to be 1 MA/cm² in the analysis.

Table 4.2 Steady state power dissipation in a thin film conductor for different line thicknesses. As the line thickness decreases, heat conduction through the dielectrics into the substrate increases dramatically.

<table>
<thead>
<tr>
<th>Line thickness(μm)</th>
<th>J²ρ(pW/μm³)</th>
<th>K⁻¹T (pW/μm³)</th>
<th>3rd term of Eq. (4.24) (pW/μm³)</th>
<th>Contribution by 3rd term of Eq. (4.24)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>3.46×10⁶</td>
<td>3.26×10⁶</td>
<td>0.2×10⁶</td>
<td>6.1%</td>
</tr>
<tr>
<td>1</td>
<td>3.46×10⁶</td>
<td>2.84×10⁶</td>
<td>0.62×10⁶</td>
<td>17.9%</td>
</tr>
<tr>
<td>0.325</td>
<td>3.46×10⁶</td>
<td>1.56×10⁶</td>
<td>1.9×10⁶</td>
<td>54.9%</td>
</tr>
<tr>
<td>0.2</td>
<td>3.46×10⁶</td>
<td>0.36×10⁶</td>
<td>3.1×10⁶</td>
<td>89.6%</td>
</tr>
</tbody>
</table>

Also, in the derivations of Eq. (4.20), the coupling effect between the hydrostatic stress and the temperature is considered and formulated as follows

\[
\sigma_H = \frac{1}{3}(\sigma_{11} + \sigma_{22} + \sigma_{33}) = -\frac{2E\Delta\alpha_i}{3(1-\nu)}(T-T_{SFT})
\]

(4.25)

where \(\sigma_H\) is the hydrostatic stress in the interconnect, \(\sigma_{11}, \sigma_{22}\) and \(\sigma_{33}\) are stresses along the principal axes, \(T_{SFT}\) is the stress free temperature (SFT) of the interconnect, and \(\Delta\alpha_i\) is the difference of the CTE between the interconnect metallization and the surrounding materials. Equation (4.25) is derived based on the Eshelby’s inclusion model [103] and the cross section of the metal film was assumed to be an elongated ellipsoid in their analysis.

In reality, the cross section of a typical Cu interconnect is rectangular with cap layer on the top and diffusion barrier layers on the sidewalls and bottom, so Eq. (4.25) is insufficient in describing the coupling effect between the stress and temperature. In fact, the stress distribution is highly non-uniform due to the material and the structure inhomogeneities in interconnects. Through simulations, the thermo-mechanical stress distribution is strongly dependent on the structure geometry such as the line width, the
aspect ratio, the presence of via etc. The discrepancy will be even higher for narrow interconnects due to the increased thermo-mechanical hydrostatic stress as shown in Table 4.3. The volume-averaged stress shown in Table 4.3 is calculated using Eq. (4.26) given below

\[
\sigma_{\text{volume-ave}} = \frac{\int_V \sigma_H dV}{\int_V dV}
\]  

(4.26)

The volumetric domain size in computing Eq. (4.26) is chosen to be relatively large such that further increasing in the size will only alter the result by less than 1%. The difference between SFT and test temperature is taken to be 50°C in the analysis.

Table 4.3: Hydrostatic stress comparisons between Eq. (4.25) and simulations for different line widths. The hydrostatic stress distribution evaluated by Eq. (4.25) is uniform whereas simulations reveal the stress distribution is highly dependent on the geometry of the structures.

<table>
<thead>
<tr>
<th>Line width (μm)</th>
<th>Eq. (4.25) (MPa)</th>
<th>Simulation (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>94.8</td>
<td>61 149 112.1</td>
</tr>
<tr>
<td>0.6</td>
<td>94.8</td>
<td>65.2 151 119</td>
</tr>
<tr>
<td>0.28</td>
<td>94.8</td>
<td>74.7 159 133</td>
</tr>
<tr>
<td>0.16</td>
<td>94.8</td>
<td>78.3 168 140.3</td>
</tr>
</tbody>
</table>

The two assumptions stated above encroach on the accuracy of the conventional driving force formulation in its application to narrow interconnects. In the present study, a modified driving force formulation for narrow interconnects is proposed and justified using experimental results in the literature.

4.3.1.2 Proposed driving force formulation and its improvement

From the atomic flux Eqs. (4.21)-(4.23), the divergence of the respective atomic fluxes can be derived based on the Green’s theorem [104]

\[
div(J_A) = \left(\frac{E_A}{k_BT^2} - \frac{1}{T} + \alpha T \frac{D_0}{k_BT} \right) \frac{N}{k_BT} eZ' \rho D_h \exp\left(-\frac{E_A}{k_BT}\right) j \nabla T
\]  

(4.27)

\[
div(J_{th}) = -\frac{E_A}{k_BT} \left(\frac{2}{T} \right) \frac{NQ'D_0}{k_BT^2} \exp\left(-\frac{E_A}{k_BT}\right) \nabla T \nabla T - \frac{NQ'D_0}{k_BT^2} \exp\left(-\frac{E_A}{k_BT}\right) \nabla g \nabla T
\]  

(4.28)
\[ \text{div}(J) = \left( \frac{E_s}{k_B T} - \frac{1}{T} \right) \frac{N \Delta D_s}{k_B T} \exp\left( -\frac{E_s}{k_B T} \right) \nabla \sigma + \frac{N \Delta D_s}{k_B T} \exp\left( -\frac{E_s}{k_B T} \right) \nabla g \nabla \sigma_{\text{m}} \]  

(4.29)

Compared with the conventional driving force formulation, the new derivations are without the above-mentioned assumptions. For example, in Eq. (4.28) of the AFD due to TGIDF, vertical heat conduction through the dielectrics into the substrate is considered. For AFD due to SGIDF in Eq. (4.29), the coupling effect between the hydrostatic stress and the temperature is simulated by two coupled field analysis in ANSYS, the electrical-thermal and the thermal-mechanical analysis, without any assumption on the geometry of the structure. Furthermore, the directions of the respective driving forces are taken into consideration such that all the driving forces are represented as vectors and their interactions are represented by the dot product in Eqs. (4.27)-(4.29).

### 4.3.2 Model descriptions

The geometry parameters for FE models are taken from Refs. [77, 78] as shown in Table 4.4. By virtue of the symmetry of the structure, only half of the model is simulated. The Ta diffusion barrier and SiN cap layer are also included as shown in Figure 4.4. The material properties are taken from Ref. [40] and listed in Table 4.5. Six FE models with different reservoir lengths spanning from 0 to 0.125 μm are constructed. These EM models are subjected to a current density of 1.2 MA/cm² and a test temperature of 300 °C. The SFT is assumed to be 350 °C [20].
### Table 4.4: Structural dimension list

<table>
<thead>
<tr>
<th>Feature</th>
<th>Size(μm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Line width</td>
<td>0.28</td>
</tr>
<tr>
<td>Line thickness</td>
<td>0.35</td>
</tr>
<tr>
<td>Via diameter</td>
<td>0.26</td>
</tr>
<tr>
<td>Via height</td>
<td>0.68</td>
</tr>
<tr>
<td>Barrier layer thickness</td>
<td>0.025</td>
</tr>
<tr>
<td>Cap layer thickness</td>
<td>0.05</td>
</tr>
<tr>
<td>Reservoir length</td>
<td>0–0.125</td>
</tr>
<tr>
<td>Silicon substrate thickness</td>
<td>300</td>
</tr>
</tbody>
</table>

### Table 4.5: Material properties list

<table>
<thead>
<tr>
<th>Mat.</th>
<th>Young's Modulus (GPa)</th>
<th>Poisson ratio</th>
<th>Thermal conductivity (W/mK)</th>
<th>Co-efficient of thermal expansion (°K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cu</td>
<td>129.8</td>
<td>0.339</td>
<td>379</td>
<td>16.5×10^{-6}</td>
</tr>
<tr>
<td>Ta</td>
<td>186.2</td>
<td>0.35</td>
<td>53.65</td>
<td>6.48×10^{-6}</td>
</tr>
<tr>
<td>SiN</td>
<td>265</td>
<td>0.27</td>
<td>0.8</td>
<td>1.5×10^{-6}</td>
</tr>
<tr>
<td>SiO₂</td>
<td>71.4</td>
<td>0.16</td>
<td>1.75</td>
<td>0.68×10^{-6}</td>
</tr>
<tr>
<td>Si</td>
<td>130</td>
<td>0.28</td>
<td>61.9</td>
<td>4.4×10^{-6}</td>
</tr>
</tbody>
</table>

Figure 4.4: Finite element model for reservoir EM study

### 4.4 Comparisons between the two driving force formulations

#### 4.4.1.1 Void nucleation (static simulation)

The FE models developed consist of two steady state analyses, namely a direct coupled analysis with the current and the temperature fields, and an analysis with indirect
coupling between the temperature and the stress fields. The flow chart for the static EM simulation is shown in Figure 4.5.

In electrical-thermal analysis, the substrate bottom surface is kept at constant EM test temperature with constant current density applied. The nodal temperatures are then retrieved from this stage for use in the thermal-mechanical analysis. In the thermal-mechanical analysis, the following boundary conditions are applied: 1) the substrate bottom is fixed with zero displacement and 2) the vertical symmetric plane is constrained to remain vertical arising from the mirror symmetrical nature of the structure under consideration.

User subroutines were developed to calculate the divergence of temperature gradient and thermo-mechanical stress gradient in ANSYS®. The AFD contributions due to EWF, TGIDF and SGIDF are calculated using Eqs. (4.27)-(4.29) for the proposed method, and Eqs. (4.18)-(4.20) for the conventional driving force method. The void incubation time is assumed to be negligible [76]. The location of maximum positive AFD is taken as the void nucleation site [105].

![Flow chart for the static EM simulation](image-url)
Figure 4.6 and Figure 4.7 show the AFD distributions of the M2 structure using the proposed and the conventional formulations respectively. For easy visualization, all the other materials are removed in the figures and only the bare Cu is shown. One can see that the predicted void nucleation sites are different between these two methods. Conventional method predicts the void nucleation site at the inner corner of the via bottom as indicated by Figure 4.7. However, via bottom failure is proven to be the early failure due to process related defects [106] and it can be eliminated by via process optimization [107]. Hence, the prediction by the conventional formulation is incorrect in our defect-free model.

**Figure 4.6:** AFD distributions using the proposed FEM and the maximum AFD sites are labeled as “Location 1” and “Location 2” at Cu/SiN interface.

**Figure 4.7:** AFD distributions using the conventional FEM. The maximum AFD site is found to be at inner corner of via bottom.
On the other hand, the intrinsic EM failure in the M2 structure is predicted by the proposed method. There are two maximum AFD sites labeled as “Location 1” and “Location 2” in Figure 4.6, and both “Location 1” and “Location 2” are at the Cu/SiN interface. “Location 1” is located at the corner of the M2 line corresponding to the site of the maximum thermo-mechanical stress [108]. “Location 2” is located directly above the via and Vairagar et al. proved that it is indeed the void nucleation site using qualitative Monte-Carlo simulation [109]. In fact, the two potential void nucleation sites are well reported in literatures [108, 110]. Table 4.6 summarizes the contributions by the various driving forces for the atomic flux (AF) and AFD, and SGIDF is identified as the dominant driving force which also agrees with the studies by Shen et al.[111] and Tan et al.[72].

<table>
<thead>
<tr>
<th>Driving force</th>
<th>Atomic Flux (atoms/μm²·s)</th>
<th>Atomic Flux Divergence (atoms/μm³·s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EWF</td>
<td>6.54×10¹¹</td>
<td>1.34×10⁸</td>
</tr>
<tr>
<td>TGIDF</td>
<td>4.45×10⁸</td>
<td>1.83×10⁹</td>
</tr>
<tr>
<td>SGIDF</td>
<td>7.36×10¹³</td>
<td>5.69×10¹²</td>
</tr>
</tbody>
</table>

4.4.1.2 Void growth (dynamic simulation)

After void nucleation, the voids begin to grow due to the continuous removal of materials from the void nucleation sites. The AFD value represents the rate of mass transport. Figure 4.8 shows the flowchart of the dynamic simulation. Twenty elements with the highest total AFD values are selected and physically deleted in each loop to simulate the void growth. The geometry of the FE model is then modified and this process repeats itself until the interconnect resistance increases by 10%. Figure 4.9 shows the FE model after an iteration of 20 loops. It can be seen clearly that the voids grow simultaneously at “Location 1” and “Location 2” at the beginning of the void growing process, in agreement to the experimental results reported [79].
CHAPTER 4. ELECTROMIGRATION

Dynamic Simulation

Figure 4.8: Flowchart for the dynamic EM simulation

Figure 4.9: Void growth at “Location 1” and “Location 2” simultaneously after 20 iteration loops.
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4.4.1.3 Critical reservoir length estimation

It is well-known that the introduction of reservoir as shown in Figure 4.10 can enhance the EM performance. However, it is also observed that the lifetime improvement ceases when the length of the reservoir is above a critical value. Gan et al. [77] introduced a concept of “effective reservoir volume” where only part of the extension volume is served as the reservoir for void accumulation. Shao et al. [78] postulated that the critical reservoir length may be partly attributed to the statistical nature of the failures. However, the mechanism of the limited lifetime enhancement due to reservoir remains unknown.

Figure 4.10: Schematic diagram of the cross sectional view of the reservoir region

In order to explore the mechanism through FEM, we examine the lifetime from the AFD calculations. The EM lifetime is inversely proportional to the volume-averaged AFD as can be derived below. In other words, AFD can be employed to predict the EM lifetime qualitatively.

Consider a control volume equal to the size of the critical volume of the void that causes 10% resistance increase in interconnects, i.e. the void volume at EM failure. If
$A_F D_{\text{total},V}$ is the volume-averaged total AFD within the control volume, then by virtue of
the conservation of mass, we have

$$\frac{\delta N}{\delta t} \cdot \delta t = 0$$

(4.30)

where $C$ is the average vacancy concentration and $N$ is the average atomic concentration
within the control volume, respectively. Since the vacancy contribution is at least five
orders smaller than the atomic contributions for the void formation, it can be ignored [14].

Integrate Eq. (4.30) gives

$$\int_{0}^{T_{TF}} \frac{dN}{N_0} = - \int_{0}^{T_F} A_F D_{\text{total},V} \cdot dt$$

(4.31)

where $A_F D_{\text{total},V}$ is the $A_F D_{\text{total},V}$ averaged over the duration of TTF, and it reflects the
average material depletion rate in the void growing process. TTF is the time to failure, i.e.
the EM lifetime. Since $N_0$ is the initial atomic concentration of the metal and is a constant
for a given metal, we have the EM lifetime inversely proportional to the $A_F D_{\text{total},V}$ as
shown in Eq. (4.31)

To have a closer look, when a void is formed inside a metal line, partial relaxation of
the thermo-mechanical stress in the vicinity of the void is observed [111]. Further
relaxation of stress can be realized by either plastic deformation or diffusion. Since EM
test temperature is relatively high at 300 °C in our study, the thermo-mechanical stress is
assumed to be released by diffusion [103], which leads to an increased SM driving force
subsequently. As a result, the total AFD increases.
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Figure 4.11 shows the variation of $\bar{AFD}_{\text{total},V}$ within the control volume after each loop of iteration, depicting the progressive AFD growth as voids are growing. The fluctuation of the AFD in Figure 4.11 is due to the finite size of the elements used for the element deletion to simulate the void growth. As was derived earlier, one will take the mean of the volume-averaged total AFD for analysis as it is related to the EM lifetime, and this mean AFD is shown in Figure 4.11.

![Figure 4.11: Volume-averaged AFD, $\bar{AFD}_{\text{total},V}$ within the control volume during void growing process.](image)

Figure 4.12 shows the $\bar{AFD}_{\text{total},V}$ at different reservoir length. $\bar{AFD}_{\text{total},V}$ is averaged over the number of loops simulated to reach the failure condition as described in Figure 4.8. One can clearly see that the $\bar{AFD}_{\text{total},V}$ decreases gradually with the reservoir length until a critical point of around 0.08 μm, after which the $\bar{AFD}_{\text{total},V}$ remains constant. In other words, the void growth rate decreases as the reservoir length increases and correspondingly the EM lifetime increases till around 0.08 μm. Further increase in the reservoir length does not decrease $\bar{AFD}_{\text{total},V}$, making the lifetime enhancement effect of the reservoir length ceases. The result is in close agreement with Gan et al. [77] who found that the critical length is around 0.06 μm using the same test structure and test
conditions studied here. On the other hand, the conventional formulation predicts the voids at via bottom, and hence no reservoir effect can be predicted by the conventional method.

![Variation of the mean of the volume-averaged AFD, \( AF_{\text{total,V}} \), within the control volume with the reservoir length. \( AF_{\text{total,V}} \) decreases gradually with the reservoir length until a critical length of around 0.08 \( \mu \text{m} \).](image)

### 4.4.1.4 Mechanisms of the reservoir length effect

From the above results, it is clear that the dominant driving force for the void formation is SGIDF in the reservoir region. High thermo-mechanical stress gradient is responsible for the void nucleation and the subsequent void growth is through stress relaxation in the form of diffusion. Current crowding effect is ignored in the analysis because the reservoir is a low current density region. Besides, it is also shown numerically that the effect of current-density gradient driving force is negligible [77].

Figure 4.13 explains the mechanism of reservoir effect schematically. In the case of the test structure without any reservoir extension as shown in Figure 4.13(a), “Location 1” and “Location 2” grow simultaneously in the beginning. After some time, the two voids collapse into a bigger void and form a critical void above via finally.
Figure 4.13: Void growing process in the reservoir region. (a) For Metal-2 structure with no reservoir extension, the initial two voids collapse into a bigger void and a critical void forms above via finally. (b) For Metal-2 structure with large reservoir extension, the critical void is solely developed from the initial void at “Location 2”.

However, in case of the test structure with a reservoir extension, the contribution by the void at “Location 1” to the final critical void decreases with increasing reservoir length due to the increased distance between “Location 1” and the via, and as a result, the $A_{FD_{total,V}}$ decreases. When the reservoir length increases beyond a critical value as shown in Figure 4.13(b), the void at “Location 1” will not be able to collapse with the critical void above via before the line fails. In other words, the critical void grows solely from “Location 2”, hence further increase in the reservoir length will not enhance the EM lifetime.

In short, the underlying physics of the reservoir effect is the decreasing probability of the void in the reservoir extension to be part of the critical void for EM as the reservoir length increases.
4.4.2 Summary

In this study, the inaccuracies of the conventional driving force FEM model for narrow interconnects are shown, and a refined driving force FEM to study the EM in narrow interconnects is proposed. The validity of the proposed method is demonstrated by applying the method to investigate the void nucleation sites, the void growth process and the reservoir effect on EM in copper dual-damascene (DD) interconnects. From the investigation, it is found that thermo-mechanical stress induced migration is the dominant driving force for void nucleation and growth in the M2 reservoir region. The physical mechanism of the reservoir effect is hence proposed in this work.

4.5 Effect of interconnect structure and materials on EM

4.5.1 Reservoir effect studies in Cu interconnect

As line-via structures are inevitable in ULSI multi-level metallization, and the number of line-via structures is increasing tremendously, EM in line-via structures is becoming more important. It is stated in [72] that the limiting factor in interconnect reliability is increasingly dominated by the EM performance of vias with the line playing a substantially lesser role in submicron technology.

Electromigration lifetime can be enhanced by adding a reservoir around the vias for both Cu and Al interconnects [77, 78, 109, 112-114]. The lifetime improvement ceases when the length of the reservoir is above a critical value. The lifetime enhancement factor $M$ is defined as $\frac{MTTF_{\text{reservoir}}}{MTTF_{\text{nore reservoir}}}$. It is known that the lifetime enhancement
factor $M$ decreases with increasing EM test current or test temperature [113]. Decreasing $M$ with increasing current density was observed experimentally in the work by Le et al. for Al interconnect [113]. However, the experimental proof between lifetime enhancement factor $M$ and EM test condition for Cu interconnects is lacking, and the reason for changing $M$ with changing EM stress condition remains unknown. The knowledge on the changing $M$ with stress condition is necessary when extrapolating EM lifetime to normal operating condition for reservoir structures, and it is the purpose of this work to investigate the dependence of $M$ on the stress conditions.

In this section, we show the EM experiment on M2 reservoir effect test structures and the experiment results are compared with the experimental results from literature. Our previous modeling results in Section 4.3 revealed that the thermo-mechanical stress gradient induced driving force (SGIDF) is the domain driving force for intrinsic EM failure in M2 test structures [22], and this is also evidenced by experimental results from this work. In comparison to the previous work on the reservoir study for Cu interconnect [77, 78], we also found that $M$ changes with the current density. We develop a model to explain such dependence as detailed below.

### 4.5.1.1 Experiment

M2 test structures of length 800 $\mu$m are fabricated using 180 nm copper/oxide dual damascene technology. The schematic of the cross section view is shown in Figure 4.14. Cu line thickness, line width, the thickness of Ta barrier layer and SiN cap layers are 0.35 $\mu$m, 0.28 $\mu$m, 25 nm and 50 nm respectively. Via diameter is 0.26 $\mu$m. M1 dummy lines (connected to pads) are made very short (~ 10 $\mu$m) so that EM failure can be avoided in these dummy lines. Details of the fabrication process can be found in Ref. [72].
Three accelerated package level EM experiments are conducted using AETRIUM™ reliability tester. To investigate the reservoir effect on M2 test structure, structures with no reservoir, reservoir length of 0.06 μm and 0.12 μm respectively were tested at 300 °C with a current density of 2 MA/cm². At least 12 samples are employed in each experiment, and the failure criterion in these experiments is 10% increase in the sample resistance. Transmission electron microscopy (TEM) was used for post-EM failure analysis. High quality of the samples is confirmed by the low variations of the initial sample resistances and their temperature coefficient of resistivity (TCR) as shown in our other work [115].

Our EM test structures are identical to those in the work by Gan et al. [77]. The only difference between their experiment and the present work is the current density where a lower current density of 1.2 MA/cm² was employed in their experiment. The Cumulative Distribution Function (CDF) plot for both experiments is shown in Figure 4.15, and the calculated log-normal σ are around 0.46 and 0.43 for 2 and 1.2 MA/cm² respectively. The very close σ implies the same failure mechanisms among the samples, making it meaningful to compare the experimental results between the two experiments.

Also from Figure 4.15, there is little lifetime enhancement by extending the reservoir length from 0.06 μm to 0.12 μm, where the enhancement factors are 1.25 and 1.3 at 0.06
µm to 0.12 µm respectively for stress current of 2 MA/cm², and that for 1.2 MA/cm² are 2.9 and 3. Thus, the optimal reservoir length is around 0.06 µm for both experiments and it seem to be not significantly dependent on the stress current.

Figure 4.15: (a) CDF plot from the present work (b) CDF plot from Gan’s experiment [77]

The estimated lifetime enhancement factors at the optimal reservoir length based on Figure 4.15 are found to be 3 and 1.3 for stress current density of 1.2 and 2 MA/cm², respectively. This shows that the lifetime enhancement effect decreases with increased EM stress current for Cu interconnects.

The representative failure analysis image is shown in Figure 4.16(a) and Figure 4.16(b) for structure without reservoir and with 0.12 µm reservoir structure, respectively. It can be seen clearly that EM void is nucleated along Cu/SiN interface at the edge of the reservoir and grow along both line length and line thickness directions, resulting in partially spanning void in Figure 4.16(a) and fully spanning void in Figure 4.16(b), respectively. The failure modes between Figure 4.16(a) and Figure 4.16(b) are similar, in consistent with the same slope in CDF plot as observed in Figure 4.15. For M2 test structure, via bottom is often reported as the early failure site due to process related defects [106] and it can be avoided by via process optimization [107]. Early failure at via bottom is not observed in this experiment, indicating high quality of the sample
fabrication process. It is noted that the current crowding site (inner corner between M2 and via) is also clear from EM void in Figure 4.16(a) and Figure 4.16(b), implying that the EWF is not the dominant driving force for EM failure.

![Figure 4.16: FA images through TEM (a) no reservoir (b) 0.12 μm reservoir](image)

### 4.5.1.2 Evolution of driving forces

From the work reported by Tan et al. [72], stress gradient and temperature gradient indeed contribute to the EM failure, and their effects on EM seem to be more than just a modification of the flux divergence. Besides, with continuous scaling of interconnects, the dominant diffusion path has changed from grain boundary to Cu/cap interface and therefore a lower value of $Z^*$ is reported for surface migration compared with grain boundary diffusion if the size effect is neglected [88], implying a decreasing electron wind force as atoms move from bulk to grain boundary to surface. The thermo-mechanical stress is also larger for nano-interconnects [22]. Hence, it is necessary to re-evaluate the strength of various driving forces present through finite element analysis (FEA). In this section, the strength of driving forces by stress gradient and temperature gradient will be compared with the electron wind force for different line widths.

The atomic flux due to EWF is traditionally expressed as [11]
Similarly, the atomic flux due to temperature gradient induced driving force (TGIDF) and stress gradient induced driving force (SGIDF) are shown in Eqs. (4.33) and (4.34), respectively [101, 116]

\[
\mathbf{J}_{th} = -\frac{NQ^*D_0}{k_BT^2} \exp\left(-\frac{E_A}{k_BT}\right) \cdot \nabla T
\]  

(4.33)

\[
\mathbf{J}_s = \frac{N\Omega D_0}{k_BT} \exp\left(-\frac{E_A}{k_BT}\right) \cdot \nabla \sigma_h
\]  

(4.34)

Therefore, the ratio of atomic fluxes between TGIDF and EWF can be derived as

\[
r_{2\text{s}} = \frac{J_{th}}{J_A} = \frac{Q \cdot \nabla T}{Z^*e\rho jT}
\]  

(4.35)

The ratio of atomic fluxes between SGIDF and EWF can also be expressed as

\[
r_{3\text{s}} = \frac{J_s}{J_A} = \frac{\nabla \sigma_h}{NZ^*e\rho j}
\]  

(4.36)

In Eqs. (4.32)-(4.36), \(D_0\) is the pre-factor of the self-diffusion coefficient, \(E_A\) is the activation energy for the self-diffusion, \(T\) is the local temperature, \(Q^*\) is the heat of transport, \(N\) is the atomic density, \(\Omega\) is the atomic volume (\(\Omega = 1/N\)), \(j\) is the local current density, \(\rho\) is the electrical resistivity, \(Z^*\) is the effective valance number, \(\sigma_h\) is the hydrostatic stress, \(k_B\) is the Boltzmann constant and \(e\) is the fundamental electron charge.

We employ FEA to calculate numerically the ratios as shown in Eqs. (4.35)-(4.36) for a simple Cu line structure. The width for the structure is changing from 0.05 \(\mu m\) to 1 \(\mu m\) while the thickness is fixed at 0.35 \(\mu m\). The results are also compared between different ILD: SiO\(_2\) and carbon-doped oxide (CDO). The test structure is subjected to a
typical current density of 2 MA/cm². The simulation results for $r_{21}$ and $r_{31}$ are plotted in Figure 4.17(a) and Figure 4.17(b), respectively.

The temperature gradient from simulation is between 0.002-0.01 K/μm. Figure 4.17(a) shows that the temperature gradient is larger for Cu/low-k interconnects compared with Cu/SiO₂ based interconnects for interconnect with the same line width, which is due to the poorer thermal conductivity of the low-k material. Besides, the temperature gradient decreases with decreasing line width, indicating smaller contribution from TGIDF for narrower interconnects. Therefore, for interconnect with narrower line width, TGIDF is smaller. EWF is 2-3 orders higher than TGIDF as shown in Figure 4.17(a), and TGIDF is unlikely to be a dominant driving force for EM failure in nano-interconnect.

Figure 4.17(b) reveals that the stress gradient increases with decreasing line width, indicating a higher thermo-mechanical stress gradient for narrower interconnects. The stress gradient is also higher for low-k interconnects which is consistent with the work reported by Gan et al. [117]. The SGIDF is 2-3 orders higher than EWF as shown in Figure 4.17(b). The importance of high thermo-mechanical stress on EM reliability was first reported by Tan et al. [20]. Later on, Li et al. [100] reported that vacancies tend to cluster at the intersections of grain boundary and the passivation layer under the thermo-
mechanical stress in Al interconnects. This experimental finding also confirms the dominance of SGIDF in narrow interconnects. The insignificance of EWF is also evidenced from the failure analysis results in Figure 4.16.

### 4.5.1.3 Lifetime enhancement

The nature of SGIDF dominated EM in narrow interconnect and SIV are similar as both are due to the diffusion of interconnect material under the thermo-mechanical stress gradient [22, 68]. The two are not to be confusing as EM is tested under high temperature and high current while SIV is tested only through high temperature baking. As it has been proven that SGIDF is the dominant driving force, the lifetime equation from our previous stress induced voiding (SIV) work [118] (Section 5.2) may be employed to explore the changing lifetime enhancement factor with changing stress conditions in the present work.

The SIV lifetime formulation is an analytical lifetime model based on the stress relaxation in interconnects. The generalized expression for the SIV time to failure can be expressed as [118]

\[
T_f = C \frac{T}{(T_0 - T)^N} e^{\frac{E_A}{k_B T}}
\]

where \( N \) is the temperature exponent which depends on the particular geometry and microstructure of the interconnect, \( C \) is the temperature independent constant, \( T_0 \) is the stress free temperature (SFT), \( T \) is the interconnect temperature, \( E_A \) is the activation energy for self-diffusion and \( k_B \) is the Boltzmann constant.

For interconnect with reservoir
\[ M_{TTF_{reservoir}} = C_1 \frac{T}{(T_0 - T)^N} e^{E_A/k_B T} \]  
(4.38)

For interconnect without reservoir

\[ M_{TTF_{noreservoir}} = C_2 \frac{T}{(T_0 - T)^N} e^{E_A/k_B T} \]  
(4.39)

It is noted that in Eqs. (4.38) and (4.39), temperature exponent \( N \) is different for the structures with and without reservoir since \( N \) is dependent on the geometry and microstructure of the interconnect. The additional reservoir extension can serve as a stress relaxation volume, resulting in a different temperature exponent. Interconnect temperature is the same for structures with and without reservoir for the same stress condition through finite element analysis (FEA). Therefore, the lifetime enhancement factor can be expressed as

\[ M = \frac{C_1}{C_2} (T_0 - T)^{N_2 - N_1} = C_0 (T_0 - T)^\Delta N \]  
(4.40)

For the interconnect structure used in this work, SFT is at 310 °C. Interconnect temperature is different at different current densities due to the Joule heating effect. The interconnect temperature is simulated through the coupled field electro-thermal analysis using finite element software ANSYS®. For the simulation details, one can refer to Ref. [22]. The simulated interconnect temperature increment due to Joule heating is 2.27 and 6.84 °C for test current densities of 1.2 and 2 MA/cm². The simulated Joule heating is also close to the experimental measured temperature increment through temperature coefficient of resistivity (TCR) extrapolation [119].

Using the simulated interconnect temperature and experimentally measured lifetime enhancement factor, \( C_0 \) and \( \Delta N \) in Eq. (4.40) can be determined. \( C_0 \) is evaluated to be
0.443 and $\Delta N$ is 0.9356. Therefore, the lifetime enhancement equation can be expressed as

$$M = 0.443(T_0 - T)^{0.9356} \quad (4.41)$$

It is noted that $T$ in Eq. (4.41) represents the actual interconnect temperature. For the commonly used package level EM test, interconnect temperature is the summation of oven temperature and the temperature increment by Joule heating as shown in Eq. (4.42).

$$T = T_{\text{oven}} + \Delta T_{\text{joule}} \quad (4.42)$$

A higher EM test temperature or higher EM current leads to a higher interconnect $T$, rendering a lower lifetime enhancement factor according to Eq. (4.41).

For the interconnect structure used in this experiment, interconnect temperature increment by Joule heating is simulated through FEA and the empirical equation is obtained through numerical fitting given below. For a given interconnect structure, Joule heating will be dependent on the square of the stress current and stress temperature. In the numerical fitting process, $\Delta T_{\text{joule}}$ is obtained at different combinations of $j^2$ and $T_{\text{oven}}$.

The fitting equation derived is as follows

$$\Delta T_{\text{joule}} = \frac{1.785 \cdot T_{\text{oven}}}{573} j^2 \quad (4.43)$$

In Eq. (4.43), the units $T$ and $j$ are K and MA/cm$^2$, respectively. It is noteworthy that the temperature increment by Joule heating is also dependent on the oven temperature for the same EM current. For the same EM test current, temperature increment by Joule heating is higher for higher EM test temperature as indicated by Eq. (4.43).

Substitute Eqs. (4.42)-(4.43) into Eq. (4.41),

$$M = 0.443\left(T_0 - T_{\text{oven}} - \frac{1.785 \cdot T_{\text{oven}}}{573} j^2\right)^{0.9356} \quad (4.44)$$
Equation (4.44) is an empirical lifetime enhancement formulation as a function of the EM test temperature and EM test current. As Eq. (4.44) is based on the interconnect structure from this experiment, a more general lifetime enhancement factor equation can be written as

\[
M = C_0 \left( T_0 - T_{oven} - k_0 T_{oven} j^2 \right)^{\Delta N}
\] (4.45)

Based on the derivation, \( C_0 \) is dependent on \( C_1 \) and \( C_2 \) in Eqs. (4.38)-(4.39), hence \( C_0 \) is dependent on the void surface area at failure, the interfacial layer thickness of the cap layer/Cu interconnect, interconnect width and thickness [68]. \( k_0 \) is a fitting parameter representing the Joule heating effect for the interconnect system. \( \Delta N \) is the difference between \( N_1 \) and \( N_2 \) in Eqs. (4.38) and (4.39), hence \( \Delta N \) is dependent on the diffusion paths available for the stress relaxation and/or the microstructure of the interconnect. A positive \( \Delta N \) will be explained in next section.

For very small EM current at 0.1 MA/cm\(^2\), the lifetime enhancement factor as a function of test temperature is computed using Eq. (4.44) as shown in Figure 4.18 by ignoring the Joule heating effect. As the interconnect temperature increases, the lifetime enhancement factor decreases. For interconnect temperature below 150 °C, the lifetime enhancement factor is above 50, showing that the reservoir extension is very effective to enhance the EM reliability under normal operating conditions. At a fixed oven temperature of 300 °C, the lifetime enhancement factor as a function of stress current is shown in Figure 4.19. With a higher current density, the interconnect temperature increases due to Joule heating effect. Therefore, the lifetime enhancement factor also decreases for a higher current density, which is also observed experimentally in this work.
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Figure 4.18: Lifetime enhancement factor as a function of interconnect temperature. Current density is at 0.1 MA/cm².

Figure 4.19: Lifetime enhancement factor as a function of interconnect stress current. Oven temperature is at 300 °C.

4.5.1.4 Discussion

The calculated positive $\Delta N$ in Eq. (4.40) is expected from our previously established SIV model. As shown in Ref. [118], $N$ in Eq. (4.37) is dependent on the particular geometry and microstructures of the interconnect. For simplicity, assuming a uniform grain structure in this work and the effect of microstructure on $N$ can be ignored. For interconnects with and without reservoir, the diffusion path can be different due to
different geometries. The diffusion schematic is shown in Figure 4.20. The void nucleation site is commonly observed at the Cu/cap layer above via [22], and it is represented by the black spot in Figure 4.20. For interconnect with no reservoir, the stress relaxation volume can only grow to the right along M2 or down into via. For interconnect with reservoir, the reservoir extension can also served as a volume for stress relaxation as shown in Figure 4.20(b). As derived analytically in Ref. [118], temperature exponent \( N \) is larger for the cases with less diffusion paths for stress relaxation volume growth. Therefore, \( N_1 \) is smaller than \( N_2 \) in Eqs. (4.38)-(4.39), rendering a positive \( \Delta N \) for the lifetime formulation in Eq. (4.40).

![Figure 4.20: Diffusion path for stress relaxation in interconnect. (a) Without reservoir (b) With reservoir](image)

With this understanding, we therefore postulate that the experimental observed dependence of lifetime enhancement factor on stress condition is due to the fact that the reservoir extension is serving as a volume for stress relaxation, leading to a different temperature exponent for different reservoir length structures.

SFT is an idealistic temperature at which the thermo-mechanical stress in interconnects becomes zero. The actual SFT is highly dependent on the manufacturing process due to many thermal process involved. However, an inaccurate SFT can lead to
inaccurate determination of $C_0$ and $\Delta N$ as can be seen in Eq. (4.40). To overcome the inaccuracy of SFT, SFT must be determined experimentally.

As there are three unknowns in Eq. (4.40), $C_0$, $\Delta N$ and $T_0$, three equations are needed to be solved to determine the three unknown parameters. If lifetime enhancement factor can be measured at three different test temperatures, the three unknowns can be solved simultaneously. Through this approach, the SFT can also be determined accurately. Further work will be done in this area.

### 4.5.1.5 Summary

In this section, the decreasing lifetime enhancement effect with increasing stress current for EM was observed experimentally for Cu interconnect. Based on EM void location and the increasing EM lifetime with increasing current density, EWF is not the dominant driving force for intrinsic EM failure in M2 test structure. Using the established SIV time to failure formulations, the analytical formulation for the lifetime enhancement factor is derived and the numerical analysis shows that that the reservoir extension is very effective to enhance the EM reliability under normal operating conditions.

### 4.5.2 Width transition structure studies in Cu interconnect

Usually, the EM reliability of an interconnect system is assessed by accelerated life test of representative test structure. Commonly, M1 and M2 line-via test structures are used for EM reliability assessment of copper damascene interconnection system [85, 120]. However, real chip interconnection often contains narrow-to-wide or wide-to-narrow width transition [121]. In contrast to the constant width test structure, it is therefore required to study the EM behavior of width transition test structure to predict
EM life-time more precisely. For a given width transition interconnect, direction of electron flow (from narrow-to-wide segment and wide-to-narrow segment), ratio of segment lengths and failure location are of paramount importance for that interconnect system. Such results on EM would be useful for IC interconnect layout design.

Although attempt is made to study EM behavior in width transition test structure for Al-based interconnect system [121], little is known for the case of Cu-based interconnect system besides the work presented by Christine et al. [80] in IRPS 2008 for Cu/low-k interconnect system. To our knowledge, the EM behavior on the direction of electron flow in width transition structure is not addressed.

In this section, we investigate the EM behavior for submicron dual damascene Cu/oxide interconnects, with special focus on the direction of electron flow (from narrow-to-wide segment and wide-to-narrow segment) and the impact of the ratio of the lengths of narrow to wide segments in width transition test structures. Finite element model (FEM) is developed to understand the mechanisms of EM in the width transition test structures.

4.5.2.1 Experiments

A schematic diagram of the test structure employed in this study is shown in Figure 4.21. EM test structures of length 300 μm (=L₁+L₂) with line width of 0.28 μm (=W₁) and 0.56 μm (=W₂=2W₁) are fabricated using 180 nm copper/oxide dual damascene technology. The first inter-metal dielectric (IMD) stack consists of plasma enhanced chemical vapour deposited (PECVD) layer of 50 nm SiN and 800 nm undoped silicate glass (USG) on top of the p-Si substrate using Novellus concept two Sequel Express PECVD system. M1 trench was patterned using 248 nm lithography system and the USG
layer was etched using a fluorine-based dry-etch chemistry in TFL 85 DRM oxide etcher. Photoresist stripping and wet clean were performed to ensure polymer residue-free trenches.

![Figure 4.21: Schematic of width transition test structure](image)

Formation of Cu metallization in these trenches involved depositing a stack of 25 nm Ta barrier and 150 nm Cu seed by physical vapor deposition (PVD) in Applied materials PVD/CVD Endura HP 5500 followed by 0.6 μm electrochemically plated (ECP) Cu layer using Novellus SABRE system. A 50 nm thick SiN layer was deposited after CMP process to serve as Cu cap layer. Then layers of 800 nm USG, 50 nm SiN and 500 nm USG were deposited as IMD-2 in which 50 nm SiN serve as trench-2 stop layer. Via and M2 trench were then formed by a via-first dual damascene process. The M1 (lines connected to pads) were short so that voids would be expected to form in M2 line. The lines are of 0.35 μm thick and the via diameter (connecting M1 and M2 lines) is of 0.26 μm. As final process step, all wafers were annealed at 350°C for 30 minutes.

High precision electrical resistance measurements are conducted at room temperature (26 °C) as well as elevated temperatures (300 °C) before the actual EM test on the
samples (in these measurements, a low magnitude of test current is used to avoid Joule heating). The ratio of the standard deviation to the average resistance over large sample size is found to be less than 5% implying tight distribution of the sample resistance. This, together with the effective room temperature resistivity of $1.6 \pm 0.2 \mu\Omega$-cm and temperature coefficient of resistivity of $(3.8 \pm 0.2) \times 10^{-3}/°C$ are the indication of the good quality of our sample integration process. These electrical measurements are conducted to ensure that the actual EM experiments are conducted on good quality samples and to gain confidence on our EM experimental results [122]. The typical sample resistance (at room temperature) data is shown in Figure 4.22.

![Sample resistance data measured at room temperature.](image)

Three accelerated package level EM experiments are conducted using AETRIUM® reliability tester. At least 13 samples are tested in each experiment. In these EM experiments, test temperature of 300 °C and current density of 2 MA/cm² (with respect to the narrow segment) are employed as stress conditions. The failure criterion in these experiments is the 10% increase of the sample resistance. The structural description, direction of electron flow and EM results are summarized in Table 4.7. Extensive physical failure analysis on failed samples is conducted by FIB-SEM system.
Table 4.7: EM test data. The symbol ‘σ’ represents ‘log-normal sigma’.

<table>
<thead>
<tr>
<th>Expt.No.</th>
<th>L₁/W₁ (μm)</th>
<th>L₂/W₂ (μm)</th>
<th>$e^{-}$-flow direction</th>
<th>$t_{50}$ (hrs)</th>
<th>σ</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>150/0.28</td>
<td>150/0.56</td>
<td>L₁ to L₂</td>
<td>71.40</td>
<td>0.2</td>
</tr>
<tr>
<td>2</td>
<td>150/0.28</td>
<td>150/0.56</td>
<td>L₂ to L₁</td>
<td>189.29</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>229.31</td>
<td>0.3</td>
</tr>
<tr>
<td>3</td>
<td>20/0.28</td>
<td>280/0.56</td>
<td>L₂ to L₁</td>
<td>117.27</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>176.82</td>
<td>0.3</td>
</tr>
</tbody>
</table>

Superscript ‘a’ and ‘b’: a data obtained from single mode analysis; b data obtained after removal of early failure modes.

4.5.2.2 AFD simulation

A 3 dimensional AFD based coupled field FEM is developed to understand the EM characteristics as observed experimentally. By virtue of the symmetry of the structure, only half of the model is simulated. The finite element model is meshed with hexagonal elements as shown in Figure 4.23.

The finite element models developed here consist of two steady state analyses, namely a direct coupled analysis with the current and the temperature fields, and an analysis with indirect coupling between the temperature and the mechanical stress fields. In the electrical-thermal analysis, the substrate bottom surface is kept at constant EM test temperature (300 °C) and constant current density (2 MA/cm² with respect to narrow segment) is applied to the Cu interconnect. The nodal temperatures are then retrieved from this stage for use in the thermal-mechanical analysis. In the thermal-mechanical analysis, the following boundary conditions are applied: 1) the substrate bottom is kept fixed with zero displacement and 2) the vertical symmetric plane is constrained to remain vertical arising from the mirror symmetrical nature of the structure under consideration.
User subroutines are developed to calculate the total AFD from the coupled field electrical-thermo-mechanical analyses. A detail description of the model with formulations can be found elsewhere [123]. Commercial finite element software ANSYS® is employed for this work.
4.5.2.3 Results and discussions

The mono-modal cumulative distribution functions (CDFs) of the EM failures are shown in Figure 4.24. From the failure distributions shown in Figure 4.24, one may suspect that there could be bi-modal failure mechanism particularly, in the second and third experiment (note that σ’s of these two experiments are quite high). These two failure modes could be the most commonly observed failure mode at the cathode side in M2 test line and the failure mode at the width transition location in the test line as this is the location of flux divergence caused by the structural inhomogeneity [121]. Hence, physical failure analysis is conducted at the both locations. Interestingly, width transition location is not found as a failure site in any of our experiments. Representative micrographs of failed samples are shown in Figure 4.25. Extensive physical failure analysis leads us to conclude that there exists only one failure mode similar to that is shown in Figure 4.25(a).

Figure 4.24: Mono-modal EM failure distributions for width transition test structure.
Figure 4.25: SEM micrographs of failed units (dotted arrow shows the direction of electron flow). (a) Near cathode. (b) The width transition location is shown by a circle.

Because of the existence of single mode failure mechanism, we can treat the first few failures in second and third experiments as early failures (infant mortality [45]). Although the mechanism of failure is same in all the samples in the last two experiments, statistically it is required to consider bi-modal failure distribution due to the presence of early failures, so that we can obtain the actual failure distribution related to the wear-out EM. With this consideration, the failure distributions are shown in Figure 4.26. Note that the three failure distributions in Figure 4.26 are quite parallel to each with $\sigma$’s in the range of 0.2 to 0.3, indicating that the distributions are quite tight with the attribution of a strong single mode failure.

Figure 4.26: EM failure distribution after early failure are removed. The early failure are considered as one of the failure modes in the bi-modal failure statistics. In order to obtain the CDF’s, ‘maximum likelihood method’ is employed with 95% confidence bounds.
The AFD distribution obtained from FEM is shown in Figure 4.27. From the AFD distribution, it can be found that the maximum AFD location is the inner corner of the via near the cathode. This location is indeed found as the failure site through physical failure analysis as shown in Figure 4.25(a).

![Figure 4.27: AFD (atoms/μm^3·sec) distribution in width transition test structure. (a) r = 0.5 and (b) r = 0.07.](image)

From Table 4.7, we can see that the EM life-time is significantly shorter when the electron flow direction is from narrow-to-wide segment. When the current is going from the narrow to wide line, only the narrow line portion will have the possibility of void, and hence its t_{50} will be governed by the current density computed using the narrow line width. On the other hand, when the current is going from the wide to narrow, only the wide line portion will have the possibility of void, and its t_{50} will be determined by the current density calculated using the wide line width. As the wide line width is two times larger than that of narrow line width, the current density computed using the narrow line width will be double of that computed using the wide line width. If we use the Black
equation to compute, and assume that the current density exponent is 1, then $t_{50\text{wide}}/t_{50\text{narrow}}=2$, and our experimental result is 2.65. Hence the “extra” $t_{50\text{wide}}$ is believed to be due to the larger critical void size for 10% resistance in the wide line as the Black’s equation does not take into account of the critical void size. If we use the current density exponent of 2, then $t_{50\text{wide}}/t_{50\text{narrow}}=4$, which is too high to explain our results. Although one can adjust the $n$ to have the ratio match the experimental results, $n$ will be 1.4. As was mentioned by Lloyd [124], $n$ must be either 1 or 2 in order for the physics to make sense, thus we can see that the longer $t_{50}$ as current going from wide to narrow line is attributed to the reduced current density and the larger critical void size needed for 10% resistance in the wide line. Additionally, the resistance increase behavior for the case of wide-segment cathode is found to be more gradual as compared to the case of narrow-segment cathode.

Also, from Table 4.7, it can be found that with the decrease in the ratio ($r = L_1/L_2$) of the lengths of narrow to wide segments (with $L_1+L_2 = \text{constant}$), significantly shorter EM life-time is obtained. This is because the EM mass-transport in Cu dual damascene structure is mainly governed by Cu/Cap interface and the quality of the chemical-mechanical-polishing (CMP) technique. As the defect density (generated by CMP) is uniform, it is quite obvious that total number of defects will increase when the length of the wide segment increases (or the ratio $r$ decreases). The result of the increase in the number of defects and since the presence of defects is the governing parameter of EM transport; the EM life-time becomes shorten with the decrease in the ratio $r$.

4.5.2.4 Summary

We demonstrated the EM characteristics as a function of electron flow direction and ratio of the lengths in width transition Cu damascene test structure. It is found that EM
life-time significantly shorten when the electron flow direction is from narrow-to-wide segment. Therefore, such electron flow direction should be chosen for EM reliability assessment to avoid over estimation from electron flow direction dependent life-time. Apart from the electron flow direction dependence, it is also found that the EM life-time is a strong function of the ratio of the lengths of narrow and wide segments for width transition test structure. Detail EM dependences with varying r, varying test current density, and two different electron flow direction is the proposal for future work.

4.5.3 Blech effect in Cu interconnects with oxide and low-k dielectrics

The electron wind force pushes copper atoms from cathode to anode and the accumulation and depletion of Cu atoms at anode and cathode ends respectively produces a backflow stress gradient in the interconnect. This stress gradient opposes the electric wind force and reduces the impact of the electron wind force on atomic movement, and thus enhances its EM lifetime. Blech demonstrated that there existed a threshold condition, defined by \((jL)_c\), below which the interconnect becomes immortal in terms of its EM lifetime [50], where \(j\) is the current density in the interconnect and \(L\) is the length of the interconnect. This \((jL)_c\) is called the Blech Product. This phenomenon is useful and has been employed in circuit design, allowing higher current density in shorter interconnects with high reliability.

Blech product is affected by many factors such as the mechanical properties of inter-level dielectrics (ILD), temperature of the interconnect, interconnect material properties etc. Blech product for Cu/oxide interconnect was shown to be 2 to 3 times higher than the value observed in Al (Cu)/oxide interconnects. The higher value of the Blech product in
Cu may be due to the higher Young’s Modulus of Cu (~104GPa) as compared to that in Al (~69GPa) [125].

For low-k interconnects, Blech product was shown to be lower than their oxide counterpart due to the lower mechanical strength of the low-k ILD [126]. The weak confinement by low-k materials decreases the backflow stress, resulting in an increase of the net drift velocity of atoms and a reduction of EM lifetime.

As the Blech effect affects the EM lifetime of an interconnect, and all the EM tests are conducted at higher temperature, it is important to examine the temperature dependence of the Blech product. Wang et al. [127-129] found experimentally that the Blech product was temperature dependent for the temperature range of 295-400 °C. They attributed this phenomenon to the temperature-dependent mechanical properties of the interconnect materials. On the other hand, Lee found that Blech product was independent of temperature within the temperature range of 340-400 °C for Cu/oxide interconnects [130].

In this section, we investigate the mechanism of the temperature dependence of the Blech product for both the Cu/oxide and Cu/low-k interconnects. Using finite element modeling (FEM), we demonstrate that Blech product should be temperature dependent at high temperature if the inelastic behavior of Cu is considered. This inelastic behavior has not been taken into consideration in the previous works. The simulated Blech product is found to be consistent with the literature reported values.

4.5.3.1 Model description

A 3D simplified finite element (FE) model is constructed using commercial FEM software ANSYS®. By virtue of the symmetry of the structure, only half of the model is
simulated. The test line has a thickness and a width of 0.35 and 0.28 μm, respectively. The Ta diffusion barrier and SiN cap layer are also included as shown in Figure 4.28.

The stress and strain values of the Cu interconnect are computed using ANSYS thermo-mechanical analysis element *solid45* with the following boundary conditions: 1) the substrate bottom is fixed with zero displacement and 2) the vertical symmetric plane is constrained to remain vertical arises from the mirror symmetrical nature of the structure under consideration.

The low-k ILD considered in this work is Carbon-doped Oxide (CDO). The SiO₂, Si, Ta, SiN and CDO are all taken to be isotropic linear elastic solids. However, a commonly used bilinear model is employed for Cu with a linear dependence of the initial yield strength with temperature. At 20 °C and 350 °C, yield strengths of Cu are 676 MPa and 165 MPa, respectively [131]. The stress-strain behavior for the bilinear model is shown in Figure 4.29.
Critical stress and Blech product evaluations

The net atomic flux as a result of electron wind force and backflow stress can be expressed as [132]

\[
J = \frac{DC}{k_B T} \left( \rho jeZ^* - \Omega \frac{\delta \sigma}{\delta x} \right)
\]  

(4.46)

where \(D\) is the atomic diffusivity of Cu, \(C\) is the Cu atom concentrations, \(k_B\) is the Boltzmann’s constant, \(T\) is the temperature of the interconnect, \(\rho\) is the resistivity, \(j\) is the current density, \(e\) is the fundamental electron charge, \(Z^*\) is the effective charge number, \(\Omega\) is the atomic volume, and \(\sigma\) is the backflow stress. Under the Blech effect, the backflow stress is fully balanced by the electron wind force,

\[
(j \cdot L)_c = \frac{\Omega \sigma_{\text{crit}}}{\rho e Z^*}
\]

(4.47)

The calculation of critical stress \(\sigma_{\text{crit}}\) for Cu interconnect in Eq. (4.47) is formulated in the next paragraph. It is strongly dependent on the confinement on the Cu structure imposed by the surrounding ILD, the barrier metal and cap layer. This critical stress is contributed by various stress components present in Cu interconnects such as backflow stress, thermo-mechanical stress, etc. For simplicity, we only consider the backflow stress
in this work. The effect of thermo-mechanical stress will be briefly discussed in the next section. \( \rho Z^* \) is an intrinsic material property of Cu, and is independent of temperature [133]. In Eq. (4.47), all the parameters are independent of temperature except the critical stress, so we can focus our study on the temperature effect of the critical stress.

For EM along a thin line, it was understood that local stress relaxes to a hydrostatic state long before diffusion along the line reaches a steady state [17], so the stress is taken to be hydrostatic in the present work. The stress can form a void in the interconnect if the associated strain energy relief \( W_{\text{strain}} \) is sufficient to supply the required interface energy for the formation of a void. The strain energy relief is given by

\[
W_{\text{strain}} = \frac{1}{2} V_{\text{relaxation}} \sum_{i=1,2,3} \varepsilon_i \sigma_i = \frac{3}{2} \varepsilon_H \sigma_H V_{\text{relaxation}}
\]  

(4.48)

where \( \varepsilon_i \) and \( \sigma_i \) are referring to the strain and stress in the principal axes. \( \varepsilon_H \) is the hydrostatic strain with \( \sigma_H \) being the corresponding hydrostatic stress. \( V_{\text{relaxation}} \) is the stress relaxation volume over which the stress is completely relaxed. The volumetric strain is generated due to the backflow stress by [83]

\[
\frac{\sigma_H}{B} = \varepsilon_{\text{vol}}
\]

(4.49)

where \( B \) is the effective bulk modulus which describes the confinement on the metal line by the surrounding materials. The calculation of \( B \) by FEM is detailed in Ref. [134]. \( \varepsilon_{\text{vol}} \) can be approximated as \( 3 \varepsilon_H \) for a rectangular cross section interconnect as can be derived easily as follows. Assume an interconnect with the dimensions of \( L \times W \times H \), the volumetric strain of the interconnect is

\[
\varepsilon_{\text{vol}} = \frac{LWH - LWH(1 - \varepsilon_H)^3}{LWH} = 3\varepsilon_H - 3\varepsilon_H^2 + \varepsilon_H^3 \approx 3\varepsilon_H
\]

(4.50)

By combining Eqs. (4.48) and (4.49), we have
\[ W_{\text{strain}} = \frac{\sigma^2_n}{2B} V_{\text{relaxation}} \]  

On the other hand, the interface energy is given by

\[ W_{\text{int}} = A_{\text{void}} \gamma \]  

where \( A_{\text{void}} \) is the surface area of the initial void along the Cu/SiN interface and \( \gamma \) is the interface energy per unit area. Here we consider voids are formed along the Cu/SiN interface as typically observed [100]. For void to form, the minimum hydrostatic stress required can therefore be determined from Eqs. (4.51) and (4.52) as follows,

\[ \sigma_{\text{crit}} = \sqrt{\frac{2A_{\text{void}}\gamma B}{V_{\text{relaxation}}}} \]  

Equation (4.53) shows that the critical stress is proportional to the square root of the product of effective bulk modulus and interface energy, which is also reported by Zhai et al.,[135]. This implies that the critical stress for void nucleation is determined by the Cu/cap interface condition and the mechanical properties of interconnect materials. The ratio \( A_{\text{void}} / V_{\text{relaxation}} \) depends on the specific fabrication process and is assumed to be constant for particular interconnect as obtained experimentally [132]. Substitute Eq. (4.53) into Eq. (4.47), we have

\[ j \cdot L_C = \frac{\Omega}{\rho e Z'} \sqrt{\frac{2A_{\text{void}}\gamma B}{V_{\text{relaxation}}}} \]  

In this work, B is determined through FEM simulation and the rest of the parameters in Eq. (4.54) are taken from references as listed in Table 4.8. Equation (4.54) implies that a good passivation condition will lead to a higher Blech product due to higher interface energy. It can also be seen that interconnects with higher ILD mechanical strength are associated with a higher Blech product due to higher effective bulk modulus.
Table 4.8: Simulation parameter list

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Material</th>
<th>Value</th>
<th>Ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atomic concentration Cu</td>
<td>Cu</td>
<td>$8.44 \times 10^{-28}/m^3$</td>
<td>[72]</td>
</tr>
<tr>
<td>product of $\rho Z^*$ Cu</td>
<td>Cu</td>
<td>$6.68 \times 10^9 Wm$</td>
<td>[76]</td>
</tr>
<tr>
<td>Interface energy (Cu/SiO$_2$)</td>
<td>Cu/cap</td>
<td>5 J/m$^2$</td>
<td>[100]</td>
</tr>
<tr>
<td>Interface energy (Cu/CDO)</td>
<td>Cu/cap</td>
<td>2 J/m$^2$</td>
<td>[100]</td>
</tr>
<tr>
<td>Young's modulus Cu</td>
<td>Cu</td>
<td>129.8 GPa</td>
<td>[131]</td>
</tr>
<tr>
<td>Young's modulus CDO</td>
<td>CDO</td>
<td>7.76 GPa</td>
<td>[136]</td>
</tr>
<tr>
<td>Young's modulus SiO$_2$</td>
<td>SiO$_2$</td>
<td>71.4 GPa</td>
<td>[72]</td>
</tr>
<tr>
<td>$A_{\text{void}}/V_{\text{relaxation}}$ Cu</td>
<td>Cu</td>
<td>0.0008/μm</td>
<td>[100]</td>
</tr>
<tr>
<td>Electronic charge</td>
<td>-</td>
<td>$1.6021 \times 10^{-19}$ C</td>
<td>-</td>
</tr>
</tbody>
</table>

4.5.3.3 Results and discussions

Figure 4.30 shows the calculation results of effective bulk modulus for both Cu/oxide and Cu/CDO interconnects. The calculated \( B \) is in the range of 25~32 GPa for Cu/oxide interconnect within the temperature range 50~350 °C, close to the value reported by Hau-Riege et al. [134]. Further more, as temperature increases above 200 °C, \( B \) decreases gradually to account for the plastic deformation. \( B \) for Cu/CDO interconnects has the same trend with respect to temperature as their oxide counterpart. The large difference in the magnitude of \( B \) between Cu/oxide and Cu/CDO interconnects is due to the lower mechanical properties of CDO as compared to SiO$_2$ as shown in Table 4.8 [45].

![Figure 4.30: Simulation results of effective bulk modulus for both Cu/oxide and Cu/CDO interconnects.](image-url)
As depicted in Figure 4.31, the calculated Blech product of Cu/oxide interconnect is in the range of 3600~4100 A/cm within the temperature range of 50~350 °C. By taking plastic deformation at high temperature into consideration, the Blech product drops above 200 °C. Wang et al. [128] reported Blech product in the range 2660~3940 A/cm in the temperature range 295~400 °C, close to our simulated values.

![Figure 4.31: Simulation results of Blech product for both Cu/oxide and Cu/CDO interconnects](image)

It is noteworthy that our simulated temperature dependence is not as strong as the experimental observations. This discrepancy may arise due to some factors which are not considered in the analysis such as aspect ratio, microstructure, process specification, etc [130]. The simulated Blech product for Cu/CDO interconnect is in the range of 1600~2500 A/cm, lower than their oxide counterpart due to lower critical stress. The drop in the Blech product for Cu/low-k interconnect was also reported experimentally [83]. Besides, it is found that the temperature dependence of Blech product for Cu/CDO interconnect is much stronger than Cu/oxide interconnect as observed in Figure 4.31. This result shows that low-k interconnect is more prone to plastic deformation which is also consistent with experimental findings [137].

As indicated by Eq. (4.54), Blech product can be improved by either using a mechanically stronger ILD material or improve the interface between Cu/cap layer.
However, since all low-k materials are mechanically weak, Blech product can only be improved by a proper interface treatment of Cu/cap interface.

In practical situation, the presence of thermo-mechanical stress further complicates the study of Blech effect. Since Cu interconnects are fabricated through many thermal processes at different temperatures, it is very difficult to estimate the stress free temperature (SFT). We consider a simple case where a uniform thermo-mechanical stress is distributed along the metal line as shown in Figure 4.32. Without the thermo-mechanical stress, the steady state backflow stress is less than the critical stress, so the metal line is immortal. With the thermo-mechanical stress, the total stress at the cathode exceeds the critical stress which results in EM failure. In other words, the maximum backflow stress which can be sustained by the interconnect is lowered in the presence of the tensile thermo-mechanical stress, resulting in lower Blech product.

![Figure 4.32: A tensile thermo-mechanical stress is added to the metal line. The maximum backflow stress which can be sustained by the interconnect is reduced, resulting in a lower Blech product.](image)

### 4.5.3.4 Summary

In this part of study, we have demonstrated that the Blech product is lower for Cu interconnects at high temperature due to its inelastic behavior. Besides, we also prove that the effect of inelasticity is more dominant in low-k interconnects. The present findings suggest that, for future narrow low-k interconnects, the inelastic behavior of Cu at high...
temperature will further degrade the EM lifetime. This is because for low-k interconnects, they are more prone to plastic deformation [132] and the interface between interconnects and dielectrics are more significant due to the larger surface to volume ratio. In such situation, a good passivation is needed to improve the EM lifetime.

### 4.6 Enhancement of EM Test Accuracy

The influence of the current density \( j \) and metal line temperature \( T \) on the median time to failure (MTF) \( t_{50} \) is described by the Black’s equation [10],

\[
t_{50} = A \cdot j^{-n} \cdot e^{\frac{E_a}{k_BT}}
\]

(4.55)

where \( E_a \) is the activation energy, \( n \) is the current density exponent, \( A \) is a parameter sensitive to the fabrication process and the geometry of the interconnect, and \( k_BT \) has the usual meaning. Electromigration experiments are normally conducted at higher current densities and temperatures than expected in service conditions to shorten the test time.

As the current density is increased dramatically with shrinking device dimensions, the interconnect temperature can be much higher than the oven temperature due to Joule heating effect in the packaging level EM testing. Joule heating effect is also strongly dependent on the interconnect systems. Joule heating in multi-level metallization is more significant than that in single level metallization [138]. The thickness of substrate also has a strong effect on the temperature increment by Joule heating [74]. With continuous increasing of stress current and implementation of low-k dielectrics as inter-level dielectric (ILD), Joule heating is becoming more prominent [139].
The interconnect temperature increment due to Joule heating is usually estimated by utilizing the temperature coefficient of resistivity (TCR) of the metallization in EM test [85]. Joule heated sample resistance and non-Joule heated sample resistance are measured at the test temperature and this together with the measured or given TCR, can be used to estimate the temperature rise due to Joule heating. It is important to measure the actual interconnect temperature accurately because $t_{50}$ is in general a function of $\exp(Ea/k_BT)$ as shown in Eq. (4.55). In practice, the actual interconnect temperature can deviate from the estimated interconnect temperature due to the oven temperature variations, individual interconnect sample resistance variations, the accuracy of measured TCR, etc. With more severe Joule heating expected in future low-k interconnects, the sample resistance variations are becoming more important since Joule heating is dependent on the sample resistance, resulting in higher temperature variations in interconnects. The variations of the interconnect temperatures can lead to the variations of experimentally determined \(Ea\) and \(n\) although the actual \(Ea\) and \(n\) does not change. This implies a varying accelerating factor, which shall lead to inaccurate extrapolated EM lifetime. So far, it remains unclear how a variation in interconnect temperature affects the experimentally determined \(Ea\) and \(n\) quantitatively.

In this study, we perform quantitative investigations on how the variations of interconnect temperature affect EM activation energy \(Ea\) and current density exponent \(n\). First we consider a typical Cu/low-k interconnect. The Joule heating effect and the associated temperature variation are estimated using FEA under typical experimental conditions. Only oven temperature variation and sample resistance variation are considered in contributing the interconnect temperature variations. The variation of \(Ea\) due to the variation of interconnect temperature is derived analytically so that the variation of \(Ea\) can be estimated once the temperature variation is known. It is found that a small variation of \(Ea\) can lead to a large fluctuation in the projected interconnect
lifetime. The variation formulation for $n$ is also derived so that it can be estimated once the temperature deviation is known. Both formulations can provide a quick and accurate assessment on the variation of EM parameters due to interconnect temperature variation under Joule heating effect.

### 4.6.1 Temperature variation in interconnects

Interconnect temperature in oven EM test can be expressed as

$$T = T_{\text{oven}} + \Delta T_{\text{joule}}$$  \hspace{1cm} (4.56)

where $T_{\text{oven}}$ is the oven temperature and $\Delta T_{\text{joule}}$ is the temperature increment due to Joule heating. For typical high temperature oven used in EM test,

$$T_{\text{oven}} = T_{\text{set}} + \Delta T_{\text{oven}}$$  \hspace{1cm} (4.57)

where $T_{\text{set}}$ is the oven temperature setting and $\Delta T_{\text{oven}}$ is the temperature variation of the oven. Typical oven shows 1% uniformity in the spatial temperature distribution as in the specification for Blue M$^\text{TM}$ oven. Therefore, $\Delta T_{\text{oven}} = \pm 0.01 \cdot T_{\text{set}}$.

Temperature rise due to Joule heating is formulated as [85]

$$\Delta T_{\text{joule}} = \frac{\Delta R}{TCR \cdot R_0}$$  \hspace{1cm} (4.58)

In Eq. (4.58), $\Delta R$ is the resistance difference between the Joule heated sample resistance $R_J$ and non-Joule heated sample resistance $R_N$, $R_0$ is the sample resistance at 0 °C and TCR is also referenced at 0 °C. It is noted that $\Delta R$ is dependent on stress current, non-Joule heated sample resistance and TCR. Depending on the manufacturing process, the initial sample resistance can have a variation up to 10 % [122], leading to different $\Delta T_{\text{joule}}$ among different samples. Besides that, TCR is also different among the samples as it is dependent on the microstructure of the sample [140]. For Cu interconnect, constant TCR
cannot be used because Cu resistivity is no longer linearly dependent on temperature above 200 °C [119]. All the above-mentioned facts result in the fluctuations of $\Delta T_{joule}$, especially in the presence of severe Joule heating.

To simplify the analysis, we only consider the fluctuation of resistance among the samples and temperature variation in the oven in this work. In fact, this is an optimistic assumption because the TCR variations shall further increase the interconnect temperature variations. We denote the variation of interconnect temperature $T$ in Eq. (4.56) as $\varepsilon$. From Eqs. (4.56) and (4.57),

$$\varepsilon = \Delta T_{oven} + \frac{\partial \Delta T_{joule}}{\partial R_N} \times \Delta R_N = \Delta T_{oven} + \varepsilon_{joule}$$  \hspace{1cm} (4.59)$$

$\varepsilon_{joule}$ in Eq. (4.59) is the variation of the temperature increment ($\Delta T_{joule}$) under Joule heating effect which is due to the variation of sample resistance and it is estimated by FEA as shown below.

Joule heating effect is estimated by the coupled field electrical-thermal analysis using finite element software ANSYS® for a typical Cu/low-k interconnect. The finite element model has been described in Section 4.3.2 and the finite element mesh is shown in Figure 4.4. Low-k material carbon-doped oxide (CDO) is chosen as the dielectrics in this work. The material properties are taken from Ref. [40]. In the analysis, the substrate bottom surface is kept at constant EM test temperature with a pre-determined current density applied to the interconnect. Current densities ranging from 0.01 to 6 MA/cm² are chosen to assess the Joule heating effect. Four different EM test temperatures are chosen to investigate the impact of EM test temperatures on Joule heating effect. The simulation results are summarized in Table 4.9.
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Table 4.9: Joule heating effect at different test temperatures and current densities for Cu/CDO interconnects.

<table>
<thead>
<tr>
<th>Current density (MA/cm²)</th>
<th>Temperature (°C)</th>
<th>100</th>
<th>200</th>
<th>300</th>
<th>400</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td></td>
<td>100</td>
<td>200</td>
<td>300</td>
<td>400</td>
</tr>
<tr>
<td>0.5</td>
<td></td>
<td>100.55</td>
<td>200.72</td>
<td>300.88</td>
<td>400.97</td>
</tr>
<tr>
<td>1</td>
<td></td>
<td>102.23</td>
<td>202.90</td>
<td>303.57</td>
<td>403.91</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>109.08</td>
<td>211.81</td>
<td>314.54</td>
<td>415.94</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>139.61</td>
<td>251.51</td>
<td>363.42</td>
<td>469.48</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>191.07</td>
<td>318.43</td>
<td>445.79</td>
<td>559.75</td>
</tr>
</tbody>
</table>

From Table 4.9, at a test temperature of 300 °C and current density of 4 MA/cm², the temperature increment is 63.42 °C, close to the 65 °C as reported by Wu et al. [141] for the same stress conditions for low-k interconnect. For the same test temperatures, the temperature increment is proportional to the square of current density, which shows the temperature increment is indeed due to the Joule heating effect. It is also noted that under the same current density, the temperature increment is higher for higher test temperature.

For $\varepsilon$ in Eq. (4.59), $\Delta T_{oven}$ is dependent on the oven temperature. The variation of temperature increment under Joule heating, $\varepsilon_{joule}$ is estimated by FEA. For illustration, we choose a typical stress current of 4 MA/cm² and a typical 10% variation in interconnect resistance [122]. The change of interconnect resistance is computed by changing Cu resistivity values in the material library in the FEA simulations. $\varepsilon_{joule}$ in Eq. (4.59) under a combination of different oven temperatures and resistivity is simulated and the results are summarized in Table 4.10. It is noted that $\varepsilon_{joule}$ is dependent on the resistivity variation and the Joule heating effect. The temperature variation will be much lower if a smaller current density is used in the EM test.

As shown in Table 4.10, lower Cu resistivity lead to a negative temperature variation since the generated Joule heat is linearly dependent on the resistivity. Table 4.10, together with $\Delta T_{oven}$, will be used for the numerical calculations in the following sections.
Table 4.10: The temperature increment under Joule heating effect and its variations at different oven temperature and interconnect resistivity. The simulation is based on Cu/CDO interconnect with a current density of 4 MA/cm².

<table>
<thead>
<tr>
<th>Oven temperature (°C)</th>
<th>( \Delta T_{joule} ) in Eq. (4.58) (°C)</th>
<th>( \varepsilon_{joule} ) at 0.9( \rho_0 ) (°C)</th>
<th>( \varepsilon_{joule} ) at 0.95( \rho_0 ) (°C)</th>
<th>( \varepsilon_{joule} ) at ( \rho_0 ) (°C)</th>
<th>( \varepsilon_{joule} ) at 1.05( \rho_0 ) (°C)</th>
<th>( \varepsilon_{joule} ) at 1.1( \rho_0 ) (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>150.00</td>
<td>45.57</td>
<td>-6.43</td>
<td>-3.16</td>
<td>0.00</td>
<td>3.48</td>
<td>7.08</td>
</tr>
<tr>
<td>200.00</td>
<td>51.52</td>
<td>-7.19</td>
<td>-3.53</td>
<td>0.00</td>
<td>3.90</td>
<td>7.92</td>
</tr>
<tr>
<td>250.00</td>
<td>57.47</td>
<td>-7.95</td>
<td>-3.91</td>
<td>0.00</td>
<td>4.31</td>
<td>8.75</td>
</tr>
<tr>
<td>300.00</td>
<td>63.42</td>
<td>-8.71</td>
<td>-4.28</td>
<td>0.00</td>
<td>4.72</td>
<td>9.59</td>
</tr>
<tr>
<td>350.00</td>
<td>69.55</td>
<td>-9.47</td>
<td>-4.65</td>
<td>0.00</td>
<td>5.13</td>
<td>10.43</td>
</tr>
<tr>
<td>400.00</td>
<td>75.67</td>
<td>-10.23</td>
<td>-5.03</td>
<td>0.00</td>
<td>5.54</td>
<td>11.26</td>
</tr>
</tbody>
</table>

4.6.2 The effect of test temperature on Joule heating effect

The first law of thermodynamics states that energy is conserved. For Cu interconnect, majority of the heat is transferred to the substrate bottom through conduction [74, 138]. In the steady state, the temperature of interconnect is stabilized \( (\delta T / \delta t = 0) \), therefore, the Joule heating is fully balanced by the heat conduction down to the substrate. The amount of Joule heating at test temperature \( T_1 \) and \( T_2 \) can be written as

\[
Q_1 = I^2 \cdot \left[ R_0 \times (1 + TCR \cdot (T_1 + \Delta T_1 - 273)) \right] \tag{4.60}
\]

\[
Q_2 = I^2 \cdot \left[ R_0 \times (1 + TCR \cdot (T_2 + \Delta T_2 - 273)) \right] \tag{4.61}
\]

where \( Q_1 \) and \( Q_2 \) are the generated heat, \( I \) is the interconnect current, \( R_0 \) is interconnect resistance at 273 K, and \( TCR \) is the temperature coefficient of resistivity for the interconnect. It is noted here that the heat generated by Joule heating in Eqs. (4.60) and (4.61) is different due to the fact that interconnect resistance is different.

Through Fourier’s law, the amount of heat \( Q_1 \) and \( Q_2 \) dissipated through conduction to the substrate bottom can be written as

\[
Q_1 = -kA \frac{\Delta T_1}{dx} \tag{4.62}
\]
$Q_2 = -kA \frac{\Delta T_2}{dx}$ \hspace{1cm} (4.63)

where $k$ is the thermal conductivity and $A$ is the conduction area. $k$ and $A$ are the same for the same structure under consideration.

Equate Eqs. (4.60)-(4.63)

$$I^2 \cdot \left[ R_0 \times (1 + TCR \cdot (T_i + \Delta T_i - 273)) \right] = -kA \frac{\Delta T_i}{dx} \hspace{1cm} (4.64)$$

$$I^2 \cdot \left[ R_0 \times (1 + TCR \cdot (T_j + \Delta T_j - 273)) \right] = -kA \frac{\Delta T_j}{dx} \hspace{1cm} (4.65)$$

For the same test structure, divide Eq. (4.64) by Eq. (4.65),

$$\Delta T_2 \cdot (TCR \cdot T_i + 1 - TCR \cdot 273) = \Delta T_i \cdot (TCR \cdot T_j + 1 - TCR \cdot 273) \hspace{1cm} (4.66)$$

It is noted that TCR is process dependent as it is correlated to the median grain size and the defectiveness of the crystal lattice [140]. For Cu interconnects, a departure from a linear dependence becomes evident for temperatures above 200 °C. With the correction function from JEDEC [119], the deviation is within 6% for interconnect temperature below 400 °C. TCR is taken to be 0.0036 for extrapolation until 400 °C, and hence $TCR \cdot 273 \approx 1$. Therefore, Eq. (4.66) is simplified as

$$\Delta T_2 \cdot TCR \cdot T_i = \Delta T_i \cdot TCR \cdot T_j \hspace{1cm} (4.67)$$

Simplify Eq. (4.67), we have

$$\frac{T_2}{T_i} = \frac{\Delta T_2}{\Delta T_i} \hspace{1cm} (4.68)$$

Equation (4.68) is also verified with our finite element simulation results in Table 4.9.
4.6.3 Activation energy variations

Activation energy $E_a$ of EM is often estimated as the slope of $t_{50}$ versus $1/k_BT$ in the lifetime plot. If the line fitting is based on the inaccurate interconnect temperature, the estimated $E_a$ can be different from the actual $E_a$. It remains unknown how the variation of interconnect temperature affects the estimated $E_a$. Also, it is necessary to derive a correction function so that $E_a$ can be re-estimated once the variation in interconnect temperature is known. The re-estimated $E_a$ can fluctuate around a true $E_a$, depending on the interconnect temperature variations.

Consider the EM test at two different temperatures $T_1$ and $T_2$ ($T_1 < T_2$). The stress current $j$ is the same for both cases. The temperature increments are different for both cases as shown in Table 4.9 and they are denoted as $\Delta T_1$ and $\Delta T_2$. $t_{50}^1$ and $t_{50}^2$ are experimentally obtained EM lifetime.

Without considering the temperature increment by Joule heating,

$$t_{50}^1 = A \cdot j^{-n} \cdot e^{E_a/kBT_1}$$  \hspace{1cm} (4.69)

$$t_{50}^2 = A \cdot j^{-n} \cdot e^{E_a/kBT_2}$$  \hspace{1cm} (4.70)

where $E_a$ is the experimentally obtained activation energy without considering Joule heating effect. Combine Eqs. (4.69) and (4.70),

$$E_a = \frac{\ln t_{50}^1 - \ln t_{50}^2}{1/k_BT_1 - 1/k_BT_2}$$  \hspace{1cm} (4.71)

In fact, Eq. (4.71) is the mathematical representation of the slope of $t_{50}$ versus $1/k_BT$ in the lifetime plot.

By including Joule heating effect,
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\[ I_{S0}^1 = A \cdot j^{n} \cdot e^{E_a/k_B(T_1 + \Delta T_1)} \]  
(4.72)

\[ I_{S0}^2 = A \cdot j^{n} \cdot e^{E_a/k_B(T_2 + \Delta T_2)} \]  
(4.73)

where \( E_a \) is the Joule heating corrected activation energy. Combine Eqs. (4.72) and (4.73),

\[ E_a = \frac{\ln I_{S0}^1 - \ln I_{S0}^2}{k_B(T_1 + \Delta T_1) - k_B(T_2 + \Delta T_2)} \]  
(4.74)

\( \Delta T_1 \) and \( \Delta T_2 \) are correlated to the test temperatures by Eq. (4.68). Substitute Eq. (4.68) into Eq. (4.74),

\[ E_a = \frac{\ln I_{S0}^1 - \ln I_{S0}^2}{k_B(T_1 + \Delta T_1) - k_B(T_2 + \Delta T_2)} \]  
(4.75)

Combine Eqs. (4.71) and (4.75),

\[ E_a = E_a \cdot \left(1 + \frac{\Delta T}{T}\right) \]  
(4.76)

Equation (4.76) is the formulation for the joule heating corrected activation energy by including Joule heating effect. It can be seen that the corrected activation energy is higher than the experimentally determined \( E_a \), if Joule heating is not considered. In the derivations, temperature variations due to oven and sample resistance are excluded. It is noted that \( \Delta T \) in Eq. (4.76) is the temperature rise due to Joule heating and \( T \) is the oven temperature. The above derivations reveals the relationship between \( E_a \) evaluated at oven temperature and \( E_a \) evaluated at interconnect temperature including Joule heating effect.

Based on the same principles, we can consider the temperature variation \( \varepsilon \) as \( \Delta T \) in Eq. (4.76) and \( T \) in Eq. (4.76) is the interconnect temperature including Joule heating effect. Equation (4.76) can be re-written as
In Eq. (4.77), $E_a$ is the actual activation energy which is independent on test conditions, and $E'_a$ is the experimentally determine $E_a$. For Cu/low-k interconnect with an $E_a$ of 0.9 eV for interfacial diffusion [86], with the estimated $\varepsilon$ and $T$ in Table 4.10, the experimentally determined $E'_a$ under different oven temperature and Cu resistivity is shown in Figure 4.33.

For interconnect resistivity at $0.9\rho_0$, the temperature variation is negative as shown in Table 4.10. In other words, the estimated interconnect temperature is lower than the actual interconnect temperature and this results in slightly higher estimated activation energy than the actual $E_a$ of 0.9 eV for interfacial diffusion. With higher interconnect resistivity, the estimated $E_a$ decreases. The variation of estimated $E_a$ on oven temperature is small due to the low variation of oven temperature in EM test. For the same interconnect resistivity, higher oven temperature is associated with higher $E_a$ variation as shown in Figure 4.33, but its effect is negligible.
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The variation of $E_a$ in Figure 4.33 shall lead to large variations of $t_{50}$ if these $E_a$ is used in the Black’s equation for lifetime extrapolation. The variation of $t_{50}$ due to the variation of $E_a$ is shown in Figure 4.34. The variation of $t_{50}$ is much higher than that of $E_a$ since $t_{50}$ is exponentially dependent on $E_a$. For the same interconnect resistivity, higher oven temperature is associated with lower $t_{50}$ variation as shown in Figure 4.34.

![Figure 4.34: The variation of EM lifetime due to the variation in $E_a$.](image)

Equation (4.77) is validated in the Joule heating corrected $E_a$ work by Roy et al. [122]. The reported variation of $E_a$ (delta $E_a$) is within 0.01–0.02 eV with $\Delta T=13.83 \, ^\circ C$, $T=275 \, ^\circ C$, $E_a$ is within 0.85–0.88 eV. Using Eq. (4.77), the variation $E_a$ is estimated to be $\sim 0.02 \, eV$, close to the experimentally reported value.

### 4.6.4 Current density exponent variations

Current density exponent $n$ is an indication of EM failure process. It is commonly accepted that $n=2$ is for void nucleation limited failure and $n=1$ is for void growth limited failure [99]. However, $n$ can be larger than 2 due to Joule heating effect [17]. In this work, the correction function for $n$ is derived so that the variation of $n$ can be estimated once the
temperature variation is known. It is noted that $n$ can be greater than two under Blech effect [142]. Therefore, we only consider long interconnect lines where the Blech effect can be ignored in this work.

Consider EM test at two different current densities, $j_1$ and $j_2$ ($j_1 < j_2$) with test temperature $T$. The temperature increment due to Joule heating is denoted as $\Delta T_1$ and $\Delta T_2$.

\[
\ln t_{50}^1 - \ln t_{50}^2 = -n' \cdot \left( \ln j_1 - \ln j_2 \right) \tag{4.80}
\]

By considering Joule heating effect,

\[
\ln t_{50}^1 + \Delta T_1 = -n' \cdot \left( \ln j_1 - \ln j_2 \right) + \frac{E_A}{k_B} \left( \frac{1}{T + \Delta T_1} - \frac{1}{T + \Delta T_2} \right) \tag{4.83}
\]

Combine Eqs. (4.80) and (4.83), we have

\[
n' = n + \frac{E_A \left( \Delta T_1 - \Delta T_2 \right)}{k_B \left( T + \Delta T_1 \right) \cdot \left( T + \Delta T_2 \right) \left( \ln j_1 - \ln j_2 \right)} = n + \Delta n \tag{4.84}
\]

The current density exponent correction factor $\Delta n$ in Eq. (4.84) can be further simplified from the intrinsic nature of Joule heating. The temperature increment can be written as $\Delta T = K \cdot j^2$. Therefore, from Eq. (4.84), $\Delta n$ can be re-written as
\[
\Delta n = \frac{E_A (K_j^2 - K_{j2}^2)}{k_B (T + K_j^2) (T + K_{j2}^2) (ln j_i - ln j_2)} = \frac{E_A \cdot K \cdot (j_i + j_2) \cdot (j_i - j_2)}{k_B (T + K_j^2) (T + K_{j2}^2) (ln j_i - ln j_2)} \tag{4.85}
\]

To obtain \( \Delta n \) as a function of \( j \), we take the limit of \((j_1 - j_2)\) such that \( \lim (j_1 - j_2) = 0 \), and we have

\[
\Delta n = \lim_{(j_1 - j_2) \to 0} \frac{E_A \cdot K \cdot (j + j)}{k_B (T + K_j^2) (T + K_j^2) (ln j)} \cdot \frac{dj}{d(ln j)} = \frac{E_A \cdot K \cdot (j + j)}{k_B (T + K_j^2) (T + K_j^2)} \cdot j
\]

\[
= \frac{2 \cdot E_A \cdot K j^2}{k_B \cdot (T + K_j^2)^2} = \frac{2 \cdot E_A \cdot \Delta T}{k_B \cdot (T + \Delta T)^2} \tag{4.86}
\]

In the above derivations, the temperature variations due to oven and interconnect resistivity are not taken into consideration. In Eq. (4.86), \( T \) is the oven temperature and \( \Delta T \) is the temperature increment due to Joule heating. Similarly, \( \Delta T \) in Eq. (4.86) can be replaced by \( \varepsilon \) and \( T \) shall represent interconnect temperature including Joule heating effect. Equation (4.86) can be rewritten as

\[
\Delta n = \frac{2 \cdot E_A \cdot \varepsilon}{k_B \cdot (T + \varepsilon)^2} \tag{4.87}
\]

The current density exponent variation factor \( \Delta n \) is dependent on the amount of temperature variation \( \varepsilon \), test temperature \( T \), as well as estimated \( E_a \). In other words, the value of \( n \) will be seemingly temperature and current density dependent experimentally.

With the previous determined \( E_a \) in Figure 4.33 and temperature variation in Table 4.10, \( \Delta n \) is plotted with the variation of resistivity as shown in Figure 4.35. The estimated \( \Delta n \) is less than one for the temperature variation considered in this work. Also \( \Delta n \) is smaller for a higher oven temperature.
In the current density exponent correction work by Roy et al. [122], \( E_a = 0.87 \, \text{eV}, \, \varepsilon = 3 \, ^\circ\text{C} \), substitute into Eq. (4.87), \( \Delta n \) is estimated to be 0.18, close to the experimentally corrected \( n \) of 0.1 and 0.2 for narrow and wide interconnects. Therefore, the estimation from Eq. (4.87) is consistent with the experimental values.

### 4.6.5 Summary

In the high current density EM test, the actual interconnect temperature can deviate from the estimated interconnect temperature under severe Joule heating effect. The Joule heating effect and the associated temperature variations are estimated by FEA under typical experimental conditions for Cu/low-k interconnect. The formulations for the variation of \( E_a \) and \( n \) are derived analytically and verified by the recent experimental work. Our numerical analysis show that a negative interconnect temperature variation lead to a higher experimentally determined \( E_a \) and a lower experimentally determined \( n \). From this work, it is found that the experimentally determined \( E_a \) and \( n \) can deviate from the true \( E_a \) and \( n \) due to the interconnect temperature deviations under Joule heating effect.
4.7 Conclusion

In this chapter, we focus on the EM studies through both modeling and experiments. It mainly comprises two parts. In the first part, a modified EM modeling methodology is proposed to improve the EM modeling accuracy. This methodology is based on the driving force approach. Three important driving forces have been considered: EWF, TGIDF, and SGIDF. Their individual mathematical formulations are derived based on Green’s theorem. The formulations are implemented through finite element analysis (FEA), and the EM void nucleation and its growth can be simulated through the developed static and dynamic simulation FEA codes. Thermo-mechanical stress gradient induced driving force is found to be the dominant driving force for EM failure in M2 test structures. The modeling methodology is verified by the experimental results.

In the second part of the chapter, the effect of interconnect design factors on EM is investigated. Lifetime enhancement factor in EM reservoir structures is found to decrease with increasing EM stress current experimentally. The derived analytical formulation for the lifetime enhancement factor shows the reservoir extension is very effective to enhance the EM lifetime under normal operating conditions. In the width transitional structures, EM characteristic is found to be dependent on electron flow direction and ratio of the lengths in width transition Cu interconnects. EM lifetime significantly shorten when the electron flow direction is from narrow-to-wide segment. Lastly, the issue in high temperature and high stress current EM test is presented. The variation of activation energy and current density exponent in Black’s equation is derived analytically. This variation can be taken into account in future EM test in low-k interconnects with severe Joule heating.
5. STRESS INDUCED VOIDING

5.1 Introduction

Stress-induced voiding has been a serious reliability challenge to IC interconnects based on either Al or Cu metallization. The physical mechanism active in interconnects during the development and the relaxation of mechanical stress have been intensively studied [143, 144]. However, there is still lack of explicit account of SIV dependence on material and process factors. In contrast with EM, where Black’s equation has been widely accepted and validated, a closed form lifetime model for SIV has not yet reached a consensus [145]. A lifetime model for SIV is proposed from the energy perspective in Section 5.2. Besides the thermal stress, metallization grain structures, interconnect passivation integrity, interlayer dielectrics (ILD) confinement effect to interconnection and interconnect dimensions are also included in the model. The application of the model is also explored.

The magnitude and state of the stress in the interconnects is greatly affected by the thermo-mechanical properties of the surrounding dielectric materials. Dielectric materials are categorized by the way they are deposited: low-k materials are either chemical vapor-deposited (CVD) or spin-on applied. In the case where SiO$_2$ is used as dielectrics, tensile thermo-mechanical stress is developed in the metal lines because the metal lines have a much larger CTE than the substrate and passivation materials. However, low-k materials have a significantly lower elastic modulus and a higher CTE than Cu. Therefore, different stress characteristics of the interconnects are to be expected in low-k interconnects and
this in turn is expected to result in different failure behaviors of interconnects. Therefore, obtaining a better understanding of stress in both line and via structures is essential to understand the failure mechanism of SIV. Besides SIV, large von Mises stress in low-k interconnects may also result in interconnect failure in the form of plastic deformation [7]. In Section 5.3.1, we compare the SIV phenomena in Cu interconnect with SiO₂ and low-k dielectrics from both FEA and experimental results. In Section 5.3.2, the stress behaviors in Cu interconnects are studied systematically, in particular the effect of dielectrics and interconnect geometry.

5.2 SIV lifetime modeling

Mechanical and electrical reliabilities are the major concerns in modern ultralarge-scale integration (ULSI) interconnect for both Al and Cu based metallization. One cause of mechanical failure is the thermo-mechanical stress caused by the thermal expansion mismatch between the metal line and its surrounding materials. In the fabrication of interconnects, the process temperature can go up to 400 °C during film annealing and dielectrics deposition, thus causing a large thermo-mechanical stress in the interconnects upon their cooling down to room temperature. This high tensile stress can lead to stress-induced voiding (SIV) in the form of open circuit or substantial resistance increase [17].

Pre-existing micro-voids were found in both wide and narrow Cu interconnects under thermo-mechanical stress before electromigration (EM) test [146]. These micro-voids can grow during EM and become fatal voids at the cathode end of an interconnect [53]. Shen et al. [111] found that a large stress-induced void was more prone to growth during
subsequently EM test. Recent studies have also shown that SIV becomes more severe with the incorporation of low-k dielectrics [54].

All the above-mentioned facts lead to the necessity to understand the physics of SIV in metallization. Many studies have been carried out to investigate SIV from different perspectives such as the quality of passivation layer [147], the mechanical strength of interlayer dielectrics (ILD) [55], the microstructure of the film [148], etc, and they indeed affect the thermo-mechanical stress in metallization and hence SIV lifetime. However, there is no existing SIV lifetime model to account for the above-mentioned factors collectively at present. Furthermore, a closed form lifetime formulation for SIV is still under debate [19, 56, 149, 150].

The objective of this work is to present a detailed methodology and derivation of our SIV lifetime model so as to ease future related research works. Based on the fact that SIV is one of the means to release stored strain energy of an interconnection through mass re-distribution, we propose a lifetime model from the energy perspective in the present work. The critical temperature at which SIV is the most severe will also be derived from the lifetime model proposed. Extension of our model to other applications will also be presented in this work.

5.2.1 Theoretical considerations

5.2.1.1 Review of existing lifetime models

Various models have been proposed to understand the SIV phenomenon during high temperature storage (HTS) test. McPherson et al. proposed a power-law creep model as the mechanism for stress relaxation where the thermo-mechanical stress gradient served
as the driving force for vacancy movement [56]. Further improvement was done by Ogawa et al. by introducing the “active diffusion volume” concept, and only those vacancies within the “active diffusion volume” were able to participate in the SIV process [149]. Fischer et al. also derived a phenomenological equation to describe the SIV lifetime [19]. Although some of the models seem to agree with the experimental data, a comprehensive understanding is still lacking. Moreover, lattice relaxation due to strain energy relief near the void region during SIV process has not been considered in the above-mentioned models.

In fact, the contribution by the strain energy relief is much more significant than the contribution by the vacancy diffusion in a typical SIV process. Korhonen et al. suggested that the relaxation of stress will be far more through the lattice volume than through the total vacancy volume [14]. Taking Cu interconnect as an example, a typical reported vacancy concentration in the interconnect is 0.01% in Cu bulk [151] and 0.25% at the Cu/cap interface [149]. Hence, the void volume fraction due to vacancy clustering will be within 0.01%-0.25% by assuming all the vacancies are able to participate in the clustering process. On the other hand, the void volume fraction due to the complete strain energy relaxation is \(3\cdot(\alpha_{\text{metal}}-\alpha_{\text{surr}})\cdot\Delta T\), where \(\alpha_{\text{metal}}\) and \(\alpha_{\text{surr}}\) are the coefficients of thermal expansion (CTE) for Cu and the surrounding materials, respectively. \(\Delta T\) is the difference between the SFT and the interconnect temperature. Using the typical values of \(18\times10^{-6}/\text{K}\) for \((\alpha_{\text{metal}}-\alpha_{\text{surr}})\) and 300 K for \(\Delta T\) [152], the void volume fraction is evaluated to be 1.62% for strain energy relief which is much larger than that contributed by the vacancy clustering alone. In other words, the severity of SIV will be underestimated if the contributions from the lattice relaxation are ignored in the void forming process.
5.2.1.2 Assumptions in our model derivation

In this work, we focus on the technological important case of Cu based interconnects, although the same methodology can be applied to Al based interconnects. Since a typical Cu interconnect is surrounded by cap layer on top and diffusion barrier on the side walls and bottom as shown in Figure 5.1, the cooling down of the interconnect from the final annealing temperature to room temperature induces high tensile stress in the metallization due to thermal mismatch. However, due to material and structure inhomogeneities in the interconnects, the interconnect system is not under uniform hydrostatic stress.

Figure 5.1: A segment of Cu interconnects. Cu is confined by its surrounding materials.

Hydrostatic stress is employed as a starting point (time zero) for SIV analysis in this work based on the following three reasons. Firstly, hydrostatic stress is proven to be the driving force for SIV [153]. Von Mises stress, which is normally used as a criterion for evaluating deformation, does not include the hydrostatic components and usually does not result in the volumetric changes of the material [154]. A gradient in hydrostatic stress can still exist after plastic deformation, which induces SIV subsequently [155]. Secondly, at the early stage in a typical SIV process, under the constraint by the surrounding materials, the shear stress is relaxed through either diffusion creep or dislocation glide [103, 156], causing an interconnect to be under a near perfect hydrostatic state. As reported by An et
al. [157] recently, the biaxial stress in wide Cu line (Cu film) is relaxed by plastic
deformation through dislocation movement while the narrow Cu line failed through SIV
due to the hydrostatic stress in interconnect. During void growing process, the duration of
plastic deformation is found to be much shorter than the duration due to hydrostatic stress
relaxation [66], and thus von Mises stress can be neglected. Lastly, the focus of this work
is on SIV. If the von Mises stress is so high that it reaches the yield strength of the
interconnects, deformation may cause the interconnect to fail through via barrier layer
cracking as demonstrated by Paik et al. [7]. However, this failure mechanism is not within
the scope of our present study.

After the stress in interconnects is relaxed to a hydrostatic state, the hydrostatic stress
is almost uniform. Therefore under such a steady state condition, there is no driving force
for atoms to diffuse from one location to another, and hence no formation of voids in
interconnects.

However, this “steady state” is metastable. In practice, this “steady state” is
destroyed in the presence of flaws/defects. A flaw may act like a mini-void for the stress
field to relax. A high stress gradient will thus be resulted which drives Cu atoms to
diffuse away from the flaw, causing a void to grow and relaxing the tensile stress
simultaneously. Consequently, another equilibrium state is reached with void formation
and stress relaxed interconnects [111].

The presence of the flaws/defects in metallization at time zero is justified as the
process temperature can go up to 300–400 °C during deposition and annealing of
dielectrics, so the thermo-mechanical stress in the metallization can reach to a level of
several hundreds of MPa after cooling down to room temperature [158]. As a result, mini-
voids are formed in the interface of Cu/SiN, and in particular at the intersection of grain
boundaries with the Cu/SiN interface [100, 159]. Chemical mechanical polishing (CMP) in dual-damascene Cu process also results in a high defect density at Cu/SiN interface [160].

In the next section, we will demonstrate that in the presence of the flaws/defects in the interconnects, the stress gradient responsible for atomic diffusion can reach to a level of 10 times higher than the case without flaws/defects through FEA. Such a high stress gradient is the driving force for the void growth in SIV.

5.2.1.3 Stress gradient computation using finite element analysis

Since the high stress gradient near the mini-void is the driving force for void growth in SIV, it is necessary to evaluate such a stress gradient numerically. Finite element analysis is employed to compare the thermo-mechanical stress distributions with and without the presence of a mini-void in Cu interconnects.

Multi-physics finite element (FE) analysis software ANSYS® is used to construct a 3D FE model for the line structure. By virtue of the symmetry of the structure, only half of the structure is considered. The model thickness and width are 0.35 and 0.28μm respectively. The Ta diffusion barrier and SiN cap layer are also included as shown in Figure 5.2(a). The local coordinate system is the Cartesian system where the x-, y- and z-axes correspond to the direction along the metal length, width, and thickness, respectively.

The thermo-mechanical stress is simulated through the solid45 thermal-mechanical analysis by assuming SFT and test temperature at 350 and 300 °C respectively. In the modeling, the substrate bottom is fixed with zero displacement. The vertical symmetrical
plane is constrained to remain vertical arising from the mirror symmetrical nature of the structure [22] while the nodal points are allowed to undergo in-plane movements during deformation. The top surface is not constraint. All the interfaces between dissimilar materials are treated as perfectly bonded.

The elements along the Cu/SiN interface are deleted physically to initialize a mini-void of size 0.02μm×0.01μm×0.01μm on the top interface as it is also observed experimentally [146]. Static equilibrium condition is maintained during the element removing process. The stress distributions for the line structures without and with a mini-void are shown in Figure 5.2(b) and Figure 5.2(c) respectively. For ease of visualization, only bare Cu is shown in Figure 5.2. As shown in Figure 5.2(c), the mini-void is located at the top interface of Cu/SiN along line edge.

Without the mini-void as shown in Figure 5.2(b), the stress distribution is uniform along the x direction and the maximum stress gradient is around 1 GPa/μm, contributed by the stress gradient along the y and z directions. By taking the mini-void into consideration, the stress distributions are highly non-uniform in the vicinity of the mini-void, indicating a strong driving force for void growth and stress relaxation. The stress gradient can be as high as 10 GPa/μm from our simulations. In other words, the stress gradient in the presence of mini-void is at least one order higher than the case without the mini-void. Hence, the presence of defect/mini-void at the Cu/SiN interface accelerates the diffusion process and hence the formation of the stress-induced voids.
5.2.2 SIV lifetime modeling

As shown previously, the locations of flaws/defects act as a void growing site for SIV. Within the context of continuum mechanics, SIV is one of the means to release the stored strain energy of an interconnect system by mass redistributions.

The stress evolution during SIV can be described by the following equation [14, 145]

$$\frac{\delta \sigma_H}{\delta t} = K \nabla^2 \sigma_H$$  \hspace{1cm} (5.1)

where $t$ is the time, $\sigma_H$ is the local hydrostatic stress driving the mass transport, and $K$ is the effective diffusivity defined as $K = \frac{D \Omega}{k_B T}$. Here, $D$ is the atomic diffusivity, $\Omega$ is the atomic volume, $k_B$ is the Boltzmann’s constant, $T$ is the local temperature, and $B$ is the effective bulk modulus which describes the confinement effect of the surrounding materials on the metal line. Equation (5.1), together with the boundary conditions, governs the stress evolution in the interconnects. The analytic solutions of Eq. (5.1) for 1D and 2D line structures can be found in the works of Korhonen et al. [14] and Zhai et al. [145].

Since Eq. (5.1) resembles Fick’s diffusion equation, the diffusion length for stress relaxation along a particular diffusion path can be defined as
\[ L_{I,GB,B} = \sqrt{K_{I,GB,B}t} \] (5.2)

where \( t \) is the duration of the SIV process, e.g. the bake time during HTS testing, and \( K_{I,GB,B} \) is the effective diffusivity defined earlier with the subscript I,GB,B to represent the diffusion path for the atomic diffusion along the interface, grain boundary and in the bulk, respectively.

Consider the instance just before hydrostatic stress relaxation, the initial hydrostatic stress \( \sigma_H \) due to thermal mismatch can be evaluated by [152]:

\[ \sigma_H = 3(\alpha_{Cu} - \alpha_{SURR})(T_0 - T)B \] (5.3)

where \( T_0 \) is the SFT which depends on the manufacturing process and \( T \) is the temperature of the interconnect. Although it is known that Cu interconnects can be partially inelastic at high temperature [131], the relaxation of plastic deformation in the form of diffusion creep or dislocation glide will stabilize the interconnects into an almost hydrostatic state without void formation [103, 156]. Therefore, for the modeling of the voiding process in SIV, only hydrostatic stress is considered without plastic deformation, and a perfectly elastic behavior for Cu interconnects is used in the present work as is done by Hau-Riege and Thompson [134].

With these considerations, the strain energy is formulated as

\[ E_{strain} = \frac{3}{2} \varepsilon_H \sigma_H \] (5.4)

where \( \varepsilon_H \) is the corresponding hydrostatic strain for \( \sigma_H \). Here, we assume Cu as mechanically isotropic. Since \( (\alpha_{Cu} - \alpha_{SURR})(T_0 - T) = \varepsilon_H \), we have from Eq. (5.3), \( \sigma_H = 3\varepsilon_H B \), and the strain energy can be re-written as follows

\[ E_{strain} = \frac{\sigma_H^2}{2B} \] (5.5)
In the presence of the thermo-mechanical stress in ULSI metallization, Li et al. [100] showed that vacancies tend to cluster at the intersections of grain boundary and the passivation layer in order to reduce the strain energy, hence typically defects are found at these intersections along the line edge as indicated in Figure 5.3(a), and such a situation will be considered in this work. Figure 5.3(b)-(c) also provides an experimental proof that a void grows from an initial defect under thermo-mechanical stress [159]. Defects located at other sites where no dominant diffusion path is present will not undergo stress relaxation.

Stress in the vicinity of the defect is relaxed in the void growing process by atomic diffusion, and the diffusion volume can be determined using Eq. (5.2). Equation (5.2) shows that the effective diffusion length along a particular direction is determined by SIV duration and the effective diffusivity. Following the concept of atomic diffusion, we can define the stress relaxation volume by the volume bounded by the diffusion length along x, y and z axes.

![Figure 5.3: (a) Schematic of an initial defect located at the cross section of grain boundary and passivation layer at the line edge. (b)-(c) Experimental result of a void formed due to thermo-mechanical stress.](image)

Assuming the strain energy within the stress relaxation volume is completely relaxed by void growth, the energy conservation law leads us to the following [132, 135]

\[ E_{\text{strain}} \cdot V = \gamma \cdot S \]  

(5.6)
where $\gamma$ is the interface energy at Cu/cap layer per unit area, $S$ is the free surface area of a fatal void for a particular interconnect and $V$ is the stress relaxation volume.

Based on the diffusion pathways available for stress relaxation volume growth, we can classify the interconnect SIV process into three categories as linear, square and cubic as shown in Figure 5.4 (a)-(c). Figure 5.4(a) shows the stress relaxation volume in the form of cuboids expanding along the line direction when Cu/SiN interface is the dominant diffusion path. This represents the case of SIV in very narrow Cu interconnects where stress along the width direction is relaxed in a very short time. Figure 5.4(b) demonstrates the case when the stress relaxation volume is in the shape of a half cylinder, expanding in both length and width directions. Figure 5.4(c) depicts the case when the grain boundary diffusion is as important as the interface diffusion. It is noted that the diffusion volume can always be modified in the future to more closely represent the actual microstructures in interconnects.

![Figure 5.4](image)

**Figure 5.4**: Three cases of stress relaxation volume evolution indicated by the grey area. The relationship between the stress relaxation volume and diffusion length is categorized as (a) linear, (b) square, and (c) cubic.

With these three categories, the respective stress relaxation volumes are given as follows, where $w$ is the interconnect width, $d$ is the interfacial thickness, and $L_{I,GB}$ is the effective diffusion length as defined in Eq. (5.2),

$$V = w \cdot d \cdot L_I$$  \hspace{1cm} (5.7)

$$V = \pi \cdot L^3_I \cdot d$$  \hspace{1cm} (5.8)
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\[ V = \frac{\pi L_{GB}}{6} (3L_{L}^2 + t_{GB}^2) \]  

(5.9)

By combining Eqs. (5.2)-(5.9), the time to failure can be obtained from the solutions of Eq. (5.6), and they are shown in Eqs. (5.10)-(5.12) for the cases of linear, square and cubic, respectively

\[ t_f = C_1 \frac{\gamma^2 T}{B^1 D_1 (T_0 - T)^4} e^{k_B T} + t_r \]  

(5.10)

\[ t_f = C_2 \frac{\gamma T}{B^2 D_1 (T_0 - T)^2} e^{k_B T} + t_r \]  

(5.11)

\[ t_f = C_3 \frac{\gamma^{2/3} T}{B^{5/3} \left(3D_1 D_{G1/2} + D_{G}^{1/2}\right) (T_0 - T)^{4/3}} e^{k_B T} + t_r \]  

(5.12)

where \( t_r \) is the time for plastic deformation relaxation to hydrostatic state for the interconnect, \( C_1 \) to \( C_3 \) are constants given as

\[ C_1 = \frac{4k_B S^2}{81\Omega(\alpha_{Cu} - \alpha_{surr})^2 W^2 d^2} \]  

(5.13)

\[ C_2 = \frac{2k_B S}{9\pi \Omega(\alpha_{Cu} - \alpha_{surr})^2 d} \]  

(5.14)

\[ C_3 = \frac{(4S)^{2/3} k_B}{(3\pi)^{2/3} \Omega(\alpha_{Cu} - \alpha_{surr})^{4/3}} \]  

(5.15)

From Eqs. (5.13)-(5.15), it can be seen that \( C_1 \), \( C_2 \), and \( C_3 \) are dependent on the void surface area at failure, the interfacial layer thickness of the cap layer/Cu interconnect, interconnect width and thickness. Equations (5.10)-(5.12) indicates that the SIV time to failure is strongly dependent on the interface energy of the interfacial layer, effective bulk modulus of the interconnect system, diffusivities of the interconnect atom in the dominant diffusion paths, SFT, and the line temperature. The SIV lifetime is also shown to be
inversely proportional to the diffusivities in the dominant diffusion paths from Eqs. (5.10)-(5.12). This model provides, to a first order, a good quantification of SIV lifetime dependence on these factors. The temperature exponent of the SIV lifetime is consistent with the commonly observed values from one to four by McPherson et al. [56] and Fischer et al. [19].

We validate Eqs. (5.10)-(5.12) by comparing the calculated SIV lifetime with experimental values taken from Ref. [161]. In Ref. [161], since the SIV failure extended throughout the line width, Eq. (5.10) is employed for the calculation. With $T_0$ at 280 °C, $T$ at 200 °C, $W$ at 0.4 μm [162], and $d$ at 0.5 nm [76], $E_A$ is within 0.65-0.75 eV, $\gamma$ at 5 J/m $[53, 132]$, the calculated lifetime is within 115-1360 hrs which is comparable to the experimentally observed values of 600 hrs.

5.2.3 Results and discussions

5.2.3.1 SIV in interconnects with low-k dielectrics

From Eqs. (5.10)-(5.12), one can see that SIV lifetime is strongly dependent on the passivation condition because good passivation leads to higher interface energy $\gamma$. This is in agreement with the experimental work by Lloyd et al. [163].

Bruynseraede et al. [164] stated that SIV shall improve due to a lower density of nano-defects generated by the plastic deformation in low-k interconnects. Suo [152] also reported that low-k interconnect should be more SIV resistant due to the reduced effective bulk modulus, resulting in a larger $t_f$ in Eqs. (5.10)-(5.12). In fact, this improvement may
be partially contributed by the lower intrinsic stress in low-k interconnects due to lower biaxial modulus of porous low-k dielectric film [165].

On the other hand, Gan et al. [117] demonstrated that low-k interconnects suffered more from SIV at via bottom due to a higher stress gradient despite a lower thermo-mechanical stress. The same finding was also reported by Orain et al. [54] where low-k interconnects showed a shorter SIV lifetime compared with their oxide counterpart. This is probably due to the poor passivation which counteracts the benefit of low thermo-mechanical stress for low-k interconnects in Eqs. (5.10)-(5.12) and/or probably the lower $t_r$ due to higher von Mises stress in the interconnect system with low-k dielectrics. With $\Delta T$ at 200 °C, our finite element calculation on 0.28 μm Cu line structure shows that the volume-averaged von Mises stresses are 500 and 420 MPa for low-k (carbon-doped oxide) and SiO$_2$ based interconnects, respectively.

Based on the SIV lifetime formulation in Eqs. (5.10)-(5.12), SIV performance for the low-k interconnects depends on the compromise between the confinement effect $B$ and the passivation effect $\gamma$. Since the passivation condition is highly process dependent, if one can assume that the passivation on Cu surface is the same for both Cu/SiO$_2$ and Cu/low-k interconnects, Cu/low-k interconnects will outperform its counterpart in SIV due to a lower thermo-mechanical stress. In reality, the passivation condition is poorer for Cu/low-k interconnect as indicated by a lower interface energy for low-k interconnects [132]. In short, the SIV performance for Cu/low-k interconnects is highly dependent on the process and materials used during fabrication.
5.2.3.2 Critical temperature for SIV

By grouping the temperature independent terms as a constant \( C \) in Eqs. (5.10)-(5.12), the generalized expression for the SIV time to failure can be expressed as

\[
t_f = C \frac{T}{(T_0 - T)^N} e^{\frac{E_A}{k_B T}} + t_r
\]  

(5.16)

where \( N \) is the temperature exponent which depends on the particular geometries and microstructures of the interconnects. Equation (5.16) implies that the failure time approaches infinity when SIV test is carried out at either the SFT \( T_0 \), or the absolute 0 K. As the HTS temperature increases, the tensile thermo-mechanical stress decreases linearly and the diffusivity increases exponentially. As a consequence, the SIV lifetime decreases with temperature up to a critical point, above which the lifetime increases with increasing temperature as shown in Figure 5.5. Therefore, to maximize acceleration in reliability test, SIV should be performed around \( T_{crit} \). This \( T_{crit} \) can be determined by differentiating Eq. (5.16) with respect to \( T \) and \( t_r \) is assumed to be temperature independent, we have the following

\[
T_{crit} = \frac{2E_A T_0}{\sqrt{(E_A - k_B T_0)^2 + 4E_A k_B N + E_A + k_B T_0}}
\]  

(5.17)

Equation (5.17) reveals that \( T_{crit} \) is dependent on the activation energy, temperature exponent, as well as SFT. Unlike the SIV lifetime, \( T_{crit} \) is independent of the passivation condition \( \gamma \) and confinement effect \( B \). Setting SFT at 300°C, \( T_{crit} \) as a function of activation energies for different temperature exponents is plotted in Figure 5.6. It is observed that \( T_{crit} \) increases with increasing activation energy. Also, \( T_{crit} \) is larger for smaller \( N \) as shown in Figure 5.6.
Figure 5.5: SIV lifetime as a function of temperature. As temperature drops from stress free temperature $T_0$, the strain energy increases, but the atomic diffusivity decreases, resulting an inverted bell shape for SIV lifetime.

It is noteworthy from Figure 5.6 that our numerical results are consistent with the experimental findings. Compared with the work by Ogawa et al. [149], where $E_A$ was given as 0.74 eV and $T_0$ was found to be 270 °C, $T_{crit}$ is evaluated to be within 172-228 °C using Eq. (5.17) for the different value of $N$ used, and the computed $T_{crit}$ agrees well with their experimental observations of 190 °C. In the recent work by An et al. [157] where the grain boundary diffusion is found to be as important as the interface diffusion, we use the temperature exponent of 4/3 for Eq. (5.17). Using the $E_A$ at 0.74 eV as in the previous case, the critical temperature evaluated from Figure 5.6 is around 255 °C, in good agreement with the experimentally observed 250 °C. For Al interconnects, Fischer et al. also reported the similar critical temperature for Al interconnects at slightly higher activation energy [19].
From Eq. (5.17), by setting $N=4$ for the case of Cu narrow interconnect, $T_{\text{crit}}$ as a function of SFT for different activation energies is plotted in Figure 5.7. From the graph, the following implications can be observed. Firstly, when the activation energy $E_A$ increases, the differences between SFT and $T_{\text{crit}}$ decreases. Secondly, larger $E_A$ leads to larger $T_{\text{crit}}$, or to be more precisely, increasing $E_A$ move $T_{\text{crit}}$ towards SFT. Thirdly, for larger SFT, the difference between SFT and $T_{\text{crit}}$ is also larger. In other words, if we can anneal the sample at a lower temperature before HTS test, $T_{\text{crit}}$ will decrease at a slower rate than SFT, making them closer. All the above observations are in fact expected from the temperature dependence of the creep diffusion and the thermo-mechanical stress occur during the SIV process, thus qualitatively verify our model.
5.2.3.3 Actual stress free temperature

Stress free temperature $T_0$ is an idealistic temperature at which the thermo-mechanical stress component in interconnects become zero. It is usually assumed to be the dielectric/cap layer deposition temperature or the final annealing temperature. However, the actual SFT is highly dependent on the manufacturing process due to many thermal process involved. As certain amount of thermo-mechanical stress may have been relaxed before the start of HTS test, the actual SFT could be different from the estimation obtained using the final annealing temperature. Using Eq. (5.17), the actual SFT can be derived as follows

$$T_0 = \frac{(N-1)k_BT_{crit}^2 + E_A T_{crit}}{E_A - k_BT_{crit}}$$  \hspace{1cm} (5.18)

and $T_{crit}$, $E_A$, and $N$ can be determined experimentally.

Setting $T_{crit}$ at 200 °C as typically observed [149], actual SFT as a function of activation energy $E_A$ and temperature exponent $N$ is plotted in Figure 5.8. One can see that actual SFT increases slightly with decreasing activation energy, and it is higher with a larger temperature exponent. The estimated actual SFT is only 5~25 °C higher than the
critical temperature for activation energy around 0.7 eV. This value is much lower than the SFT estimated from the dielectric/cap layer deposition temperature or the final annealing temperature, which is usually between 350 and 400 °C for Cu interconnects [72].

As shown in Figure 5.8, the actual SFT is only slightly higher than the critical temperature, regardless of \( T_{\text{crit}} \) and \( N \). Since experimentally, the critical temperature is around 200 °C [149], the above analysis reveals that, in practical situation, most of the thermo-mechanical stress has been relaxed before the HTS test as indicated by a low actual SFT from our analysis.

![Figure 5.8: Actual stress free temperature as a function of activation energy and temperature exponent. The critical temperature is assumed to be at 200°C.](image)

5.2.3.4 Limitation of the model

In our SIV model, the thermo-mechanical stress is considered as the only driving force for SIV. In reality, in an interconnect, besides the thermo-mechanical stress, there are also backflow stress, grain growth induced stress, intrinsic stress, etc. The backflow stress can be ignored since a very small current density is applied to monitor the
interconnect resistance so Joule heating effect is negligible. Therefore, the small current density in SIV test will not affect SIV lifetime. The grain growth induced stress and intrinsic stress need to be considered for more accurate SIV lifetime modeling in the future works.

In contrast to the typical behavior in Al lines, Paik et al. [166] showed that the mechanical stress is higher in wider Cu lines due to their larger grain size in the lines. These larger grains will induce higher grain growth induced stress in addition to the thermo-mechanical stress. As a result, the acceleration of SIV increases with temperature instead of being depicted in Figure 5.5 where a maximum acceleration exists at \( T_{crit} \), and this is indeed observed by Hommel et al. [161]. Hence, the proposed model is more accurate for narrow Cu interconnects where the grain growth induced stress is negligible compared with thermo-mechanical stress. Besides, von Mises stress decreases with line width [167], indicating smaller driving force for plastic deformation in narrow interconnects.

5.2.4 Summary

In summary, we have presented a lifetime model for SIV from the energy perspective. A SIV lifetime equation is derived which is similar to the Black’s equation for EM failure. It is shown that SIV lifetime is strongly dependent on the passivation quality at the cap layer interface, the confinement effect by the surrounding materials to interconnects, and the available diffusion paths in interconnects. Contrary to the traditional power-law creep model, we find that the temperature exponent in SIV lifetime formulation is determined by the available diffusion paths for the interconnect atoms and the interconnect geometries. The critical temperature for the SIV is found to be
independent of passivation integrity and dielectric confinement effect. Actual SFT during SIV process is also found to be different from the final deposition or annealing temperature of the metallization, and it can be evaluated analytically once the activation energy, temperature exponent, and critical temperature are determined experimentally. Our results show that our SIV lifetime model can be used to predict the SIV lifetime in nano-interconnects.

5.3 Effect of interconnect material on SIV

5.3.1 Comparison of SIV phenomena in Cu line-via structures with different dielectric materials

Different materials and processing steps involved in fabricating the interconnects in integrated circuits develop different types of stresses such as thermo-mechanical stress [168], grain-growth induced stress [166], backflow stress [128], intrinsic stress [143], etc. These stresses lead to different failure mechanisms for interconnects such as plastic deformation, cracking, void formation, etc. Among all these failure mechanisms, stress-induced voiding (SIV), also called stress migration (SM), has been a critical reliability concern for Cu interconnects and has attracted extensive research interests [135, 169]. This stress migration will be of increasing concern for interconnects with smaller dimensions because both the absolute stress level and stress gradient increase at smaller geometries [170].

While stress-induced voiding in line structures has been studied extensively [117, 118, 167, 169], the void formation and evolution behavior of SIV in line-via structures are
still not well understood [171] despite the presence of SIV void in via as observed experimentally [161, 171, 172]. This may be due to the complex geometry of line-via structures as compared to its line structure counterpart. For Cu interconnects, via structure is completely encapsulated by the diffusion barrier layer, whereas for line structures, top surface is covered by cap layer with diffusion barrier layers on the sidewalls and bottom.

However, as via bottom is blocked by diffusion barrier layer, the barrier layer discontinues Cu atomic flux and this can easily lead to the formation of voids in via. Also, the void size that causes SIV failure in via is considerably smaller than that in the line. Furthermore, the thermo-mechanical stress distribution is less uniform in via than that in the line, resulting in higher stress gradient in via. In other word, it is easier for SIV failure to occur in the line-via structure as compared to the line structure. As line-via structures are inevitable in ULSI multi-level metallization, and the number of line-via structures is increasing tremendously, it is necessary to extend the investigation of SIV from Cu line to Cu line-via structures.

Besides the complexity of via structure used in Cu interconnect, the inclusion of low-k materials as dielectrics further complicates SIV studies. Bruynseraede et al. stated that SIV shall improve due to a lower density of nano-defects generated by the plastic deformation in low-k interconnects [164]. Suo also reported that low-k interconnects should be more SIV resistant due to the reduced effective bulk modulus and a lower stress level [152]. Gan et al., on the other hand, demonstrated that low-k interconnects suffered more from SIV at via bottom due to a higher stress gradient despite a lower thermo-mechanical stress [117]. The same finding was also reported by Orain et al. where low-k interconnects showed a shorter SIV lifetime compared with their oxide counterpart [54].
In this work, our primary objective is to compare the SIV performance between SiO$_2$ based dielectrics and low-k dielectrics through both experiment and finite element modeling. For low-k dielectrics, carbon-doped oxide (CDO) is chosen as it displays distinct thermo-mechanical properties compared with undoped silica glass (USG) dielectric. Package level SIV test of Cu dual-damascene interconnects for line-via structures is performed. Different SIV behaviors and performances between USG and CDO interconnects were found. We explore the observed differences using 3D finite element analysis (FEA), and the simulated void growing dynamics is consistent with the reported failure modes. With our FEA results, two intrinsic factors affecting the SIV performance for future Cu low-k interconnects will be discussed from the perspective of the driving force and the confinement effect.

5.3.1.1 Experiments

Stress-induced voiding test structures are fabricated using 0.18 $\mu$m Cu/oxide dual-damascene technology. The first inter-metal dielectric (IMD) stack consisted of plasma enhanced chemical vapor deposited (PECVD) layer of 50 nm SiN and 800 nm USG from the bottom up. M1 trench was patterned using 248 nm lithography. Formation of Cu metallization in these trenches involved depositing a stack of 25 nm Ta barrier, 150 nm Cu seed by physical vapor deposition (PVD) in Applied Materials PVD/CVD Endura HP 5500 followed by 600 nm electrochemically plated (ECP) Cu layer using Novellus SABRE system. A 50 nm thick SiN layer was deposited after CMP process to serve as the cap layer. Then layers of 800 nm USG, 50 nm SiN and 500 nm USG were deposited as IMD-2. M2 trench and via were then formed by a via-first dual-damascene process. M2 metallization stack was the same as that of M1. The width and thickness for both M1 and M2 are 0.28 and 0.35 $\mu$m respectively. Schematic drawing of the test structure is shown in Figure 4.14.
Two different dielectrics, USG and CDO dielectrics were used in this study. Both USG and CDO dielectrics were prepared by a Novellus Concept Two SEQUEL Express plasma enhanced chemical vapor deposited (PECVD) system. The process temperature was at 400 °C during deposition. The precursors used were liquid tetramethyldicyclosiloxane, O₂ and CO₂ gas. The process temperature for USG and CDO dielectrics are identical so that process variations to the final SIV reliability difference can be minimized, and they have the same thickness. Therefore, the experimental observed different SIV performance for the two dielectrics shall be mainly attributed to their different material properties.

Package level high temperature storage (HTS) test was performed at three different temperatures, i.e., 150, 200 and 250 °C to observe the temperature dependent effect on SIV failure. Two different dielectrics, USG and CDO were used in this study.

By assuming a lognormal distribution, the normalized resistance changes for USG interconnects at the three different test temperatures are shown in Figure 5.9. Since there is no current applied during HTS test, the resistance change and the associated void formation can only be caused by stress migration. For SIV, there exists a critical temperature at which the SIV lifetime is the minimum. This is anticipated since there are two main processes which determine the SIV failure rate [161], namely the driving force by stress gradient and the atomic diffusion. Such a critical temperature is also observed in Figure 5.9, where the median resistance change at 200 °C is higher than that at 150 and 250 °C. Therefore, the critical temperature is around 200 °C, close to 190 °C as reported by Ogawa et al. [149] for Cu line-via structures.
The resistance change for both USG and CDO interconnects after HTS at 200 °C is shown in Figure 5.10. It can be seen that the CDO interconnects show much larger resistance drift than that of USG interconnects. About 40% of the CDO samples show open circuit failure whereas the maximum resistance change in the USG samples is only 10%. The results show that the SIV reliability for USG interconnects is much better than that of CDO interconnects.

Figure 5.9: Normalized resistance change at three different test temperatures for USG interconnects after 1344 hours baking.

Figure 5.10: Normalized resistance change for both USG and CDO interconnects after 1334 hours baking at 200 °C.
Failure analysis is performed on the failed samples and their micrographs are shown in Figure 5.11. Voids are found to nucleate at the bottom of via for both USG and CDO interconnects. However, after void nucleation, the void growing dynamics between USG and CDO interconnects are found to be different. For USG interconnects, the nucleated voids grow horizontally along the via bottom as shown in Figure 5.11(a). On the other hand, for CDO interconnects, the nucleated voids grow vertically along the via sidewall as shown in Figure 5.11(b).

It is noted that SIV void can also be formed beneath the via due to grain growth, especially for the via connected to wide lines in line-via structures [149]. However, such SIV void is not observed in this experiment, probably due to the thorough annealing during sample fabrication and the relatively narrow line width of the samples. For low-k interconnect, plastic deformation can also lead to interconnect failure in via under high von Mises stress [7, 173], and again such a failure mode is not observed in this experiment. Hence we limit our discussion to SIV failure in the via in this work.
5.3.1.2 Modeling of via SIV process

5.3.1.2.1 Void nucleation

As shown in our previous work [68], the presence of defects acts as the void nucleation site for SIV in Cu line structure. For Cu line-via structure considered in this work, such process-induced weak points are reported to be located at the sidewall at via bottom due to poor diffusion barrier coverage [69]. In fact, the SIV performance is shown to be strongly dependent on the adhesion strength of diffusion barrier/Cu interface as well as the step coverage of diffusion barrier layer [174]. Also as reported by Lim *et al.* [165], the presence of any intrinsic weak point around via was the dominant mechanism in determining the SIV reliability. Therefore, we consider via bottom as the void nucleation site.

Finite element analysis is employed to simulate the hydrostatic stress distribution in the via region. Multi-physics software ANSYS® is used to construct the 3D model for the Cu line-via structure. The dimensions of the finite element model are the same as the fabricated test structures. The finite element model is shown in Figure 4.4. The Ta diffusion barrier and SiN cap layer are also included as shown in Figure 4.4. The x, y, z axial directions are along the line length, line width and line thickness, respectively. The material properties are taken from Ref. [40].

The hydrostatic stress is simulated through the *solid45* thermo-mechanical analysis by assuming stress free temperature (SFT) and test temperature at 350 and 200 °C respectively. For the boundary conditions, the substrate bottom is fixed with zero displacement. The vertical symmetrical plane is constrained to remain vertical arising from the mirror symmetrical nature of the structure while the nodal points are allowed to
undergo in-plane movements during deformation. The top surface is not constrained. All the interfaces between dissimilar materials are treated as perfectly bonded.

Hydrostatic stress distributions of via for USG interconnects are shown in Figure 5.12. For both USG and CDO interconnects, it can be seen that the hydrostatic stress at via bottom is higher than that in the via body and the maximum hydrostatic stress is located at the outer corner of via bottom, which reinforce the previous statement that via bottom is the SIV void nucleation site. Therefore, the void nucleation site located at the outer corner of via bottom is due to the intrinsic nature of the structure as well as process-induced defects. Maximum hydrostatic stress at via bottom is also reported in the work by Wang et al. [171]. After the tiny void nucleation, the stress at the void site is small due to stress relaxation [111] and Cu atoms can diffuse away from the void nucleation site under the stress gradient, causing the void to grow and relaxing the tensile stress in the via simultaneously. The existence of the positive hydrostatic stress gradient from the void nucleation site will be shown in the subsequent section.

Figure 5.12: Hydrostatic stress distributions of via for USG interconnects (unit: MPa).
5.3.1.2.2 Void growth

As discussed in previous section, the void nucleation site is located at the outer corner of via bottom by employing the maximum hydrostatic stress as void nucleation criteria [153]. Using sub-modeling technique [175], the finite element mesh at the via bottom can be meshed very finely to adequately resolve the stress distribution in the presence of the tiny void. The tiny nucleated void volume is chosen to be $10 \times 10 \times 10 \text{ nm}^3$ [18]. The hydrostatic stress distribution in the presence of tiny void is shown in Fig. Figure 5.13 for both USG and CDO interconnects.

As shown in Figure 5.13, the stress on the tiny void surface is low and the stress distribution away from the void does not changed much as also reported by Shen et al. [111]. Therefore, a positive hydrostatic stress gradient is developed from the void nucleation site to its surrounding. This positive stress gradient drives Cu atoms to diffuse away from the void surface for stress relaxation, rendering void growth. It is also noted that the directions of the positive stress gradient are different for USG and CDO interconnects as indicated by the arrow in Figure 5.13(b) and Figure 5.13(c). For USG interconnect, the diffusion flux is along the via bottom while for CDO interconnects, the diffusion flux is along the via sidewall. The different diffusion flux directions lead to different void shapes and this is indeed observed experimentally as well as by the following dynamic simulations.
To simulate the void growing process after its nucleation, a numerical calculation is performed with the aid of element death technique, which has been implemented in the simulation and analysis of solder joint and package reliability [176] as well as SIV modeling in Cu interconnects [111]. After thermo-mechanical analysis, the element corresponding to the maximum hydrostatic stress gradient is deleted to simulate the voiding process. The simulation and element deletion are repeated over and over again to simulate the void growing process.

Figure 5.14 shows the simulated voiding process. The simulated voiding is consistent with the two failure modes observed in Figure 5.11. Figure 5.14(a)-(c) shows the voiding process for USG interconnects while Figure 3.3(d)-(f) shows the voiding process for CDO interconnects. In both cases, voids start to grow from the outer corner of the via bottom. After that, void grows horizontally along via bottom for USG interconnects as shown in Figure 5.14(a)-(c). For CDO interconnects, void grows along the inner via sidewall as shown in Figure 5.14(d)-(f).
5.3.1.3 SIV Comparisons

5.3.1.3.1 Stress gradient

As hydrostatic stress gradient is the main driving force for SIV failure, it is necessary to compare the stress gradient along different axial directions between USG and CDO interconnects. FEA shows that the maximum hydrostatic stress in via for CDO interconnects (125 MPa) is much lower than that for USG interconnects (215 MPa), in agreement with the work by Paik et al. [173]. However, the stress gradients for CDO interconnects are much higher than that of USG interconnects as shown in Figure 5.15 and it is believed that it is this high stress gradient attributes to a poor SIV performance observed for CDO interconnects [172].

Figure 5.14: Two different failure modes for SIV failure in via simulated by ANSYS®. (a)-(c): CDO interconnect; (d)-(f): USG interconnect.
The stress gradients along x and y directions are comparable for both USG and CDO interconnects, arising from the symmetrical nature of the via. For USG interconnects, the maximum stress gradients are along x and y directions, driving Cu atoms to diffuse horizontally. This corresponds to the failure mode in Figure 5.11(a). For CDO interconnects, the maximum stress gradient is along z direction, driving Cu atoms to diffuse along the z direction. This corresponds to the failure mode in Figure 5.11 (b). The different magnitude of axial stress gradients in via between USG and CDO interconnects are within expectations due to the dramatic stress component differences between SiO2 and low-k interconnects as reported by Paik et al. [173].

5.3.1.3.2 Confinement effect

Another contribution to the different SIV performance between USG and CDO interconnects is the different degree of confinement effect to the via by the surrounding materials. FEA is employed to calculate the effective bulk modulus for the via and line structures for both USG and CDO interconnects [94].
In confined metal interconnects, the change in the local hydrostatic stress and atomic concentration is given by [51]

\[ \frac{dC}{C} = - \frac{d\sigma_{H}}{B} \]  

(5.19)

where B is the effective bulk modulus relating the stress and strain, C is the atomic concentration and \( \sigma_{H} \) is the local hydrostatic stress. From Eq. (5.19), the volumetric strain is connected to the hydrostatic stress change through effective bulk modulus B. Atoms diffusing under the stress gradient give rise to local atomic concentration change, which re-establishes the local stress field according to Eq. (5.19), relaxing the local hydrostatic stress. Therefore the subsequent stress gradient driving force is smaller due to the above-mentioned stress relaxation in the void growing process. From Eq. (5.19), the local stress change \( d\sigma_{H} \) is given by \(-B \cdot \frac{dC}{C}\). For the same local atomic concentration changes or the same amount of atom redistribution in interconnects, interconnect structures with higher confinement effect will relax more local hydrostatic stress. It is noted here that the stress gradient is the driving force, the atomic concentration change is the result of diffusion under stress gradient, and the atomic concentration change relax the local stress under the confinement effect. These three processes are occurring simultaneously in the SIV process. Therefore B is a parameter to measure the stress relaxation due to atom redistribution in the context of SIV [145].

The concept is similar to “back diffusion” in Electromigration (EM) studies [48]. The stress gradient in SIV is analog to the electron wind force in EM. Backflow stress as a result of atomic concentration change at cathode and anode under diffusion in EM is analog to \( d\sigma_{H} \) in Eq. (5.19) which is caused by atomic concentration change under stress gradient induced diffusion. From the previous discussion, \( d\sigma_{H} \) is higher for interconnect structures with higher confinement effect for the same local atomic concentration
changes, so higher confinement effect shall lead to higher “back diffusion” in SIV process. This existence of “back diffusion” is also validated based on the fact that the diffusion controlled stress relaxation in unpassivated Cu interconnects is significantly higher than that in passivated Cu interconnects due to the “backflow diffusion” under confinement effect [131, 158].

The calculated effective bulk modulus is summarized in Figure 5.16, and it can be seen that B is dependent on the shape of the cross section for the structure and the dielectric type. B is smaller than the elastic modulus of the interconnect since the stress is partially shared with the surrounding dielectrics [14]. It is shown that the effective bulk modulus for CDO interconnect is lower than that of USG interconnect. In the line structure, effective bulk modulus of USG interconnect is two times higher than that of CDO interconnects. In the via structure, effective bulk modulus for CDO interconnect is only 1/3 of that of USG interconnects in via.

![Figure 5.16: Effective bulk modulus calculations for both USG and CDO interconnects.](image)

During the SIV process, the diffusion of Cu atoms is driven by the hydrostatic stress gradient. Since effective bulk modulus for USG interconnects is three times higher than that for CDO interconnects in via, the “back diffusion” in USG interconnects will be much higher than that in CDO interconnects. Besides that, the hydrostatic stress gradient
along the via direction in CDO interconnects is seven times higher than that in USG interconnects as shown in Figure 5.15. Therefore the effective atomic flux in USG interconnects will be very much lower than the case of CDO interconnects, leading to its much longer SIV lifetime, and the void is less likely to propagate along the via direction in USG interconnects. Instead, the voids are growing along the x and y direction at via bottom as shown in Figure 5.14(b) for USG interconnects.

5.3.1.4 Discussions

From the above discussion, we see that while the stress gradient determines the direction of the void growth, the rate of void growth is governed by the confinement effect through the effective bulk modulus and the magnitude of the stress gradient. In fact, SIV performance is also dependent on many other parameters such as diffusivity [177], the adhesion strength between metallic material and barrier layer [118], grain structure [149], defect density [164], etc., but all these factors are affected by the manufacturing process, and hence they are considered as the extrinsic factors to the SIV reliability.

Hence the two intrinsic factors affecting SIV reliability are the stress gradient and effective bulk modulus. Stress gradient is dependent on the geometry and materials of the interconnect system, SFT and test temperature. Effective bulk modulus is determined by the thermo-mechanical properties of the overall interconnect system. Therefore, these two factors are strongly dependent on the thermo-mechanical properties of dielectrics and they can be estimated using FEA as demonstrated in this work.

Besides CDO, there are other types of low-k dielectrics used in industry for different technology nodes [178]. As different low-k materials display different thermo-mechanical behaviors, their SIV reliability will be different. With the above findings, we extend our
discussions to three more commonly used low-k dielectrics: SiCOH, porous MSQ and SiLK. The objective here is to understand how the thermo-mechanical properties of the dielectrics affect the stress gradient as well as confinement effect in via. The concept can also be applied to line structures as well. The mechanical properties of these dielectrics are listed in Table 5.1 [82, 83, 179].

Table 5.1: Thermo-mechanical properties of different dielectric materials [82, 83, 179].

<table>
<thead>
<tr>
<th>Dielectrics</th>
<th>Elastic modulus (GPa)</th>
<th>Poisson ratio</th>
<th>CTE (ppm/°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>USG</td>
<td>71.4</td>
<td>0.16</td>
<td>0.62</td>
</tr>
<tr>
<td>SiCOH</td>
<td>16.2</td>
<td>0.3</td>
<td>12</td>
</tr>
<tr>
<td>CDO</td>
<td>4.47</td>
<td>0.3</td>
<td>12.9</td>
</tr>
<tr>
<td>Porous MSQ</td>
<td>3.6</td>
<td>0.25</td>
<td>7.3</td>
</tr>
<tr>
<td>SiLK</td>
<td>2.5</td>
<td>0.4</td>
<td>66</td>
</tr>
</tbody>
</table>

The simulated effective bulk modulus and total stress gradients are listed in Table 5.2. Due to the low elastic modulus and higher thermal expansion for low-k dielectrics, the stress gradients for low-k interconnects are much larger than that of USG interconnects. Among the four low-k dielectrics considered in this work, SiLK interconnect is associated with the highest stress gradient and the lowest confinement effect which is due to its very low modulus and high coefficient of thermal expansion (CTE) for SiLK, and thus its SIV reliability is expected to be the poorest. In short, the low elastic modulus and high CTE of various low-k dielectrics will impose significant challenges in the SIV reliability for a given interconnect line width. Further reduction in the line width will make the situation worse as will be studied in the future.

Table 5.2: Simulated total stress gradient and effective bulk modulus for different dielectric materials.

<table>
<thead>
<tr>
<th>Dielectrics</th>
<th>Stress gradient (GPa/μm)</th>
<th>Effective bulk modulus (GPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>USG</td>
<td>9.1</td>
<td>36.6</td>
</tr>
<tr>
<td>SiCOH</td>
<td>16</td>
<td>14.24</td>
</tr>
<tr>
<td>CDO</td>
<td>16.4</td>
<td>12.9</td>
</tr>
<tr>
<td>Porous MSQ</td>
<td>16.03</td>
<td>15.8</td>
</tr>
<tr>
<td>SiLK</td>
<td>23.6</td>
<td>10.5</td>
</tr>
</tbody>
</table>
5.3.1.5 Summary

In this work, 3D finite element simulations are performed to simulate the void nucleation and void growing process during SIV for line-via structures with USG and CDO dielectrics, and the simulated void growing dynamics is found to be consistent with the two observed failure modes. With the aid of FEA, the poor SIV performance for CDO interconnect is understood to be due to a higher stress gradient at the via bottom and smaller confinement effect of via. In fact, the intrinsic factors that determine the SIV performance of a line-via structures are found to be the stress gradient and the effective bulk modulus. In view of the lower effective bulk modulus and higher stress gradients of the low k dielectrics, it is expected that line-via structure with low k dielectric will suffer more severe SIV reliability.

5.3.2 Thermo-mechanical stress modeling in Cu interconnects

Significant thermo-mechanical stress is built up during device fabrication and operating conditions, arising from the differences in the coefficient of thermal expansion (CTE) of the different materials in the device. High thermo-mechanical stress can lead to stress induced voiding (SIV) [68], plastic deformation [7], cracking [180], interface debonding, and eventually mechanical failure. Therefore, it is important to understand both the magnitude and nature of the thermo-mechanical stress in interconnects.

To reduce the RC delay and improve the performance of integrated circuits, various low-k dielectrics have been implemented in Cu interconnects. The characteristics of thermo-mechanical stress in interconnects depend on how effective the Si substrate and the dielectrics confine the metal interconnect from expanding freely. Therefore, the
thermo-mechanical properties of the dielectrics and the geometry of the structure can affect the magnitude and nature of the thermo-mechanical stress greatly. Compared with SiO₂, those low-k materials are expected to have poor mechanical properties and this shall lead to severe stress-related problems in future low-k interconnects.

The failure site varies in interconnects under thermo-mechanical stress. Ogawa et al. reported SIV void formation under via due to grain growth without thorough annealing [149]. Void in via in the form of copper pull up is attributed to poor interface adhesion in Cu/FSG interconnects [169]. Hommel et al. also reported SIV voids along via side walls and via bottom for Cu interconnects [161]. In the experimental work by An et al. [157], dislocation was observed for wide interconnect while SIV void was formed for narrow interconnect. Via deformation was also observed in Cu/SiLK line-via structure [181]. In fact, the type and location of the failure is strongly dependent on the interconnect geometry, dielectric type as well as the microstructure of the interconnect.

The effect of microstructure or process related factors on mechanical failure have been investigated extensively such as barrier film step coverage [169], adhesion strength between barrier metal and Cu [182], Cu grain growth [161, 183], impurity doping [184], texture of the film [185], etc. Thermo-mechanical stress is among the major driving forces for all the mechanical damages observed in ULSI interconnects. Unfortunately, the knowledge of thermo-mechanical stress with different dielectrics and line widths is still limited for Cu line-via structures, especially with the recent Cu/air-gap interconnect. This is believed to be that the stress characterization techniques (e.g. curvature measurement, x-ray diffraction and analytical modeling) are limited to simple interconnect test structures and have insufficient spatial resolution for the detailed stress distribution in complicated line-via interconnect structures. On the other hand, with finite element
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analysis (FEA), the local stress distributions based on realistic interconnect structures can be simulated and analyzed.

In this section, we perform finite element modeling to compute the thermo-mechanical stresses in Cu interconnects and investigate the effect of dielectric materials as well as line width on the stress distributions in line-via structures. In the modeling, six different types of dielectrics ranging from SiO₂ to air-gap are chosen to study the effect of thermo-mechanical properties of dielectrics on the thermo-mechanical stress. Three different line widths are chosen to investigate the geometrical factor on the thermo-mechanical stress. In particular, the hydrostatic stress and von Mises stress are examined to reveal the potential failure locations systematically. The modeling results are also compared with our experimental findings as well as the literature reported works.

5.3.2.1 Finite element analysis

Finite element analysis has been employed in the investigation of thermo-mechanical stress in Al and Cu interconnects for line structures [55, 186]. Compared with the line structures, line-via structures are more complicated with a cylinder via and encapsulated diffusion barrier layer. Due to the structure and material inhomogeneities in the via region, the thermo-mechanical stress can be highly non-uniform. Figure 5.17 shows the finite element mesh of conventional dual-damascene (DD) Cu interconnect and air-gap DD Cu interconnect for line-via structures. Commercial finite element software ANSYS® is employed for the simulation.

To investigate the effect of different dielectrics on the conventional DD Cu interconnect as shown in Figure 5.17(a), the dielectric region is either filled with SiO₂, SiCOH, CDO, porous MSQ or SiLK in the simulations. For the air-gap DD Cu
interconnect in Figure 5.17(b), low-k dielectrics SiCOH is used as inter-level dielectric in via dielectric region while M1 and M2 dielectric region is filled by air. For the fabrication process flow of the air-gap DD Cu interconnect, one may refer to reference [187].

Figure 5.17: Finite element mesh (a) Conventional Cu interconnects (b) Cu/air-gap interconnects

The direction of Cu line is parallel to the x-axis while the line width and thickness are along the y- and z- directions respectively. As shown in Figure 5.17, M1-via-M2 is bound by the top and bottom layers of SiO₂, each having a thickness of 0.3 μm. Cu line is also surrounded by 50-nm-thick cap layer SiN and 25-nm-thick diffusion barrier layer Ta. The circular Cu via is located at the center in the x- direction with a diameter of 0.2 μm. Via height is 0.7 μm. Three different line widths of 0.26, 0.4, and 0.6 μm are chosen for the analysis while the line thickness is fixed at 0.35 μm. The thickness of the substrate Si is 100 μm. Some of the above mentioned dimensions are according to the works of Tan et al. [22].

As the simulation of thermo-mechanical stress is done by modeling a unit structure taken from a large repeated structure in realistic interconnects, the finite element model and its boundary conditions are critical to describe the periodic array of the line-via structures. The finite element model in Figure 5.17 represents one half of the unit
structure, with xz plane being the mirror symmetry plane showing the middle cut of the line-via structure. With different line widths in the simulation, the line spacing is kept the same as the line width. The substrate bottom plane is fixed while mirror symmetry is imposed on all the lateral surfaces and only the top surface is free to move during deformation.

The SFT is set at 350°C and the test temperature is at 200°C as is typically done [188]. All materials are assumed to be isotropic linear elastic solids. The thermo-mechanical properties of Cu, Si and all the dielectrics materials are shown in Table 5.3. It is noted that spin-on organic polymer-based SiLK dielectric has the lowest elastic modulus and highest CTE among all the dielectrics besides air-gap. As the microstructure-dependent nonlinear behavior of Cu is not considered in this work, the simulated thermo-mechanical stress is approximated to the first order effect only.

<table>
<thead>
<tr>
<th>Dielectrics</th>
<th>Elastic modulus (GPa)</th>
<th>Poisson ratio</th>
<th>CTE (ppm/°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cu</td>
<td>104</td>
<td>0.352</td>
<td>17.7</td>
</tr>
<tr>
<td>Si</td>
<td>130</td>
<td>0.28</td>
<td>4.4</td>
</tr>
<tr>
<td>SiO₂</td>
<td>71.4</td>
<td>0.16</td>
<td>0.62</td>
</tr>
<tr>
<td>SiCOH</td>
<td>16.2</td>
<td>0.3</td>
<td>12</td>
</tr>
<tr>
<td>CDO</td>
<td>4.47</td>
<td>0.3</td>
<td>12.9</td>
</tr>
<tr>
<td>Porous MSQ</td>
<td>3.6</td>
<td>0.25</td>
<td>7.3</td>
</tr>
<tr>
<td>SiLK</td>
<td>2.5</td>
<td>0.4</td>
<td>66</td>
</tr>
<tr>
<td>Air</td>
<td>10⁻⁸</td>
<td>0.3</td>
<td>100</td>
</tr>
</tbody>
</table>

5.3.2.2 Results and discussions

As via-M2 is an integral part of the DD line-via interconnect structure, we divide our discussion to M1 and via-M2, respectively.
5.3.2.2.1 Thermo-mechanical stress in M1

The maximum axial stress along x-, y-, z- directions in M1 are shown in Figure 5.18(a), Figure 5.18(b) and Figure 5.18(c), respectively. By comparing the magnitude of the axial stresses, stress along the line is the largest principle stress, followed by the stress across the line and the stress long the line thickness. This is consistent with experimental measured thermo-mechanical stress in line structures by x-ray diffraction technique [55].
Figure 5.18: Maximum axial stress in M1. (a) Stress along x-axis (b) Stress along y-axis (c) Stress along z-axis

The relative magnitudes of the stress components ($\sigma_x$, $\sigma_y$, $\sigma_z$) reflect different degrees of confinement in interconnect. Since the in-plane stress ($\sigma_x$, $\sigma_y$) are mainly attributed to the CTE mismatch and confinement between the interconnect and Si substrate, it is
relatively insensitive to the changing of dielectric materials. With different dielectrics from SiO2 to air-gap, $\sigma_x$ and $\sigma_y$ decrease by 26% and 37% respectively at 0.26 $\mu$m line width.

On the other hand, $\sigma_z$ is strongly dependent on the confinement effect between Cu and dielectrics, which can be revealed in Figure 5.18(c). As the dielectrics are changing from SiO2 to air-gap, $\sigma_z$ decreases by as much as 67% for 0.26 $\mu$m line width. This is because the elastic modulus of the low-k dielectrics is much lower than that of SiO2 as shown in Table 5.3.

From Figure 5.18, we can see that $\sigma_x$ decreases slightly and $\sigma_y$, $\sigma_z$ increase slightly with increasing line width. The slight increase of $\sigma_y$ is due to the increased constraint provided by the substrate for wider lines. It can be seen that the thermo-mechanical properties of dielectrics are more critical in determining the axial stress than the line width with an exception of $\sigma_z$ for Cu/SiLK interconnects in Figure 5.18(c). $\sigma_z$ increases from 81 MPa to 147 MPa with line width increasing from 0.26 $\mu$m to 0.6 $\mu$m, due to the a very high CTE and low elastic modulus of SiLK.

Hydrostatic stress is proven to be the driving force for SIV failure [153] while von Mises stress is usually used as a criterion for plastic deformation [154]. The maximum hydrostatic stress and von Mises stress in M1 are shown in Figure 5.19(a) and Figure 5.19(b), respectively. It can be seen that the hydrostatic stress is relatively constant with different line widths. Due to the low elastic modulus and high CTE of low-k dielectrics as shown in Table 5.3, the hydrostatic stress for Cu/SiO2 is much higher than that of other Cu/low-k interconnect.
As shown in Figure 5.19, the magnitude of von Mises stresses is higher than that of hydrostatic stress for all the dielectrics, and this is also reported by Paik et al. [173]. This is because for low-k interconnects, the vertical confinement from the dielectrics is reduced dramatically while the in-plane confinement does not change significantly. Therefore, the magnitude of out-of-plane stress $\sigma_z$ is much lower than $\sigma_x$ and $\sigma_y$ for low-k interconnects as shown in Figure 5.18 (a)-(c), which leads to a very high von Mises stress.

![Figure 5.19: (a) Maximum hydrostatic stress in M1 (b) Maximum von Mises stress in M1.](image)

It is also noted that von Mises stress increases with increasing line width, indicating an increasing driving force for plastic yield in metal line [131]. Since $\sigma_z$ decreases with increasing line width as shown previously and

$$\sigma_{\text{von}} = \frac{1}{\sqrt{2}} \left[ (\sigma_x - \sigma_y)^2 + (\sigma_y - \sigma_z)^2 + (\sigma_z - \sigma_x)^2 \right]^{1/2},$$

the increasing von Mises stress with line width can be expected. This possibly explains the recent work by An et al. [157] where SIV void was found in narrow line due to hydrostatic stress and the initiation and slip of dislocations were found in wide line due to the high von Mises stress.

Figure 5.20 (a)-(d) and Figure 5.21(a)-(d) show the hydrostatic stress and von Mises stress distributions for Cu/SiO$_2$, Cu/CDO, Cu/SiLK and Cu/air-gap interconnects in M1, respectively. For clearer visualization, only Cu is shown with surrounding materials removed. A transparent via is also placed in each figure to indicate the via position on top
of M1. It is noted that the hydrostatic stress distributions are different for interconnects with different dielectrics. For Cu/SiO₂ interconnect in Figure 5.20(a), the maximum hydrostatic stress is located at the lower corner of M1. The hydrostatic stress distributions for Cu/CDO and Cu/air-gap interconnect are similar, with their maximum hydrostatic stress located at the edge of M1, away from the via. Their only difference is the magnitude of the hydrostatic stress where it is higher for Cu/air-gap interconnect as compared to that of Cu/CDO interconnect. For Cu/SilK interconnect in Figure 5.20(c), the hydrostatic stress beneath the via is negative, representing a compressive stress. This is caused by a very negative \( \sigma_z \) beneath via, resulting from the very low elastic modulus and very high CTE for SilK dielectrics.

For von Mises stress distributions, a maximum von Mises stress is beneath via in M1 for Cu/SilK interconnects as shown in Figure 5.21(c). This is also consistent with the observed negative \( \sigma_z \) beneath via. For other types of interconnects, the von Mises stress distributions are similar, and the maximum von Mises stress is located at the lower edge of M1.

Figure 5.20: Hydrostatic stress distribution in M1. (a) Cu/SiO₂ (b) Cu/CDO (c) Cu/SilK (d) Cu/Air-gap. (Units: MPa)
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5.3.2.2 Thermo-mechanical stress in via-M2

The maximum hydrostatic stress and von Mises stress in via-M2 are shown in Figure 5.22(a) and Figure 5.22(b), respectively. It is noted that the magnitudes for both hydrostatic stress and von Mises stress in via-M2 are slightly higher than those in M1. Similar to Figure 5.19, the hydrostatic stress in low-k interconnects is lower than that in SiO2 interconnect while the opposite is true for von Mises stress. The hydrostatic stress is relatively insensitive to the line width while von Mises stress increase dramatically with increasing line width. In the extreme case of Cu/SiLK interconnect, the maximum von Mises stress can increase up to 1600 MPa for 0.6 μm line width.
Figure 5.23(a)-(d) and Figure 5.24(a)-(d) show the hydrostatic stress and von Mises stress distributions for Cu/SiO$_2$, Cu/CDO, Cu/SiLK, and Cu/air-gap interconnects in via-M2, respectively. For Cu/SiO$_2$, Cu/CDO and Cu/air-gap interconnects, the maximum hydrostatic stress is located at the upper corner of M2. For Cu/SiLK interconnect, the maximum hydrostatic stress is located at the edge of M2, away from the via as shown in Figure 5.23(c).
The von Mises stress distributions are also different among different interconnects. For Cu/SiLK interconnect, the maximum von Mises stress is located in via while for the other interconnects, the maximum von Mises stress is located at the upper interface of M2. As via dimension is very small along x- and y- directions, the thermo-mechanical properties of via are mainly determined by the thermo-mechanical properties of the dielectrics. Since the CTE of SiLK is four times larger than that of Cu as shown in Table 5.3, \( \sigma_z \) is compressive in via, leading to very high von Mises stress in via. The CTEs of all other dielectrics are lower than that of Cu, resulting in a tensile \( \sigma_z \) in via and hence lower von Mises stress.
5.3.2.2.3 Discussions

As shown in Figure 5.20, the maximum hydrostatic stress is located at the lower corner of M1 for Cu/SiO₂ interconnects. However, there is no reported stress related failure at that location due possibly to the presence of process-induced weak points which supersede the intrinsic weak spots as determined using FEA. The commonly observed stress related damage in M1 for line-via structures is SIV void beneath via [149, 169], and this is attributed to either the contamination below via [169] or the grain growth during annealing [149]. As the dielectrics are migrating from SiO₂ to SiLK, the hydrostatic stress is decreasing and the von Mises stress is increasing. Therefore, the severity of SIV beneath via is decreasing with a decreasing hydrostatic stress. The hydrostatic stress beneath via is even become compressive for Cu/SiLK interconnect in Figure 5.20(c). On the other hand, the chances of plastic deformation (generation of dislocation, local debonding) is increasing, especially for Cu/SiLK interconnects as shown in Figure 5.21(c).

For the maximum hydrostatic stress located at the corner of M2 as shown in Figure 5.23(a), Figure 5.23(b) and Figure 5.23(d), such location is reported to be the void nucleation site for M2 EM test structures under high hydrostatic stress [22]. As shown in the TEM image from our recent experiment is shown in Figure 5.25(a) for Cu/SiO₂ interconnect. Via bottom is also a high hydrostatic stress site as shown in Figure 5.23(a), Figure 5.23(b) and Figure 5.23(d), and SIV void can form at via bottom due to a high hydrostatic stress and a poor diffusion barrier coverage [69]. A typical SIV void at via bottom is shown in Figure 5.25(b) for Cu/CDO interconnect [172].
Figure 5.25: TEM image of EM failure in M2 for Cu/SiO₂ interconnect. (b) SEM image of SIV failure in via bottom for Cu/CDO interconnect.

As shown in Figure 5.24(c) for Cu/SiLK interconnect, the high von Mises stress in via can lead to plastic deformation in via. The mechanically weak low-k dielectrics are unable to prevent this from occurring. Via failure through barrier layer cracking is indeed observed in the experimental work by Fayolle et al. [181] for Cu/SiLK interconnects. The same finding was also reported by Filippi et al.[189] for Cu/SiLK interconnects.

From the stress distribution results shown in Figure 5.20-Figure 5.21 and Figure 5.23-Figure 5.24, both hydrostatic and von Mises stress distributions are similar between Cu/CDO and Cu/air-gap interconnects. The magnitude of the hydrostatic stress and von Mises stress are also comparable between Cu/CDO and Cu/air-gap interconnects. Therefore, it can be inferred that the stress related damages will be similar for Cu/CDO and Cu/air-gap interconnects by assuming the same microstructures of the interconnects.

5.3.2.3 Summary

In this part of study, thermo-mechanical stresses in Cu interconnects are calculated to investigate the effect of dielectric materials as well as line width on the stress
distributions in line-via structures using finite element analysis. The simulation results are in good agreement with the experimental findings and the literature reported works.

It is found that both dielectric materials and line widths are important for the von Mises stress while hydrostatic stress is almost insensitive to the line widths. Von Mises stress is higher for larger line width, indicating a higher chance for plastic deformation for wider interconnects. For M1, the chance of SIV beneath via is decreasing as the dielectrics are migrating from SiO₂ to SiLK. However, the chance of plastic deformation is increasing, especially for Cu/SiLK interconnects. For via-M2, via bottom and upper corner of M2 failures are due to the high hydrostatic stress. The stress distributions for Cu/air-gap interconnects are found to be similar to those for Cu/CDO, and hence the failure mechanism for Cu/air-gap interconnects is expected to be similar to that of Cu/CDO interconnects.

5.4 Conclusion

In this chapter, we present a lifetime model from the energy perspective for SIV. The SIV lifetime is found to be strongly dependent on the passivation quality at the cap layer interface, the confinement effect by the surrounding materials to interconnects, and the available diffusion paths in interconnects.

In the subsequent sections of the chapter, the effects of interconnect design factors on SIV performance are explored with FEA. 3D finite element simulations are performed to simulate the void nucleation and void growing process during SIV for line-via structures with SiO₂ and low-k interconnects. With FEA, the mechanisms for poor SIV performance of low-k interconnects are revealed as a higher stress gradient at via bottom and smaller
confinement effect of via. In the last part of this chapter, both hydrostatic stress and von Mises stress are simulated as a function of interconnect line width and dielectric materials. Compared with SiO$_2$ based interconnects, low-k interconnects are associated with a higher von Mises stress, and this shall lead to severe stress related problems in future low-k interconnects.
6. CONCLUSION AND FUTURE WORK

6.1 Conclusion

Demand for higher speed ULSI with more complex functionality is driving the continuous change in the interconnects’ structures and materials as well as the interconnects processing technology. On the other hand, their reliability requirements are expected to be higher with the increasing complexity of ULSI. Therefore, reliability evaluation and improvement of new interconnects require a more thorough understanding of the physics of EM and SIV from both physical-based modeling and experimental investigations. With finite element modeling, the various driving forces present in interconnect during EM or SIV test can be simulated with the coupling effect taken into consideration, and hence the failure physics for EM and SIV can be revealed. In this thesis work, we investigate EM and SIV performance for Cu interconnects through both finite element modeling and experiments.

Our study starts with a comprehensive review on the overall interconnect reliabilities with special focus on EM and SIV. The application of multi-physics FEA on the interconnect system of ULSI is rather limited in both industry and academic field. However, decades of advances in computational science have brought us smarter algorithms and faster, more powerful hardware that puts multi-physics FEA tools within reach for all engineers and scientists. It opens up new opportunities for modeling and simulating real-world applications as well as a world of technological investigation in the
interconnect system of the integrated circuit. Chapter 3 is devoted to the finite element
analysis review with special focus on the interconnect reliability modeling by FEA.

In Chapter 4, a modified EM modeling methodology is proposed to improve the EM
modeling accuracy. This methodology is based on the driving force approach and its
mathematical formulations are derived based on Green’s theorem. The formulations are
implemented through FEA, and the EM void nucleation and its growth can be simulated
through the developed static and dynamic simulation FEA codes. This EM modeling
methodology is applied to investigate the EM dependence on interconnect design
factors in the subsequent part of this chapter. The lifetime enhancement factor in EM
reservoir structures is found to decrease with increasing EM stress current experimentally.
The analytical formulation for the lifetime enhancement factor is derived to reveal the
dependence of lifetime enhancement factor on EM test conditions. In the width
transitional structures, EM characteristic is found to be dependent on electron flow
direction and ratio of the lengths in width transition Cu interconnects. It is found that EM
lifetime significantly shorten when the electron flow direction is from narrow-to-wide
segment. For the Blech product, it is found that Blech product is lower for Cu
interconnects at high temperature due to its inelastic behavior. Lastly, the issue in high
temperature and high stress current EM test is presented. The variation of activation
energy and current density exponent in Black’s equation is derived analytically. This
variation can be important in future EM test in low-k interconnects with severe Joule
heating.

In Chapter 5, we propose a lifetime model from the energy perspective for SIV. A
SIV lifetime equation is derived which is similar to the Black’s equation for EM failure.
In the subsequent part of the chapter, the effects of interconnect design factors on SIV
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performance are explored with FEA. 3D finite element simulations are performed to simulate the void nucleation and void growing process during SIV for line-via structures with SiO₂ and low-k interconnects. Thermo-mechanical stresses in Cu interconnects are analyzed to investigate the effect of dielectric materials as well as line width on the stress distributions in line-via structures. The hydrostatic stress and von Mises stress distributions are simulated and their distributions show the potential failure sites for current and future Cu interconnects.

Reliability evaluation and improvement of new interconnects require a deep understanding of the physics of EM and SIV. However, experimental investigations can be very expensive and slow. Furthermore, not all underlying physics in EM and SIV can be captured experimentally. Both EM and SIV failure physics have been explored through FEA modeling in this thesis work and FEA is proven to be a necessary tool for future reliability research for interconnects.

6.2 Future work

In this thesis, we have developed and laid the groundwork on the finite element modeling to investigate both EM and SIV failure mechanisms in interconnect. The methodologies in this work can also be applied to other fields of microelectronics, e.g. packaging reliability, solder joint reliability, etc. Although the FEA explains many experimental results, however, it is by no means exhaustive, and from our point of view, more work still need to be further studied.
6.2.1 3D modeling of EM process using AFD

3D EM modeling using AFD is mainly studied by three research groups: Tan et al. [22, 40, 85], Dalleau et al. [91, 190] and Liu et al. [60]. AFD formulations have been improved in Section 4.3. However, there are still some limitations for EM modeling using AFD method (driving force approach). Also, the estimation of TTF using AFD is different among different research groups.

In the dynamic simulation, the element is considered to be a void when the atomic concentration reaches 10% of the initial concentration. The TTF is the summation of the time needed to delete all the elements for a critical void. Therefore, TTF in Eq. (4.12) can be re-written as

\[ TTF = \sum_{i=1}^{n} T_i = \ln 10 \sum_{i=1}^{n} 1/F_i \]  

(6.1)

\( n \) is the number of deleted elements simulating the whole void formation.

There are several limitations for the TTF calculation in this method:

1. From Eq. (6.1), TTF is the time for void growing process. For nucleation limited failure, void nucleation time is much longer then the void growing time and the void nucleation time is not accounted for in Eq. (6.1).

2. The element is considered to be a void with 10% reduction in the atomic concentration. The actual time needed for the element to be empty needs further justifications.

3. With the local atomic concentration change due to diffusion, the local stress state should also change under the confinement effect according to Eq. (5.19). In the case of Electron Wind Force (EWF), the change of local stress is reflected in the development of backflow stress. In the case of thermo-mechanical stress, the change
of local stress is the stress relaxation of the local thermo-mechanical stress. Both stress changes can be calculated through the effective bulk modulus.

In view of the limitations stated above, the stress change due to atomic concentration change under confinement effect should be considered in future EM modeling. By considering the stress change during EM, the backflow stress due to EWF and stress relaxation under thermo-mechanical stress can be taken into consideration.

The thermo-mechanical stress may be relaxed completely during EM process. Take Cu interconnect under typical EM stress conditions, hydrostatic stress is assumed to be 60 MPa, effective bulk modulus B is 36 GPa. The atomic concentration change needed to relax the hydrostatic stress is $60 \text{MPa}/36 \text{GPa} = 0.167\%$. Therefore, the thermo-mechanical stress can be relaxed with less than 1% in atomic concentration change.

As AFD, atomic concentration and stress state are changing during EM process; local time dependent iterative scheme is needed for the dynamic simulation. The time interval can be chosen as

$$\Delta t = \frac{1}{F_i} \ln \frac{N^*}{N} \quad (6.2)$$

In Eq. (6.2), $\Delta t$ can be chosen as the time needed for a certain percentage change in atom concentration. The proposed EM dynamic simulation is shown in Figure 6.1. For each time interval, the interconnect stress state, atomic concentration and AFD distribution need to be calculated. The elements will not be deleted as this only shows the void nucleation process. The element is considered to be voided if the atomic concentration is reduced to a certain level. It is noted that the backflow stress in EM is also taken into account by updating the concentration gradient in Figure 6.1.
6.2.2 The inclusion of surface migration induced driving force

In this thesis work, three important driving forces have been considered and they are EWF, TGIDF and SGIDF. These driving forces can lead to the void nucleation and growth through diffusion. Under the surface migration induced driving force, the migration at the immediate surface moves atoms from convex region to concave region [59], changing the void shape. Also the mechanical stress is zero normal to the void surface.

At void surface, the atomic flux due to the elastic energy is expressed as [59],

\[ J_{\text{surface}} = \gamma \Omega \nabla \kappa \]  \hspace{1cm} (6.3)

where \( \gamma \) is the surface energy, \( \Omega \) is the atomic volume and \( \kappa \) is the surface curvature.

With the flux equation in Eq. (6.3), the AFD due to the surface migration induced driving force can be simulated. With the inclusion of surface migration induced driving force, the void shape changes during EM or SIV process can be accounted for. The calculation of the curvature gradient (\( \nabla \kappa \) in Eq. (6.3)) can be challenging.
6.2.3 Interconnect reliability in 3D circuit

The scope of this thesis work is limited to the simple two-level interconnects structure alone without considering the operation of the circuit. As IC reliability is gaining more and more concerns in IC technology nowadays with decreasing device size and the impact of different failure mechanisms increases significantly with decreasing interconnect dimension and increasing number of interconnect levels, the importance of interconnect reliability in IC circuit started gaining attention in recent times.

As EWF is no longer the dominant driving force for EM as shown in this thesis work and the surrounding materials and the interconnect structure are critical to the EM and SIV performance of interconnect, 3D interconnect structure at the circuit level is necessary in order to accurately assess the interconnect reliability in ULSI. Therefore, circuit layout design can be modified based on the EM and SIV modeling results, so as to enhance the circuit reliability.

6.2.4 EM and SIV under size effect

As the feature size of Cu interconnects has been scaled into nano-scale range, Cu interconnects are more prone to electrical and mechanical failures, not only because they are subjected to more severe use conditions, but also because the critical volume for the fatal void is smaller [191]. Since the interconnect dimensions are approaching the length of the mean free path (MFP) of the electron, size effects are becoming important. This is manifested in the increase of the resistivity for nano-interconnects [192] and the size dependency in elasticity [193]. New failure mechanisms start to appear with reduced barrier layer thickness and implementation of low-k ILD in Cu nano-interconnects. EM
failure may no longer follow a lognormal distribution as in Cu nano-interconnects due to a much smaller critical void. As the atom diffusion is through various diffusion paths under various driving forces during EM, their evolutions in nano-interconnects will also affect EM significantly, with continuous increased surface to volume ratio. Therefore, the changes in mechanical and electrical properties of Cu and ILD, together with the scaling in interconnect geometry dimensions, will pose new challenges in the reliability study for Cu nano-interconnects.

The impact of size effect on EM for nano-interconnects can be probed from the following few perspectives.

1. Interconnect resistance increases dramatically due to electron scattering in the dimension below 100 nm. According ITRS 2006 [194], the maximum current density in the interconnects will reach a level of 5.15MA/cm² by 2010. The maximum current density allowed in interconnects is limited by two factors: Joule heating and electron wind force. Both factors are dependent on the size effect due to scaling.

2. According to ITRS 2006 [194], barrier layer thickness has to be scaled down to 3.3 nm in 2010. The barrier layer is an integrated part of the damascene interface contributing significantly to the mechanical confinement of the interconnect to sustain EM mass transport. Thinner barrier layer implies a reduced confinement effect and the impact to EM still needs further investigation.

3. It is widely accepted that Cu/cap interface layer is the most significant diffusion path for bamboo structures.[159],[76] However, it is also reported a dominant diffusion path at Cu/liner interface in Cu narrow line.[89]. As surface to volume ratio increases dramatically for narrower interconnect and the impact to EM remains unknown.
4. Traditionally, the lognormal distribution has been used to analyze EM failure data for both Al and Cu based interconnects [195, 196]. However, for deep submicron interconnects, the resistance degradation trends reveal that the lognormal model may not be suitable to describe the EM time to failure as the nature of failures is no longer completely “gradually”. As recently reported by Tan et al.[197], Gamma distribution is found to be much more accurate than the traditional lognormal distribution in the case of a narrow Cu interconnect. This may be attributed to the fact that the failures in a narrow interconnect are more “catastrophic” in nature and hence are better described by the Gamma model. The verification is carried out with interconnect of line width of 0.25μm. Further verifications can be done with interconnect of even narrower width.

The SIV model proposed in Section 5.2 is based on conventional interconnects without taking the size effect into consideration. The simulated thermo-mechanical stress from FEA is based on classical continuum mechanics, by considering the size dependency in elasticity, the thermo-mechanical stress decreases as line with is below 50 nm [193]. As line width is scaling down, plastic deformation is less likely to happen [198], which means the narrower interconnect becomes more elastic. This was later confirmed by Shen et al. [131] where the hysteresis becomes smaller with decreasing film thickness during thermal cycling, implying increasing difficulty of plastic deformation due to the dimensional constraint. Therefore, it is necessary to consider the size effect when modeling the mechanical reliabilities of nano-interconnect.
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