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This work aims to apply Computational Fluid Dynamics (CFD) and Computational Structural Dynamics (CSD) to simulate the interactions between unsteady compressible flow and immersed moving and/or deforming solid structures. The main challenge is due to the fact that fluid dynamics, structural dynamics and their interactions are highly nonlinear, multiscale and multiphysical phenomena. In this work, an efficient and accurate numerical simulation package, incorporating solution methods for both three-dimensional Navier-Stokes (NS) and structural dynamic equations, has been successfully developed and validated. The baseline method is a finite-volume scheme using unstructured grids. Such features ensure the convenient and accurate modeling of complex geometries. A 3rd-order high-resolution edge-based Roe approximate scheme is adopted in the NS solver to accurately capture the possible existence of shock in high-speed flow regions, while cell-based 2nd-order Galerkin-type formulation is used to calculate the variable gradients. For temporal integration, a novel matrix-free implicit dual time-stepping is adopted. To simulate turbulent flows, a novel mixed dynamic formulation of eddy-viscosity subgrid model based on Smagorinsky-Lilly method has been integrated into the Large-eddy simulation module of the package. To couple the NS and structural dynamics solvers more efficiently, the immersed membrane method (IMM) is adopted and enhanced to handle the fluid-structure interaction. In the IMM, a stationary Eulerian mesh is used for the computation of fluid domain, while the spatial domain occupied by the moving and/or deforming solid structures are treated as “vacuum”, whose domain is defined by the fluid-structure interface which may be
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varying with time. To obtain accurate flow conditions in the vicinity of the interface, without changing the topology and geometry of the fluid mesh, the concept of ghost nodes with ghost values is introduced to account for discontinuities in pressures and fluid stresses across the interface. Velocity continuity at the fluid-structure interface is directly enforced by a newly develop 3rd-order MUSCL like one-sided extrapolation scheme for fluid velocity, with the ghost nodes and the extrapolated velocities being treated as boundary conditions for the fluid domain. The fluid-structure interaction (FSI) is calculated in a staggered and iterative manner. Firstly, the governing equations for the fluid domain are solved, after which fluid forces are calculated along the fluid-structure interface. Then the structure dynamics are calculated under the influence of fluid forces and the structure is moved to a new position with a new configuration. Lastly, the immersed membrane method is employed to obtain appropriate boundary conditions at the fluid-structure interface for the fluid domain with the newly updated structure configuration. The above procedure is repeated up to a desired time instant. The proposed IMM is suitable for various kinds of fluid-structure interaction problems. It can solve FSI phenomena involving both rigid and flexible bodies. It can also be extended to solve the FSI problems for objects with arbitrary shapes, where surfaces of the immersed objects are treated as immersed membranes and the insides of the objects do not have fluids. For the purpose of enhancing overall convergence rates, several state-of-the-arts technologies are implemented, which include implicit residual smoothing, low speed preconditioning and multigrid method. In order to further improve computational efficiency, the solver is parallelized using the Single Program Multiple Data (SPMD) programming paradigm and Message Passing Interface (MPI).
The efficiency, accuracy and robustness of the proposed numerical methods are tested as follows. The baseline NS solver with immersed rigid structure is firstly validated using several classical benchmark problems, such as a sphere rotating and oscillating in quiescent air, steady and unsteady flow over a stationary circular cylinder, and rigid thin membrane immersed in channel flow. Next, the spatial and temporal accuracy of the structural dynamic solver is validated using a spatial point-loaded fixed-free 2D and 3D cantilever problem. Finally, the capability of the developed package is demonstrated by applying it to two potential engineering applications: steady and unsteady air flow between two corotating disks in a fixed cylindrical enclosure, and the aeroelastic flutter of an ONERA M6 wing in transonic flow. All of the results obtained agree well with published analytical, numerical and experimental results wherever available. These show that the current package is capable of solving large displacement fluid-structure interaction problems. Error analysis is also carried out during the validation process and the results obtained indicate that the immersed membrane method is at least globally 2nd-order accurate.
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<td>Heat flux.</td>
</tr>
<tr>
<td>$Q$</td>
<td>SGS heat flux.</td>
</tr>
<tr>
<td>$R(W_p)$</td>
<td>Flux residual.</td>
</tr>
<tr>
<td>$\bar{R}(W_p^{n+1})$</td>
<td>Modified flux residual in implicit time stepping.</td>
</tr>
<tr>
<td>$R$</td>
<td>Gas constant.</td>
</tr>
<tr>
<td>$Re$</td>
<td>Reynolds number.</td>
</tr>
<tr>
<td>$SG$</td>
<td>Single Grid.</td>
</tr>
<tr>
<td>$SGS$</td>
<td>Subgrid-Scale.</td>
</tr>
<tr>
<td>$S_p$</td>
<td>Speed-up for parallel computing.</td>
</tr>
<tr>
<td>$SPMD$</td>
<td>Single Program Multiple Data.</td>
</tr>
<tr>
<td>$St$</td>
<td>Strouhal number.</td>
</tr>
<tr>
<td>$T$</td>
<td>Period for a cardiac cycle.</td>
</tr>
<tr>
<td>$t$</td>
<td>Time.</td>
</tr>
<tr>
<td>$\Delta \tau$</td>
<td>Pseudo-time step.</td>
</tr>
<tr>
<td>$\Delta t$</td>
<td>Real time step.</td>
</tr>
<tr>
<td>$t_p$</td>
<td>Total simulation wall-clock time.</td>
</tr>
<tr>
<td>$t_{cpu}$</td>
<td>CPU time.</td>
</tr>
<tr>
<td>$t_{comm}$</td>
<td>Communication time.</td>
</tr>
<tr>
<td>$t_{comp}$</td>
<td>Computation time.</td>
</tr>
<tr>
<td>$t_{idle}$</td>
<td>Idling time.</td>
</tr>
</tbody>
</table>
NOMENCLATURE

$t_{\text{comm}}^{FFV}$ Communication time for exchanging of flow field variables.
$t_{\text{comm}}^{FT}$ Communication time for exchanging of forcing terms.
$t_{\text{comm}}^{NG}$ Communication time for exchanging of nodal gradients.
$T_{h}^{h+1}$ Solution transfer operator from fine grid $h$ to the coarse grid $h+1$.
$U_\infty$ Free-stream velocity.
$u, v, w$ Velocity component in the $x, y$ and $z$ direction, respectively.
$V$-cycle Multigrid V-cycle.
$W_c$ Vector of conserved flow variables.
$W_p$ Vector of primitive flow variables.
$W$-cycle Multigrid W-cycle.
$W_p$ Vector of conserved flow variables at node $P$.
$W_h$ Solution from the fine grid.
$W_h^+$ Updated variables of the solution on the fine grid $h$.
$W_h^{(0)}$ Initial values transferred from the fine grid.
$W_{h+1}^+$ Newly computed value on the coarse grid $h+1$.
$x, y, z$ Cartesian co-ordinates.

Greek Symbols

$\tau_{ij}$ Viscous stress tensor.
$\sigma_{ij}$ SGS Reynolds stress tensor.
$c$ Speed of sound.
$\Gamma_1$ Preconditioning matrix.
$\rho$ Density.
$\rho_\infty$ Free stream density.
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu$</td>
<td>Molecule viscosity.</td>
</tr>
<tr>
<td>$\mu_t$</td>
<td>Turbulent viscosity.</td>
</tr>
<tr>
<td>$\alpha_{RK}$</td>
<td>Stage coefficients for Runge-Kutta time integration.</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>Smoothing coefficient.</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Preconditioning parameter.</td>
</tr>
<tr>
<td>$\beta'$</td>
<td>Preconditioning parameter.</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>Weight used in MUSCL interpolation.</td>
</tr>
<tr>
<td>$\delta$</td>
<td>Friction coefficient for structure dynamics equation.</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Ratio of specific heats.</td>
</tr>
<tr>
<td>$\Delta$</td>
<td>Grid filtering length.</td>
</tr>
<tr>
<td>$\Delta_{\text{test}}$</td>
<td>Test filtering length.</td>
</tr>
</tbody>
</table>
The following papers are related to the present research:


CHAPTER ONE

INTRODUCTION

In this chapter, the background and challenges of numerical studies on moving boundaries and fluid-structure interaction are briefly introduced. To begin with, the main difficulty is firstly described. And then, brief introduction to various types of typical numerical algorithms designed for this purpose is given. And, several representative potential engineering applications are discussed. This is followed by the description of research objective for this study—that is, developing a high performance computational package for numerical simulation of unsteady flow interacting with moving or deforming structures. Lastly, for clarity, the thesis structure is briefly outlined.
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1.1 BACKGROUND

Numerical simulations of unsteady flows interacting with dynamically moving or deforming structures are amongst the most challenging problems in computational fluid dynamics (CFD). The main challenge is due to the fact that fluid dynamic, structural dynamic and their interaction are highly nonlinear, multiscale and multiphysical phenomena. There are only a limited number of special cases where established boundary-conforming formulations can be directly applied to such problems with a relatively small overhead. Among which, the Arbitrary Lagrangian-Eulerian (ALE) method is no doubt the most popular one [1]. This method involves a continuous adaptation of the mesh without modifying the mesh topology in solving the fluid-structure interaction and moving boundary problem. The ALE methodology combines the best of features of both Eulerian and Lagrangian formulations. The essence of the ALE is that mesh motion can be chosen arbitrarily [2]. It includes three phases: an explicit Lagrangian update, an implicit iteration of the momentum equation with the equation of state, and a rezone/map phase [3]. The Lagrangian phase provides an explicit update of the equation of motion. When the material velocities are much smaller than the fluid sound speed, the optional implicit phase allows sound waves to move many cells per cycle, thereby significantly improving computational efficiency. Finally, a rezone algorithm may prescribe mesh velocities relative to the fluid, thus necessitating a re-map phase in which the solution from the end of phase two is mapped onto the new mesh. A particularly important property of ALE is that it provides a means of minimizing advection errors [4]. ALE techniques have gained popularity for transient, high speed, small deformation problems in solid mechanics [5]. They are most commonly used in the aerospace field, where solid structures are subjected to complex
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Airflows, e.g. see [6]. In some cases, however, due to the large deformation of structures within the computational domain, it is generally difficult to adapt the mesh in such a way that a proper mesh quality is maintained without changing the mesh topology. Alternatively, re-meshing can be performed, if the mesh quality is degenerated too much. This technique has been used by Horsten [7] to model the aortic valve in two dimensions. Re-meshing, however, not only introduces artificial diffusivity, it may also be difficult to perform with sufficient robustness and accuracy for three-dimensional problems. The use of moving reference frames [8], or coordinate transformations [9, 10] are some other examples. With more complex configurations moving and/or deforming grids that continuously adapt to the changing location of the body have to be adopted (see for example [11, 12]). For problems that involve multiple immersed bodies undergoing large motions and/or deformations, these algorithms are fairly complicated and have adverse impact on the accuracy and efficiency of the fluid solvers.

Although a variety of fluid-structure interaction algorithms has been developed over the years, relatively few applications in turbulent and transitional flows have been reported. In most cases, this is due to prohibitively high computational costs, or dissipative discretizations that limit the applicability of such methods to turbulence modeling. Further advancements in this field can be achieved by coupling state-of-the-art tools to model turbulence and transition (i.e. large-eddy simulations (LES) or hybrid formulations) with cost-effective numerical methods applicable to problems with large boundary motions and deformations.

An alternative class of methods that has the potential to overcome some of the above limitations is non-boundary-conforming formulations or the Eulerian Methods. In such
methods the requirement that the grid conforms to a solid boundary is relaxed, and the effect of a complex object on the flow is introduced through proper treatment of the solution variables in the grid cells in the vicinity the body. The basic advantage of these formulations is the simplification of grid generation, especially in cases of moving or deforming boundaries where the need for regeneration or deformation of the grid is eliminated. Both the above features are particularly attractive for Direct Numerical Simulations (DNS) or LES of turbulent and transitional flows, where the use of highly efficient, energy conserving solvers is imperative for accurate computations. It is therefore conceivable that successful integration of non-boundary-conforming strategies with robust fluid solvers developed for DNS/LES will open new areas of applications for these tools. The immersed boundary (IB) method, proposed by Peskin et al. [13, 14], is a technique able to consider the moving boundaries and has been used to simulate the natural heart and heart valves combining Eulerian flow equations and a Lagrangian description of heart walls and valves. The philosophy of the IB method is to treat the elastic material as a part of the fluid in which additional forces (arising from the elastic stresses) are applied. The fluid equations are solved on a regular cubic lattice, the structure of which is not modified in any way by the presence of the immersed elastic bodies with complicated geometries. The elastic material is tracked in a Lagrangian fashion, by following a collection of representative material points. The spatial configuration of these points is used to compute elastic forces, which are applied to the nearby lattice points of the fluid. The fluid velocity is updated under the influence of these forces, and the new velocity is then interpolated at the elastic material points, which are moved at the interpolated velocity to complete the time step. The IB method has been applied to a wide range of problems, mostly in bio-fluid dynamics, including blood flow in the heart [14], platelet aggregation during blood clotting [15], fluid
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dynamics of the inner ear [16], flow in arterioles [17] and simulating the motion of flexible pulp fibers [18]. Later Peskin and co-investigators developed the method further and published an adaptive [19] and second-order accurate versions [20] of the IB method to enhance its accuracy. Generally speaking, the method is applicable to any problem in which a fluid interacts with an elastic material which may be undergoing large movement or deformation. The elastic material may be an active one, as in the case of cardiac muscle. A limitation of the IB method is that it is just suitable for considering the moving boundary as one-dimensional curves, thus it could only be used when the thickness of the moving object can be ignored. Following the methodology of Peskin, numerous formulations have been developed and reported. Majumdar et al. [21] proposed a ghost fluid cell method to treat the immersed boundary for structured grids. In his method, ghost cells are defined as cells in the solid domain that have at least one neighbour in the fluid domain. For each ghost cell, a complex interpolation scheme along wall normal direction that implicitly incorporates the boundary condition on the immersed boundary is then devised. Fedkiw [22] proposed another ghost fluid method to tackle the moving boundary problems. In his method, the fluid-structure interfaces are treated in Eulerian scheme that maintains a Heaviside profile of the density with no numerical smearing. A level set function is used to define two separate domains for the two separate fluids. Then a ghost cell at every point in the computational domain is imposed.

Up to the present, almost all of the published applications of the IB method are limited to incompressible Cartesian coordinate solvers, few of them involves compressible fluids or flows. No report on Fluid-Structure Interaction (FSI) using large-eddy simulation on unstructured meshes has been found.
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1.2 POTENTIAL ENGINEERING APPLICATIONS

Several potential applications and impacts of this study are listed in this section.

1.2.1 Hard Disk Drives (HDDs)

As a cornerstone of industries in Singapore, HDD manufacturing not only has offered a great number of employment opportunities, it also has stimulated the co-evolution of a wide range of supporting industrial activities in Singapore: printed circuit board (PCB) making and PCB assembly (PCBA) operations, die casting, metal stamping, precision machining and plating of various mechanical components such as base-plates, cover and actuator arms, connectors and automation and clean room design services. In order to achieve further technological breakthroughs, Singapore government established the Data Storage Institute (known earlier as the Magnetic Technology Centre) in 1992 to conduct research related to the data storage industry. In recent years, disk rotating speeds become higher and higher, resulting in a wide range of newly emerged challenges. The first problem must be addressed is the temperature control. It is well known that a large amount of thermal energy is generated inside hard disk drives as a result of high speed rotation of platters. In order to dissipate the generated heat out of the HDD casing efficiently, we must know the temperature distribution in the first place. But this information requires a full understanding of the details of fluid flow inside the casing. On the other hand, disks rotating at high speeds may become unstable due to their interaction with the surrounding air, which is called flutter. It leads to the vibration of actuator arms and positioning error signals (PES). In current HDD designs using high recording density and high-speed access, it is very important to estimate the loads exerted on both the disks and read/write arms to reduce undesirable vibration. It is
estimated that to achieve 1Tb/in\(^2\) areal density, the total airflow induced disturbance to PES should be less than 3 nm. Therefore, it is important to reduce the fluid flow induced vibration on the components of hard disk drives to increase their storage capacity and reliabilities. Currently there are no mature commercial toolkits which can fulfil the simulation requirements for new HDD designs. Furthermore accurate numerical simulation of three-dimensional (3D) large scale fluid-structure interaction is still a pacing item and technical barrier in computational fluid dynamics, which can only be overcome with real breakthroughs in both physical modelling and numerical simulation methods. Thus, the development of a comprehensive simulation and testing tool has significant application potentials in the HDD industry in Singapore and it also provide a basis for us to push back the frontier of basic research in related fields.

1.2.2 Offshore Wind Turbines

Offshore wind farms promise to become an important source of renewable energy in the near future: it is expected that by the end of this decade wind farms with a total capacity of thousands of megawatts will be installed in European seas [23]. This will be equivalent to several large traditional coal fired power plants. Plans are currently developed for such large-scale wind farms in Belgian, British, Dutch, German, Irish and Swedish waters and the first are now constructed in Danish seas. Apart from their advantages, such as more relaxed environmental restrictions and higher wind speeds, there is the disadvantage of high installation and maintenance costs. Weather restrictions will only allow limited access to offshore wind turbines for maintenance and repairs. Therefore robust and durable wind turbine designs that avoid excessive loads and vibrations are of utmost importance for offshore wind farms. The maximum size of
wind turbine blades has been continuously increasing, from 15 meters diameter in 1985 up to the present size of 120m, and will continue to increase even further. Recently, the size of wind turbines has moved beyond a certain threshold where new issues have surfaced, with multi-stall operation and edgewise blade vibrations being the most important. An example is the structural damage in the form of serious longitudinal cracks observed on the trailing edge of the Glassfiber blades installed on wind turbines around the world [24]. Severe edgewise vibrations resulting from combined flap/lead-lag aero-elastic instability were the cause of this damage. In order to support the design of even larger new generation turbines a quantum leap in the understanding of the underlying unsteady flow and fluid-structure interaction mechanisms is also required. As wind tunnel experiments are costly, experimental work in this area has been minimal.

1.2.3 Summary

In summary, Continuous increase in rotating velocity of hard disk drives (HDDs) and wind turbines (WTs), as well as increase in sizes in WTs, requires a breakthrough in the understanding and simulation of unsteady flow and fluid-structure interactions (FSI) between their rotating parts and the surrounding air. Numerical simulations are expected to offer valuable insight into the physics of these problems. With the innovative simulation package to be developed within this project, 3D unsteady flow and FSI phenomena can be simulated efficiently, at the same time systematically providing estimates for uncertainties in computed loads. This package can be used to obtain greater insight into the physical phenomena that play a crucial role. In addition, comparing our Navier-Stokes results against the results of simpler models, their
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capabilities and limitations can be further assessed. Furthermore, our package can be used to construct a computational aero-elastic database for benchmarking engineering-type aero-elastic models when experimental data are not available to validate and improve simple design codes. Finally, with our package new technologies, such as smart rotor control and smart blades for the offshore wind turbine can be extensively tested.

1.3 OBJECTIVE AND SCOPE OF RESEARCH

This work concerns the development of a high performance computational package for numerical simulation of compressible unsteady flow interacting with moving or deforming structures. The objective of this research is to extend the three-dimensional finite volume (FV) Navier-Stokes solvers on unstructured tetrahedral grid [25] with a high-resolution method. The end products will include a preconditioned parallel-multigrid solver, a novel FV solver for computational structural dynamics, an efficient immersed membrane method (IMM) for the numerical study of compressible unsteady flow interacting with immersed dynamical moving or/and deforming solid bodies. In this work, all the developed numerical methods and algorithms are validated by comparing the results obtained with a wide range of well-documented published results as well as experimental measurements wherever available. This is to demonstrate the accuracy, effectiveness and robustness of the proposed method in order to testify its potential application fields including a variety of turbulent flows with complex geometries and moving/deforming immersed solid bodies.
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1.4 THESIS STRUCTURE

The thesis is structured as follows. Chapter 2 reviews some of the work relevant to the current study contributed by researchers of this field. Chapter 3 describes the mathematical models for preconditioned unsteady compressible Navier-Stokes equations and the numerical approaches employed in the solver. Chapter 4 describes mathematical formulation of the finite volume solver for the computational structural dynamics. Chapter 5 describes the implementation details of the immersed membrane method and how it can be used for coupling the two solvers. Chapter 6 describes the multigrid method and the parallel computing. The contents of this chapter include the algorithms for inter-connectivity relationship between meshes, the transfer operators for the multigrid method, the domain decomposition, data decomposition and the algorithms for identifying ghost nodes and overlapping elements. Chapter 7 describes the basic concept of Large-Eddy simulation and the mathematical formulations. Chapter 8 presents results from the validation of the developed numerical schemes and algorithms against well-documented published results. The computed results for various flow problems are showcased and discussed. Besides, the results and discussion for the computation of steady and unsteady flow between two co-rotating disks in fixed cylindrical enclosure, as well as the computation of aeroelastic flutter of an ONERA M6 wing are presented in this chapter. Finally, Chapter 9 draws conclusions based on the work performed and the results obtained. This chapter also provides suggestions for possible future work. Results from these chapters have also been published or submitted for publication (i.e. Refs. [141], [142], [143], [144]).
CHAPTER TWO

LITERATURE REVIEW

In this chapter, an in-depth review of the various numerical techniques leading to the present study on moving boundary and fluid-structure interaction (FSI) are conducted. These techniques include the serial multigrid (MG) method, both parallel single grid (SG) and MG computations, low speed preconditioning method, finite volume (FV)-based computational structural dynamics (CSD) techniques, moving boundary techniques, and lastly, FSI algorithms.
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2.1 REVIEWS ON COMPUTATIONAL FLUID DYNAMICS

Computational Fluid Dynamics (CFD) has become an indispensable part of engineering research and design. In this section, various numerical techniques leading to the present study on moving boundary and FSI are reviewed. These techniques include the serial/parallel MG method, parallel computation, low Mach number preconditioning method, FV scheme based CSD, moving boundary and the FSI.

2.1.1 The Multigrid Method

Beside the use of parallel computers which allow numerical simulation to reduce computing time by increasing the number of processors, MG method has been established as a powerful tool for accelerating the numerical convergence and, thus also reducing the computing time. Fedorenko [26] was the first researcher to put forward the idea of MG method for elliptic equations in 1964 and the full potential of it was put forward by Brandt [27] in 1972. Jameson [28] applied the MG method to the Euler equations by solving the equations on the fine grid and then progressively transfers these flow field variables and residuals to a series of coarser grids.

It is worth mentioning that most of the developments and applications of MG method are based on structured grids. On the other hand, few studies in the literature have dealt with the development of the MG method in conjunction with the low speed preconditioning method.
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2.1.1.1 Serial Multigrid Method

Farmer et al. [29] have developed a fast MG method for solving the incompressible Euler equations in conjunction with the artificial compressibility method (ACM) and applied it to free surface flows. They reported that 400 W-MG cycles were required to achieve convergence for the inviscid flow around a ship hull with free surface effects. Sheng et al. [30] have developed a MG algorithm for 3D incompressible turbulent flows in conjunction with the ACM and Newton relaxation methods. They proposed two different methods for constructing the coarse grid operator and investigated the influence of implicit correction smoothing on increasing the stability of the scheme. They reported fast convergence rates for the case of external flows, but deteriorate in the case of complex internal flows. Drikakis et al. [31] have implemented a nonlinear MG method in conjunction with ACM and with a third-order upwind characteristics-based scheme, and the fourth-order Runge-Kutta scheme. The MG method is based on the full multigrid (FMG)-full approximation storage (FAS) method. Based on the above-mentioned implementation, they further developed and investigated an adaptive-smoothing (AS) procedure to exploit the non-uniform convergence behavior of the numerical solution during iterations [32]. Iwamura et al. [33] have presented a robust and efficient algebraic multigrid (AMG) preconditioned conjugate gradient solver for systems of linear equations arising from the finite element discretization of a scalar elliptic partial differential equation of second order on unstructured tetrahedral meshes.

Tai and Zhao [34] have presented a two-dimensional unstructured non-nested MG method for efficient simulation of unsteady incompressible Navier-Stokes flows. The Navier-Stokes solver is based on the ACM and a higher-order characteristics-based finite-volume scheme on unstructured grids. Unsteady flow is calculated with a matrix-
free implicit dual time stepping scheme. Li Yuan [35] presented a common full approximation storage (FAS) MG algorithm implemented in conjunction with three different implicit schemes, which include a modified point Gauss relaxation, a standard Gauss-Seidel line relaxation, and the Beam-Warming alternating direction implicit (ADI) scheme. The flow solver used in his study is based on ACM and uses a third-order upwind difference for the convective terms and a second-order central difference for the viscous terms. The results of steady-state flow computations show that all the implicit MG schemes yield more than 50% computational time saving over their single grid counterparts. However, in unsteady flow computations, the computational time saving of the MG scheme is less than that in steady-state cases. Brandt et al. [36] presented recent advances in achieving textbook MG efficiency for fluid simulations. Textbook MG efficiency is defined as attaining the solution to the governing system of equations in a computational work, which is a small multiple of the operation counts associated with discretizing the system. Their code is based on the spatially factored scheme of Beam and Warming and uses MG methods to accelerate convergence to steady state. In their approach, they use a full multigrid (FMG) algorithm proceeding from the coarsest grid to finer grids.

Dennis Jespersen et al. [37] presented the development and testing of an unstructured "full multigrid" (FMG) algorithm for steady-state aerodynamic flows. In Dennis's solver OVERFLOW, the compressible Navier-Stokes equations are discretized by a finite-volume technique on meshes of mixed element types, which may include tetrahedra, pyramids, prisms and hexahedra. The governing equations are discretized using a central difference finite-volume technique and three types of artificial dissipation are available. They are scalar dissipation, Roe third-order upwind-biased
differencing algorithm and the matrix artificial dissipation respectively. The first one is a basic dissipation model, which can produce undesirable velocity overshoots in boundary layer profiles and poor capturing of weak shocks; The Roe scheme usually produces better quality boundary layer profiles, but it is computationally expensive and its convergence rate is typically slow in OVERFLOW for unknown reasons; The matrix artificial dissipation is intended to give solutions which are of the same quality as Roe upwind solutions, but at a relatively lower computational expense, both in terms of work per step and in terms of number of steps to convergence. One important point of their implementation of multigrid in OVERFLOW is the sweeping method. There one begins on an initial coarse level and works up to the finest level, using the multigrid algorithm at any intermediate coarse levels. Their algorithm takes the coarse level as a subset of the fine level and takes the initial guess on the coarse level to adjust the restriction of the initial solution on the fine level to the coarse level. The other major point of their multigrid implementation is its interaction with the chimera algorithm. To ease the burden on the grid generation process and to separate the grid manipulations from the flow solver, a coarse level in one zone has no connection with another coarse level in another zone.

2.1.1.2 Parallel Multigrid Method

Mavriplis [38, 39] developed a parallel-unstructured agglomeration MG algorithm for steady-state aerodynamic flows. In Mavriplis’s solver, the Reynolds averaged Navier-Stokes equations are discretized by a finite-volume technique on meshes of mixed element types, which may include tetrahedral, pyramids, prisms and hexahedra. The governing equations are discretized using a central difference finite-volume technique with added matrix-based artificial dissipation. The matrix dissipation approximates a
Roe Riemann-solver based upwind scheme [40], but relies on a bi-harmonic operator to achieve second-order accuracy, rather than on a gradient-based extrapolation strategy [41]. The viscous terms are discretized with second-order accuracy by the finite-difference approximation. The agglomeration MG strategy uses a graph algorithm to construct the coarse MG levels from the given fine grid, similar to an algebraic MG approach, but operates directly on the non-linear system using the Full Approximation Scheme (FAS) approach. The existing unstructured MG solver has been extended to support both cache-based and vector architectures as well as multi-level parallelism.

The original Message-Passing Interface (MPI)-based parallel implementation has been extended to a two-level parallelization strategy, which employs MPI to communicate between groups of partitioned sub-domains, and OpenMP to perform vector-processing within each MPI process. The scalability and convergence rate of the MG algorithm are examined on the SGI Origin 2000 and the Cray T3E. For medium size problems involving several millions grid points, a slight drop-off in parallel efficiency is observed in his work for the MG V- and W-cycles, using up to 128 processors on the SGI Origin 2000 and up to 512 processors on the Cray T3E. For a large problem using 25 million grid points, good scalability is observed for the MG algorithm using up to 1450 processors on a Cray T3E, even when the coarsest grid level contains fewer points than the total number of processors.

Llorente et al. [42] presented, evaluated and analyzed an alternative highly parallel multigrid method for three-dimensional convection-dominated problems. The MG method employed semi-coarsening together with a well-balanced correction of discrete operators to maintain the same cross-characteristic interactions (CCI) on all the grids. The relaxation scheme employed in their algorithm is a four-color plane-implicit
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scheme enabling a very efficient parallel implementation, which appears to be a good trade-off between parallel and convergence properties. The resulting MG solver exhibits a fast grid-independent convergence rate for solving the convection-diffusion operator on cell-centered grids with stretching. The load imbalance below the critical level is the main source of inefficiency in its parallel implementation. The parallel implementation of the MG algorithm was based on MPI. There are two different strategies proposed by them for the parallel implementation of the MG method, which are domain decomposition combined with multigrid (DD-MG) and grid partitioning (MG-DD). The DD-MG approach applies domain decomposition on the Ernest grid, and using a MG method inside each block. These kind of methods are often considered with the finite elements discretization since they are easier to implement and can be directly applied to general multi-block grids. From an architectural point of view, this method also implies fewer communications since they are only required on the finest grid. However, they lead to algorithms which are numerically different to the sequential version and have a negative impact on the convergence rate as reported by Smith et al. in [43]. In their research, they adopted the MG-DD technique. In this approach, MG is used to solve the problem in the whole grid, i.e. domain decomposition is applied on each level. This technique required more communication overheads since data exchange is required on every level. However, unlike DD-MG approach, MG-DD retains the convergence rate of the sequential algorithm [44]. The parallel MG algorithm is studied on the SGI Origin 2000 and the Cray T3E machine and satisfactory efficiencies (higher than 0.8) are obtained for up to 32 processors on a 128 x 128 x 128 uniform grid.
2.1.2 Parallel Computation

Parallelization has been identified as the basis for future high performance computing. Computing speed and memory capacity have increased exponentially over the last several decades, which led naturally to work on parallel computational fluid dynamics.

Many techniques and tools for implementing parallel numerical methods are available to researchers. These include compiler directives (OpenMP [45]), message passing (MPI [46]), parallel languages (High Performance Fortran, HPF [47]), and parallel libraries (PETSc [48]). On machines with shared memory architectures, the usual parallelism model is Multiple Instruction Multiple Data (MIMD). The MIMD model is usually implemented at the loop level with compiler directives, such as the OpenMP set of directives. Although the MIMD model is easy to implement, scalable performance is usually limited to tens of processors [49]. Success with more processors is more difficult to produce [50]. On machines with distributed memory architectures, the popular parallelism model is Single Program Multiple Data (SPMD). The SPMD model is usually implemented by message passing, using libraries of message passing tools such as the MPI library [46] or PVM library [51]. The SPMD model has been shown to scale to hundreds and even to thousands of processors [49]. One important reason for this scalability is that good data locality can be maintained with the SPMD model. However, message-passing implementations generally require extensive changes to a baseline code because the domain decomposition and message passing must be explicitly programmed. It requires the programmer to create the data structures for communication and explicitly code the transfer of data between processors. This is a large and difficult hurdle most of the programmers encounter.
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McManus [52] examined the method of parallelization by geometric domain decomposition using the SPMD programming paradigm with explicit message passing in his Ph.D. thesis. In the thesis some techniques and strategies to parallelize unstructured mesh codes were developed and tested using an integrated CFD and solid mechanics code to explore the computational advantages offered by distributed memory parallel processors. The performance of the parallel code was examined and some work was carried out to achieve automation of parallelization process. Yao et al. [53] presented the development and validation of the unsteady, three-dimensional, multiblock, parallel turbo machinery flow solver, TFLO. The Unsteady Reynolds Averaged Navier-Stokes (Unsteady RANS) equations are solved using a cell-centered discretization on arbitrary multiblock meshes. The solution procedure is based on efficient explicit Runge-Kutta methods with several convergence acceleration techniques such as multigrid, residual averaging, and local time stepping. The solver is parallelized using domain decomposition, an SPMD strategy, and the MPI Standard. The dual-time stepping technique is applied to advance unsteady computations in time. TFLO is routinely run on the CRAY T3E, SGI Origin 2000 and IBM-SP systems. Das et al. [54] implemented a three-dimensional unstructured grid Euler solver on massively parallel distributed-memory computer architectures. Their goal is to minimize solution time by achieving high computational rates with a numerically efficient algorithm. An unstructured MG algorithm with an edge-based data structure has been adopted, and a number of optimizations have been devised and implemented to accelerate the parallel computational rates. Large practical unstructured grid problems are solved on the Intel iPSC/860 hypercube and Intel Touchstone Delta machine. The quantitative effects of the various optimizations are demonstrated and the combined effect of these optimizations leads to roughly a factor of 3-performance improvement. The overall
solution efficiency is compared with that obtained on the Cray Y-MP vector supercomputer.

Professor Tezduyar's team in University of Minnesota have been using parallel computing extensively. With the support of powerful hardware facilities, most of their work was concerned with complex fluid-structure interaction problems in which mesh adaptation or regeneration took much of computing time. In 1995, they calculated 3D flow past a rectangular wing at Reynolds number 1,000, 2,500 and 10,000,000 in which the finite element mesh consisted of 753,168 nodes and 727,552 hexahedral elements, and flow past a flapping wing in which the finite element mesh consisted of 145,402 nodes and 137,280 elements [55]. These calculations were executed on a 512-node CM-5 supercomputer and good efficiency was achieved. In 1997 they calculated 3D flow past a sphere at Reynolds number of 400 [56]. The computational mesh consisted of 43,282 nodes and 258,569 elements and a mesh partition program, METIS, was used for domain decomposition. The calculation was carried on a 256-PN CM-5 supercomputer. In 1997 they calculated flow past an automobile and 5 spheres falling in a liquid-filled tube on Thinking Machines CM-5 and Cray T3D supercomputer [57]. Another problem of parallel finite element simulation of large ram-air parachutes was also carried out on the CM-5 supercomputer with a data-parallel programming paradigm and on a Cray T3D supercomputer with a message-passing paradigm [58]. The most difficult of their work might be the calculation of 1000 spheres falling in a liquid-filled tube at Reynolds number 10 [59]. The mesh size during the simulation reached 1.2 million tetrahedral elements in this calculation. The simulation involved calculation of spheres colliding with each other, forming groups, bumping on the tube wall, as well as the fluid-sphere interaction, mesh regeneration and mesh partition. In the simulation, the mesh partition,
flow computations and mesh movements were performed on a 512-node Thinking Machines CM-5, automatic mesh regeneration and projection of the solution were accomplished on a 2-processor SGI ONXY2 workstation.

2.1.3 Low Mach-Number Preconditioning

Time-marching algorithms are widely used for the computation of compressible flows. A major advantage of these techniques is that they apply to both inviscid and viscous flows and can be used in conjunction with virtually any spatial discretization in all Reynolds number regimes. In the past two or three decades, time-marching schemes have been widely accepted and applied as the method of choice for transonic, supersonic, and hypersonic flows. In the low subsonic Mach number regime, time-marching algorithms do not fare as well. When the magnitude of the flow velocity becomes small in comparison with the acoustic speed, the convective terms of the time-dependent equations become stiff and time-marching methods converge very slowly. These convergence difficulties are then further exacerbated by the magnitude of the diffusion terms, and corrective action can differ substantially when the diffusion terms are missing (the Euler equations), small (high Reynolds numbers) or dominant (low Reynolds numbers). Many works on preconditioning have been done by many researchers, for example, Turkel [60-64], van Leer et al. [65-67], Choi [68], Merkle [68-71], Venkateswaran [69-71], Weiss and Smith [72], etc. They have shown that the preconditioning method can eliminate low Mach number convergence difficulties in all Reynolds number regimes.
Merkle and Choi [68] were the first to show how to re-scale the convective propagation speeds to the diffusion rates. They stated that the reason for the slow convergence rates while the Reynolds numbers is low (below $Re = 50$) can be understood by considering the viscous time step parameter (they called it von Neumann number, $VNN$), which becomes important at low Reynolds numbers. Control of the CFL number alone at low Reynolds number makes the $VNN$ number so large that the approximate factorization error in the diffusive terms slows convergence. For efficient convergence, one should control both the CFL number and the $VNN$ number simultaneously. For this reason, they introduced a scaling parameter in the definition of the preconditioning matrix.

Radespiel [62] presented a generalization of the preconditioners given by Turkel and also Choi and Merkle. They pointed out that for a central difference scheme it is necessary to add artificial dissipative terms to the central difference approximation of the spatial derivatives. By using conservative or non-conservative variables, they introduced two different preconditioned artificial dissipation terms. Also the characteristic variables needed to compute flow conditions at inflow or outflow boundaries are derived. In their solvers, the boundary conditions in the far field are based on characteristic variables, even for viscous flow. Thus at inflow the incoming variables corresponding to positive eigenvalues are specified while the outgoing variables corresponding to negative eigenvalues are extrapolated. Although the preconditioning does not change the signs of the eigenvalues, it does change the characteristics of the system. Hence, it is necessary to also modify the boundary conditions for the preconditioned system.
Dennis Jespersen et al. [37] also successfully developed a novel preconditioning method into their unstructured finite-volume solver OVERFLOW. Their derivation starting point is the quasi-linear form of the flow equation in curvilinear coordinates and conservative form:

\[
\frac{\partial W_c}{\partial t} + A \frac{\partial W_c}{\partial \xi} + B \frac{\partial W_c}{\partial \eta} + C \frac{\partial W_c}{\partial \zeta} = 0
\]

Where \( W_c = \{ \rho, \rho u, \rho v, \rho w, \rho e_i \} \), \( A \), \( B \), and \( C \) are the convection Jacobians, transforming to primitive variables \( W_p = \{ P, u, v, w, T \} \) becomes:

\[
M \frac{\partial W_p}{\partial t} + AM \frac{\partial W_p}{\partial \xi} + BM \frac{\partial W_p}{\partial \eta} + CM \frac{\partial W_p}{\partial \zeta} = 0
\]

Where \( M = \frac{\partial W_c}{\partial W_p} \). Their preconditioning step consists of replacing \( M \) by another matrix \( \Gamma' \). By using this treatment, they changed the eigensystem and equilibrated the disparity of the original eigenvalues thus accelerated the convergence rates. They also pointed out the aspects of the scheme which are modified by the preconditioning. They used a MUSCL interpolation scheme (Koren limiter) to produce left and right flow field states, which are then employed in the definition of the Roe flux differencing scheme where the numerical flux at the center between two nodal points has also been modified. The modification lies in using the preconditioned eigenvalues and eigenvectors in the definition of the Roe's average matrix.
2.1.4 Finite Volume (FV)-Based Computational Structural Dynamics

Over the last five decades a wide variety of numerical methods have been proposed for the numerical solution of partial differential equations. Among them the finite element (FE) method has firmly established itself as the standard approach for problems in computational solid dynamics (CSD), especially with regard to deformation problems involving non-linear material analysis [73, 74]. As a contemporary, the FV method developed from early finite difference techniques and has similarly established itself within the field of CFD [75, 76]. Both classes of methods integrate governing equations over pre-defined control volumes [75, 77], which are associated with the elements making up the domain of interest. Furthermore, both approaches can be classified as weighted residual methods where they differ in the weighting functions adopted [78].

In many engineering applications, there is an emerging need to model multiphysics problems in a coupled manner. In principle, because of their local conservation properties the FV methods should be in a good position to solve such problems effectively. Over the last decade a number of researchers have applied FV methods to problems in CSD [79] and it is now possible to classify these methods into two approaches, cell-centered [80-84] and vertex-based ones [78, 79, 85, 86]. The first approach is based upon traditional FV methods [75] that have been widely applied in the context of CFD [76]. Subsequently, such techniques have been applied to CSD problems using structured [80, 81] and unstructured meshes [82-84, 87]. With regard to these techniques, it should be noted that when solid bodies undergo deformation the application of mechanical boundary conditions is the most effective if they can be imposed directly on the physical boundary. Obviously, the cell-centred approximation may have difficulty in prescribing the boundary conditions, when complex geometries
CHAPTER 2 - LITERATURE REVIEW

are considered and where displacements at the boundary are not prescribed directly and in a straightforward manner.

The second approach is based on some basic ideas of traditional FE methods, which employs shape functions to describe the variation of an independent variable, such as displacement, over an element and is therefore well suited to complex geometries [78, 79, 85, 86]. The approach can be roughly classified as a cell-vertex FV method [76, 78].

Both the above FV approaches apply strict conservation laws over a control volume and have demonstrated equivalency to traditional FE methods with regard to accuracy and efficiency [79, 82]. Some researchers have attributed this to the local conservation of independent variables as enforced by the control-volume methods employed [85, 86] and others to the enforced continuity of the derivatives of the independent variables across cell boundaries [82].

2.1.5 Moving Boundary

Moving boundary problems have important engineering applications in a variety of physical and engineering areas such as solid and fluid dynamics, combustion, heat transfer, material sciences, etc. Currently, there are many techniques devoted to solving the moving boundary problems, but they can be classified into three major groups according to the property of computational grid used in the calculation. These three groups are: Eulerian Method, Arbitrary Lagrangian-Eulerian (ALE) Method and Hybrid Method. The following sub-sections give a review of the methods used to tackle moving boundary problems that are relevant to this research.
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2.1.5.1 Eulerian Method

In the Eulerian method, the mesh is stationary and does not move or deform. Therefore the fluid motion can be conveniently described with respect to this Eulerian reference frame. The Eulerian method includes the Fictitious Domain Method (FDM), Immersed Boundary Method (IBM), Ghost Cell Method (GCM), Ghost Fluid Method (GFM) and Volume of Fluid (VOF) method. The VOF method is mainly used in the two-phase flow computation, which it is not reviewed here.

2.1.5.1.1 Fictitious Domain Method

Glowinski et al. [88, 89] formulated a fictitious domain method for the numerical solutions of three-dimensional elliptic problems with Dirichlet boundary conditions and also of the Navier-Stokes equations modeling incompressible viscous flow. The solution method combines the finite element approximations, time discretization by operator splitting and conjugates gradient algorithms for the solution of the linearly constrained quadratic minimization problems. The main advantage of this method (sometimes called domain imbedding methods) is that they use fixed meshes and the boundary conditions of the moving bodies are imposed through a Lagrangian multiplier, therefore allowing the use of fast solvers. Thus, the time-consuming construction of a boundary-fitted mesh for each different position of moving rigid bodies can be avoided. And the method does not require a strong coupling between the actual boundary discretization and the grid
used in the auxiliary domain. However, this apparent simplification is accompanied by some complications such as the need to manage data structures pertaining to the actual geometry, an essential operation which for 3D problems is in general far from being trivial. They also require the interface conditions to be distributed to both the structural and fluid nodes for iterations in their solution processes, making them less efficient. They employed this method to simulate Stokes flow past moving rigid bodies [88], steady 3D external Stokes flow and vortex shedding behind a cylinder for unsteady incompressible viscous 2D flow [89].

2.1.5.1.2 Immersed Boundary Method

Peskin et al. [13, 14] proposed a technique known as the immersed boundary method to tackle the moving boundary to simulate the natural heart and heart valves combining Eulerian flow equations and a Lagrangian description of heart walls and valves. The philosophy of the immersed boundary method is to treat the elastic material as a part of the fluid in which additional forces (arising from the elastic stresses) are applied. The fluid equations are solved on a regular cubic lattice, the structure of which is not modified in any way by the presence of the immersed elastic bodies and the geometry of which may be quite complicated. The elastic material is tracked in Lagrangian fashion, by following a collection of representative material points. The spatial configuration of these points is used to compute elastic forces, which are applied to the nearby lattice points of the fluid. The fluid velocity is updated under the influence of these forces, and the new velocity is then interpolated at the elastic material points, which are moved at the interpolated velocity to complete the time step. The immersed boundary method has been applied to a wide range of problems, mostly in biofluid dynamics, including blood
flow in the heart [14], platelet aggregation during blood clotting [15], fluid dynamics of the inner ear [16], flow in arterioles [17] and simulating the motion of flexible pulp fibers [18]. Later Peskin and his co-investigators developed the method further and published an adaptive version [19] and a second-order-accurate [20] one to enhance its accuracy. Generally speaking, the method is applicable to any problem in which a fluid interacts with an elastic material. The elastic material may be an active one, as in the case of cardiac muscle. A limitation of the immersed boundary method is that it is just suitable for considering the moving boundary as one-dimensional curves, thus it could only be used when the thickness of the moving object can be ignored. It cannot consider inertial effect of the structure. Furthermore, it is not suitable for high-Reynolds-number flows, which have sharp differences in flow properties across the boundary and thin boundary layers.

2.1.5.1.3 Ghost Cell Finite Difference Method

To retain a sharp fluid-structure interface and achieve a higher local accuracy near the immersed moving boundary, the computational stencil near the interface is modified to directly impose the boundary conditions on the immersed boundary. Majumdar et al. [21] proposed a ghost fluid cell method to treat the immersed boundary for structured grids. Ghost cells are defined as cells in the solid domain that have at least one neighbour in the fluid domain. For each ghost cell, an interpolation scheme that implicitly incorporates the boundary condition on the immersed boundary is then devised. This method has been used for simulating a wide variety of flows including compressible flow past a circular cylinder and an airfoil [90] at Reynolds numbers up to $O(10^5)$, aquatic propulsion [91], flow through a rib-toughened serpentine passage [92].
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and turbulent flow past a road vehicle [93]. It uses wall normal direction and its associate intersection points to perform interpolations to calculate flow properties of the ghost nodes, making it very complicated and difficult to implement in unstructured grid solvers.

2.1.5.1.4 Ghost Fluid Method

Fedkiw [94] proposed another ghost fluid method to tackle the moving boundary problems. In his method, the fluid-structure interfaces are treated in Eulerian scheme that maintains a Heaviside profile of the density with no numerical smearing. A level set function is used to define two separate domains for the two separate fluids. Then a ghost cell at every point in the computational domain is imposed. In this way, each grid point contains the mass, momentum and energy for the real fluid that exists at that point (according to the sign of the level set function) and a ghost mass, momentum and energy for the other fluid that does not really exist at the point (it is on the other side of the interface). With the help of the ghost fluid, the integrity of the background Eulerian mesh can be maintained even though the fluid-structure interface cuts part of the mesh. So that the interface boundary conditions or jump conditions are properly captured. This method is designed to treat two-phase flow problems on Cartesian grids only.

The methods reviewed in the previous two sections introduce the boundary conditions directly into the discrete equations. They enable a sharp representation of the immersed boundary and this is desirable, especially for high-Reynolds-number flows. Furthermore, the direct enforcement of boundary conditions does not introduce any extra stability constraints in the representation of the solid bodies. Finally, this approach
decouples the equations for the fluid nodes from those for the nodes in the solid, thereby obviating the solutions of the governing equations for the solid grid nodes. However, one disadvantage of this approach is that inclusion of boundary motion can be more difficult than the FD and IB methods. Furthermore, the ghost fluid cell finite difference method and ghost fluid method are limited to structured grids so far, hence their applications to complex geometries are also limited.

2.1.5.2 Arbitrary Lagrangian-Eulerian (ALE) Method

The Arbitrary Lagrangian-Eulerian (ALE) method, first proposed by Donea et al. [1], involves a continuous adaptation of the mesh without modifying the mesh topology in solving the fluid-structure interaction and moving boundary problem. The mathematical formulation of the equation of motion for a fluid is most conveniently described with respect to an Eulerian reference frame. However, this is incompatible with the Lagrangian formulation, which is more appropriate to describe a solid phase. The ALE methodology combines the best of features of these two different formulations. The essence of the ALE is that the mesh motion can be chosen arbitrarily [2]. It includes three phases: an explicit Lagrangian update, an implicit iteration of the momentum equation with the equation of state, and a rezone/map phase [3]. The Lagrangian phase provides an explicit update of the equation of motion. When the material velocities are much smaller than the fluid sound speed, the optional implicit phase allows sound waves to move many cells per cycle, thereby significantly improving computational efficiency. Finally, a rezone algorithm may prescribe mesh velocities relative to the fluid, thus necessitating re-map phase in which the solution from the end of phase two is mapped onto the new mesh. A particularly important property of ALE is that it provides
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a means of minimizing advection errors [4]. ALE techniques have gained popularity for transient, high speed, small deformation problems [5]. They are most commonly used in the aerospace field; where solid structures are subjected to complex airflows and flutter, e.g. see [6]. In heart valves, however, due to large movement/displacement of a thin leaflet within the computational domain, it is generally difficult to adapt the mesh in such a way that a proper mesh quality is maintained without changing the mesh topology. Alternatively, re-meshing can be performed, if the mesh quality is degenerated too much. This technique was used by Horsten [7] to model the aortic valve in 2D. Re-meshing, however, not only introduces artificial diffusivity, it may also be difficult to perform with sufficient robustness and accuracy for three-dimensional problems. Thus ALE method includes Mesh Regeneration Method and Deforming Mesh Method.

2.1.5.2.1 Deforming Mesh Method

The deforming mesh method is mainly used in systems with small displacements or small deformations. When the boundary of the flow field has certain small changes, the grid points lying on the moving boundary move with the boundary. Co-ordinates of internal grid nodes near the moving region are also adjusted to smooth the movement from the moving boundary to the internal region of the flow field, based on the distance from the moving boundary to the node to be moved. The computational expense of this method is relatively light. This method has been successfully used in CFD studies of aero-elasticity and flow in elastic tubes.
Heil [96] studied stokes flow in an elastic tube with deforming mesh method. In his calculation, a structured fluid mesh was generated in an un-deformed cylindrical tube. In this reference configuration, the fluid nodes on the tube wall coincide with certain material points in the tube. When the tube wall deformed, the fluid mesh was adjusted by keeping the fluid mesh ‘attached’ to the same material points in the tube. The interior mesh points changed their radial displacements with each other to suit the change in the boundary. In this implementation, the coordinates of grid points were changed, but their relative positions were kept. Hassan et al. [95] calculated pseudo-transient motion of a missile mounted initially underneath a wing with the deforming mesh method and the local mesh regeneration. Deforming mesh method was used when small displacement assumption was satisfied. In their deforming mesh method, the mesh was modeled as a spring network, with nodal points on the outer boundary held fixed while the instantaneous locations of points on the moving boundary were specified. The locations of the inner nodes of the mesh were then determined by solving static equilibrium equations that resulted from summing the forces in the spring system at each node. The mesh-smoothing algorithm thus altered the positions of the interior nodes without changing the topology of the mesh.

Farhat et al. [97] calculated a flat panel with infinite aspect ratio in supersonic airstreams. Arbitrary Lagrangian/Eulerian (ALE) method was used in their computation for moving boundary. In their work, differential equation was used to calculate the new positions of grid points, and the mathematical description of moving boundary was used as boundary condition to this differential equation of mesh movement. In their work the ALE method was just the deforming mesh method. Schulz et al. [98] calculated an elastically mounted cylinder vibrating freely in the flow field with deformable hybrid
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grids. In their work, dynamic deformation of the hybrid mesh was achieved by matching the computed structural displacement with the mesh displacements immediately surrounding the body. The displacement of the remaining mesh was then linearly reduced based on the distance away from the structure such that the mesh near all far field boundaries remained undisturbed. In their recent work [206, 207], F. Liu et al. developed a parallel integrated CFD–CSD simulation for the simulation and prediction of flutter of aeroelastic system. This program consists of a three-dimensional, parallel, multiblock, multigrid, unsteady Navier–Stokes solver, a parallel dynamic grid deformation code, a CSD solver strongly coupled with the flow solver using dual time stepping, and a spline matrix method for interfacing the CFD and CSD grids and aerodynamic loading variables.

2.1.5.2.2 Mesh Regeneration Method

For relatively large deformation or displacement cases, the computational mesh needs to be regenerated. With different complexity of the flow field, mesh regeneration might be carried out locally or globally. When dealing with large deformation, this method could provide better mesh for the moving boundary calculation than any other methods, but its computational expense is out of the reach of most researchers.

With the help of a 512-node Thinking Machines CM-5, Tezduyar et al. simulated multiple spheres falling in a liquid-filled tube [57, 59], airflow past the parachute [57, 58], and flow past a flapping wing [55]. In fact their method was a combination of deforming mesh and mesh regeneration. In their work, the deforming mesh method was first used when boundary movement was still relatively small. When the mesh became
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overly skewed, grid regeneration was deployed and the flow variables were interpolated from the old mesh to the new one. In some examples, such as the simulation of 1000 spheres falling in a liquid-filled tube [59], the total mesh was regenerated in a few steps. This may be the most expensive work done in moving boundary cases. Hassan et al. [95] calculated transient motion of a 3D body subjected to large displacement and pseudo transient motion of a missile configuration mounted initially underneath a wing using mesh regeneration combined with deforming mesh. They also used deforming mesh when the displacement was relatively small, and regenerated the mesh when it was severely skewed. As their configuration was relatively simple, they only regenerated the mesh in certain regions of the flow field.

2.1.5.3 Hybrid Method

Hybrid method combines the Lagrangian and Eulerian reference. The Chimera mesh method is a hybrid method.

2.1.5.3.1 Chimera Mesh Method

When the boundary moves without changing its geometry, Chimera mesh might be a suitable method for large displacement cases. In this method, there are two sets of meshes, an Eulerian mesh and a Lagrangian one. The Lagrangian mesh surrounds the moving boundary and moves with it. The Eulerian background mesh occupies other regions of the flow field. The two meshes have an overlapping region or a transition region. When the moving boundary moves to a new position, the transition region is regenerated, or the overlapping region is redefined. Flow variables on Eulerian mesh are
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computed in an Eulerian manner, and those on the Lagrangian mesh are evaluated in a Lagrangian manner.

Kiris et al. [99] calculated blood flow through artificial heart devices with Chimera mesh method. In their work, structured Chimera mesh was used around the heart valves in mitral and aorta positions. The Chimera mesh and the background mesh exchanged flow information through an overlapping zone. Comparison between numerical results and experimental measurements showed that they correlated well. For moving boundary with fixed geometry, Chimera mesh method could be a good reference. It is less computational expensive than the mesh regeneration method, and could effectively deal with large displacements. The shortcoming is the introduction of errors during value exchanging between the two meshes.

2.1.6 Fluid-Structure Interaction (FSI)

Fluid-structure interaction (FSI) is a common phenomenon in nature, such as unsteady viscous flow in elastic (collapsible) tubes [96], flapping flags [100] and others. A typical example in biomechanics is the opening and closing behavior of aortic mechanical heart valves, which is a delicate interaction between blood flow and heart-valve leaflets (see, e.g. de Hart et al. [101]). In FSI phenomenon, the movement of the structure totally depends on the forces, especially the fluid forces, acting on the structure. Due to the action of these forces, the structure will have some kind of motion, including rotation, deformation or translation or some combinations or even all of these changes. Due to the corresponding changes of the structure in spatial positions and geometric shapes, the flow field around the structure is also changed. Fluid forces acting
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on the structure evolve with the changing flow field, which brings the structure to a new state of movement. In this way, fluid and structure interact with each other in a loop fashion, and the system evolves with very complex nonlinear dynamics.

In numerical modeling of FSI, the fluid phase is most conveniently described with respect to an Eulerian reference frame, while a Lagrangian formulation is more appropriate for the solid phase. However, these formulations are incompatible. Many methods have been proposed to tackle this incompatibility (see the above reviews on moving boundaries). In most of research works, the flow field and the structure are computed separately, which begins by computing the flow field with Navier-Stokes equations or Euler equations. Fluid forces acting on the structure are then available and used to calculate the response of the structure. Depending on the complexity of the problem and the geometric change of the structure, the response of the structure is calculated either by the finite element method or simply solving an ordinary differential equation. Corresponding displacements or geometric changes of the structure are then fed into the flow field, and the computational mesh of the flow field is refreshed, using one or two of the techniques discussed in the moving boundary section. The flow filed is then recalculated on the updated mesh and fluid forces are then passed to the structure again for calculating the new structural dynamics. In this way the calculation is carried out for several prescribed iterations or until the desired error limit is satisfied, then the interaction between fluid and structure is deemed to be fully coupled and field variables can satisfy the governing equations of both the fluid and the structure. The whole process can then be repeated until prescribed time instant.

Peskin [102] has calculated the blood-leaflet interaction in a natural heart valve with
immersed boundary method. The basic procedure of the calculation is the same as described above. As this method was specially designed to calculate those moving objects whose thickness could be ignored such as the natural heart valve and flexible pulp fibers, it can only be used in certain specified situations. In recent years, Baaijens [103] has been active in studying the FSI found in aortic heart valves. He proposed a new numerical method: the fictitious domain/mortar method for studying FSI. In his work, this method is used to study the motion of flexible thin beams in Stokes and Navier-Stokes flows. Two thin beams of different thickness are studied, and the results showed that the motions of these two beams are different. This illustrated the feasibility of the fictitious domain/mortar method to investigate the impact of structural changes on FSI. The key advantage of this method is that it does not require any updating of mesh in the fluid domain. This makes the fictitious domain/mortar method attractive for 3D calculations, where a robust updating of the mesh to follow the motion of the thin-shell-like structures poses major difficulties. De Hart et al. [104] studied a two-dimensional FSI model of aortic valve using the fictitious domain method and validated the numerical results by LDA measurements and high-speed video recordings. Here the 2D model is analyzed based on the finite element method, in which the fluid and structure are coupled by fictitious domain. A staggered approach can be used to solve the uncoupled systems [105]. De Hart et al. [101] extended this work to a three-dimensional model of aortic valves.

In George Mason University, Professor Löhner's group is another active group in research of FSI problems. The general idea of FSI calculation is the same as those described earlier. Besides the FSI calculation, they also considered the thermal effect in their calculations [106]. In their work, they combined commercial codes in their calculations. For CFD, they often used FEFLO98 for calculation, and for the structure
they used COSMIC-NASTRAN for linear computational structure dynamics and DYNA3D for non-linear computational structure dynamics. Several examples are given in Professor Löhner's homepage [107], including generic weapon fragmentation, supersonic flow over a deforming panel. Professor Tezduyar's research team in University of Minnesota is another active group. In their recent work, they studied a few cases with deforming spatial domain/stabilized space-time (DSD/SST) finite element method [18, 58, 108-110]. In these works, the fluid domain was solved with the finite element method, and the moving structure was calculated with either the finite element method for complex cases, or with dynamic equilibrium equation for simple cases. Refreshing of computational mesh was achieved by a combination of the deforming mesh method and the mesh regeneration method.

Many other researchers also reported their work in FSI, such as Elat et al. [111], Farhat et al. [112], Freitas et al. [113], Liang et al. [114], Piperno [115], Soria et al. [116], and Heil [96]. Their methods are almost the same as Tezduyar’s method, except for using the finite volume method for computing fluid domain, and using the deforming mesh method for mesh refreshment.

2.2 SOME REMARKS

After reviewing the work done by researchers in these fields, there are a few important points to be noted.
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2.2.1 Serial/Parallel Multigrid Method

The most important considerations of the multigrid method are the inter-connectivity relationship between meshes and the mesh-to-mesh transfer operators. Before flow field variables and residuals are transferred from the fine grid to the coarse grid or corrections are interpolated from the coarse grid back to the fine grid, it is necessary to determine in which coarse cell each fine node is located and vice-versa. The accuracy and efficiency of transferring the solutions and residuals from the fine grid to coarse grid, or interpolate the corrections from the coarse grid to fine grid strongly depends on the type of transfer operators used. The type of cycle strategies used in the multigrid method also affects the rate of convergence.

2.2.2 Parallel Computing

The important issues of parallel computation are mesh partitioning and domain decomposition. The decomposition of a mesh into a set of S sub-domains that may be allocated to a set of P processors involves finding partitions of the mesh so that the amount of computational time on each processor is almost equal. A good mesh partition is one which divides the computational load equally amongst the sub-domains (i.e. each sub-domain having the same number of nodes) and minimizes the amount of communication required between sub-domains. The parallel-MG is also adopted for better convergence as shown by Llorente et al. [42, 44].
2.2.3 Low Mach-Number Preconditioning

The basic point of the low speed preconditioning method is to equilibrate the eigenvalues of the original NS equations at low speed incompressible limits, scaling convective and acoustic speed to the same order of magnitude. The most important step in this process is the design of a preconditioning matrix. After preconditioning, the Roe upwind-biased differencing flux computation needs to be re-formulated. Boundary conditions also have to be changed too if they are based on the characteristics of the system. When conservative variables are used, one now has to keep track of how various forcing functions in the MG method have been stored on each grid. If the forcing terms are stored after they have been preconditioned then one should not precondition them again after they are restricted to the next coarser mesh. If the unpreconditioned forcing terms have been stored then one needs to precondition the forcing terms after the restriction. Thus, physical and multigrid forcing terms may be treated differently on the coarse grids.

2.2.4 FV Based Computational Structural Dynamics

The finite volume method, which is popular with computational fluid dynamics (CFD), is now widely used in computational structural dynamics (CSD). It provides an important tool to embed the structural analysis procedures with existing finite-volume based CFD solvers. Current available FV approaches rely heavily on the proper definition of the “shape function”, which demands intensive matrix operations and is the basis of traditional finite-element method (FEM). These approaches differ with the FV method utilized in current work in that the later employs iteration and matrix-free
scheme. Aiming to design a highly-efficient FSI simulation package, the development of a new FV-based matrix-free CSD solver is an important part of the current study.

2.2.5 Moving Boundary and Fluid-Structure Interaction

In the area of moving boundary, the mesh undergoes a large or small displacement with the development of system dynamics. When this happens, the computational mesh needs some form of adjustment or regeneration, and thus demanding extra computational resources. In order to avoid mesh regeneration, Eulerian methods remain attractive measures for the moving boundary problems. However, the immersed boundary method and fictitious domain method smooth the boundary conditions on the fluid-structure interfaces, which are not suitable for high Reynolds numbers problems or problems with strong emphasis on maintaining a sharp fluid-structure interface. The ghost fluid cell finite difference method can track a sharp interface, but it cannot handle complex geometries due to the structured mesh used. The ghost fluid method uses a level set function, and defines two separate fluid domains (one for real fluid, another for ghost fluid). The two sets of fluid domains can only be applied to two-phase flow problems on structured meshes.

The above remarks serve as a guide for the implementations of the serial MG method, the parallel single grid and MG schemes, the FV-based CSD solver, and the immersed membrane method into the general simulation package for the numerical simulation of moving boundary and fluid-structure interaction in three dimensional compressible flows.
CHAPTER THREE

MATHEMATICAL FORMULATION FOR
PRECONDITIONED COMPRESSIBLE FLOW
SOLVER

This chapter describes the mathematical formulation for the three-dimensional unsteady preconditioned compressible viscous flow solver developed in this work. The finite-volume Navier-Stokes solver employs high-resolution Roe’s scheme on unstructured grids. The unsteady flow is calculated with a matrix-free implicit dual time stepping scheme. A five-stage Runge-Kutta time integration algorithm is used between each physical time step to iterate the numerical solution in pseudo time until convergence is reached. The methods used to accelerate the convergence rate to steady state in pseudo time, which are local time stepping and implicit residual smoothing, are briefly described. The Characteristics-based boundary treatments are also discussed in detail.
3.1 BASIC GOVERNING EQUATIONS FOR THE NAVIER-STOKES FLUIDS

The 3-D unsteady Navier-Stokes equations may be written in a number of forms. One common form of these equations is as follows:

Continuity:

\[
\frac{\partial \rho}{\partial t} + \frac{\partial (\rho u)}{\partial x} + \frac{\partial (\rho v)}{\partial y} + \frac{\partial (\rho w)}{\partial z} = 0
\]  

\( (3.1) \)

\[ u \text{-Momentum:} \]

\[
\frac{\partial (\rho u)}{\partial t} + \frac{\partial (\rho u^2 + p)}{\partial x} + \frac{\partial (\rho uv)}{\partial y} + \frac{\partial (\rho uw)}{\partial z} = \frac{\partial \tau_{ux}}{\partial x} + \frac{\partial \tau_{uy}}{\partial y} + \frac{\partial \tau_{uz}}{\partial z}
\]

\( (3.2) \)

\[ v \text{-Momentum:} \]

\[
\frac{\partial (\rho v)}{\partial t} + \frac{\partial (\rho uv)}{\partial x} + \frac{\partial (\rho v^2 + p)}{\partial y} + \frac{\partial (\rho vw)}{\partial z} = \frac{\partial \tau_{vx}}{\partial x} + \frac{\partial \tau_{vy}}{\partial y} + \frac{\partial \tau_{vz}}{\partial z}
\]

\( (3.3) \)

\[ w \text{-Momentum:} \]

\[
\frac{\partial (\rho w)}{\partial t} + \frac{\partial (\rho uw)}{\partial x} + \frac{\partial (\rho vw)}{\partial y} + \frac{\partial (\rho w^2 + p)}{\partial z} = \frac{\partial \tau_{wx}}{\partial x} + \frac{\partial \tau_{wy}}{\partial y} + \frac{\partial \tau_{wz}}{\partial z}
\]

\( (3.4) \)

Energy Equation:
Here, the volumetric heating such as absorption or emission of radiation and body source terms such as gravity terms are not included. \( \rho \) is density; \( u, v, w \) are the Cartesian components of velocity along \( x, y \) and \( z \) axes; \( p \) is pressure and \( T \) temperature. They can be related by the state equation of perfect gas \( p = \rho RT \), where \( R \) is the gas constant which is \( 287 \, \text{m}^2/(\text{s}^2\text{K}) \) for air at standard conditions. Furthermore, \( e_t \) is the total energy defined as \( e_t = e + \frac{1}{2}(u^2 + v^2 + w^2) \), where \( e \) is internal energy per unit mass of the fluid and \( e = C_v T \). Here \( C_v \) is the specific heat at constant volume and \( C_v = \frac{R}{\gamma - 1} \). \( \gamma \) is the ratio of specific heats and \( \gamma = 1.4 \). If we assume that the fluid considered is a calorically perfect gas, then the Navier-Stokes equations are closed by the state equation for perfect gas:

\[
\begin{align*}
    p &= (\gamma - 1) \rho e \\
    T &= \frac{(\gamma - 1)e}{R} \\
    H &= e + \frac{p}{\rho} + \frac{1}{2}(u^2 + v^2 + w^2)
\end{align*}
\]

Finally the viscous stresses are related to the velocity field by Stokes relations:
The molecular viscosity $\mu$ and conductivity $\kappa$ are properties of the fluid and are functions of temperature. These two quantities are related by the Prandtl number:

$$Pr = \frac{\mu C_p}{\kappa}$$

For air, the Prandtl number is around 0.72 at room temperature.

Equations of fluid motion may be non-dimensionalized to achieve certain objectives. For one, it would provide conditions upon which dynamic and energetic similarity may be obtained for geometrical similar situations. Second, the solution of such equations would usually provide values within limits between zero and one.

The non-dimensional variables used in this study are defined as follows,
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\[ \left( \frac{x^*, y^*, z^*}{L, L, L} \right) = \left( \frac{x}{L}, \frac{y}{L}, \frac{z}{L} \right) \quad \left( \frac{u^*, v^*, w^*}{U_\infty, U_\infty, U_\infty} \right) = \left( \frac{u}{U_\infty}, \frac{v}{U_\infty}, \frac{w}{U_\infty} \right) \]

\[ t^* = \frac{t}{L/U_\infty} \]

\[ p^* = \frac{p - p_{in}}{\rho_\infty (U_\infty)^2} \quad \epsilon^* = \frac{\epsilon}{(U_\infty)^2} \quad H^* = \frac{H}{(U_\infty)^2} \]

\[ \rho^* = \frac{\rho}{\rho_\infty} \quad \gamma^* = \frac{T}{(U_\infty)^2} / C_v \quad \mu^* = \frac{\mu}{\mu_\infty} \quad Re^* = \frac{\rho_\infty U_\infty L}{\mu_\infty} \]

\[ q^* = -\frac{\mu^*}{Pr} \nabla T^* \quad \gamma = \frac{C_p}{C_v} \]

where \( p_{in} \) is the inlet or reference pressure, \( L \) is the characteristic length of the computed model, \( U_\infty \) the inflow velocity and \( \mu \) the dynamic viscosity of the flow. The variables with a superscript \( * \) here are non-dimensional parameters and the asterisk sign will be dropped in subsequent equations for sake of convenience. It should be noted that we subtract a constant value (the reference pressure) from the pressure term to control the round-off errors for low speed flows, which is found to be critical in controlling computational errors in the momentum equations for low-speed compressible flows.

The use of gauge pressure is a common treatment for incompressible solvers because only pressure gradients are needed for all calculations. For compressible solvers, the absolute value of pressure must be used when dealing with the energy equation and state equation of gas. But when we use non-dimensional absolute pressure at low Mach numbers, it becomes extremely large although the pressure gradients in momentum equations are small. The use of gauge pressure can avoid performing the addition and subtraction operations between two extraordinarily large values of non-dimensional absolute pressures. In our experience, the result obtained with gauge pressure is more accurate than without using it. And the relative error can be up to 4%-5% of the result.
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One thing should be noted is that the original absolute pressure (designated by \( p' \) hereafter) should be used instead of gauge pressure whenever the state equation of gas is involved.

The nondimensional equations of fluid motion may be expressed in vector form as

\[
\frac{\partial W_c}{\partial t} + \frac{\partial E_i}{\partial x} + \frac{\partial F_i}{\partial y} + \frac{\partial G_i}{\partial z} = \frac{\partial E_v}{\partial x} + \frac{\partial F_v}{\partial y} + \frac{\partial G_v}{\partial z}
\] (3.6)

\[
W_c = \begin{bmatrix} \rho \\ \rho u \\ \rho v \\ \rho w \\ \rho e_i + p \end{bmatrix}
\] (3.7)

\[
E_i = \begin{bmatrix} \rho u \\ \rho u^2 + p \\ \rho uv \\ \rho uw \\ (\rho e_i + p)u \end{bmatrix}
\] (3.8)

\[
E_v = \frac{1}{Re_\infty} \begin{bmatrix} 0 \\ \tau_{xx} \\ \tau_{xy} \\ \tau_{xz} \\ (u\tau_{xx} + v\tau_{xy} + w\tau_{xz} - q_x) \end{bmatrix}
\] (3.9)

\[
F_i = \begin{bmatrix} \rho v \\ \rho vu \\ \rho v^2 + p \\ \rho vw \\ (\rho e_i + p)v \end{bmatrix}
\] (3.10)

\[
F_v = \frac{1}{Re_\infty} \begin{bmatrix} 0 \\ \tau_{yx} \\ \tau_{yy} \\ \tau_{yz} \\ (u\tau_{yx} + v\tau_{yy} + w\tau_{yz} - q_y) \end{bmatrix}
\] (3.11)
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\[
G_i = \begin{bmatrix}
\rho w \\
\rho w u \\
\rho w v \\
\rho w^2 + p \\
\left(\rho e_i + p\right) w
\end{bmatrix}
\]

(3.12)

\[
G_v = \frac{1}{Re} \begin{bmatrix}
0 \\
\tau_{x} \\
\tau_{y} \\
\tau_{z} \\
\mu \tau_{xx} + \nu \tau_{xy} + \omega \tau_{zz} - q_z
\end{bmatrix}
\]

(3.13)

3.2 LOW SPEED PRECONDITIONING FORMULATION

One difficulty with compressible Navier-Stokes solvers is their slow convergence rates and even unstable solutions for low Mach number flows. This difficulty can be traced to a disparity between the acoustic and convective speeds [117-126], and can be addressed by a preconditioning algorithm. Previous work in this area has been reported by Venkateswaran and Merkle [120, 123], Turkel [124], Van Leer et al. [125], Weiss and Smith [126]. The applications of the preconditioning methods have been found in the computation of steady flows without considering arbitrarily moving objects in the flow field.

The preconditioned Navier-Stokes equations for three-dimensional compressible unsteady flows can be given in vector form explicitly expressing the conservation laws of mass, momentum and energy. We also introduce, in the equations, pseudo-time terms to provide pseudo-time marching for their numerical solutions:

\[
\Gamma_1 \frac{\partial W_L}{\partial \tau} + \frac{\partial W_e}{\partial t} + \nabla \cdot \vec{F}_i = \nabla \cdot \vec{F}_v
\]

(3.14)
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\[
W_e = \begin{bmatrix} 
\rho \\
\rho u \\
\rho v \\
\rho w \\
\rho e_t 
\end{bmatrix}
\quad (3.15)
\]

\[
W_p = \begin{bmatrix} 
p \\
u \\
v \\
w \\
T 
\end{bmatrix}
\]

\[
(3.16)
\]

\[
\tilde{F}_i = \begin{bmatrix} 
\rho \tilde{U} \\
\rho u \tilde{U} + p \tilde{i} \\
\rho v \tilde{U} + p \tilde{j} \\
\rho w \tilde{U} + p \tilde{k} \\
\rho H \tilde{U}
\end{bmatrix}
\quad (3.17)
\]

\[
\tilde{F}_v = \frac{1}{Re_{\infty}}
\begin{bmatrix} 
0 \\
-\tau_x \\
-\tau_y \\
-\tau_z \\
\tau \cdot \tilde{U} - \tilde{q}
\end{bmatrix}
\quad (3.18)
\]

\(\tau\) is the pseudo time and \(\Gamma_1\) is the preconditioning matrix in the pseudo-time terms for low-Mach-number flows which is defined in the appendix. \(W_e\) and \(W_p\) are the vectors of conservative and primitive dependent variables respectively; \(\tilde{F}_i\) and \(\tilde{F}_v\) are the inviscid convective flux and viscous flux vectors. Furthermore we have the following formulas:

\[
\tilde{U} = u\tilde{i} + v\tilde{j} + w\tilde{k};
\]

\[
\tilde{\tau} = \tau_x \tilde{i} + \tau_y \tilde{j} + \tau_z \tilde{k};
\]

\[
\tilde{\tau}_i = \tau_{ix} \tilde{i} + \tau_{iy} \tilde{j} + \tau_{iz} \tilde{k};
\]

\[
\tau_{ij} = \mu \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} - \frac{2}{3} \delta_{ij} \nabla \cdot \tilde{U} \right)
\]

\[
\tilde{q} = q_x \tilde{i} + q_y \tilde{j} + q_z \tilde{k}
\]
$T' = p' / \rho = c^2 / \gamma$

$i, j$ and $k$ are the three unit vectors in three Cartesian directions, $\tau_{\alpha}, \tau_{\beta},$ and $\tau_{\gamma}$ the viscous stresses.

### 3.3 DISCRETIZATION METHODS

The 3D equations (3.14) are transformed into an integral form and discretized on an unstructured grid. A cell-vertex finite volume scheme is adopted here. For every vertex, as shown in Figure 3.1, a control volume is constructed using the median duals of the tetrahedral cells. The sub-volume with vertexes $l-c-2-b-3-a-P-O$ is the contribution of cell $ACBP$ to the control volume surrounding node $P$.

Figure 3.1 Construction of control volume within a tetrahedron for a node $P$
Spatial discretization is performed by using the integral form of the conservation
equations over the control volume surrounding node $P$:

$$
\iiint_{cv} \frac{\partial Q_1'}{\partial \tau} dV + \iiint_{cv} \frac{\partial W_p}{\partial t} dV + \iiint_{cv} \nabla \cdot \vec{F}_i dV - \iiint_{cv} \nabla \cdot \vec{F}_v dV = 0
$$

(3.19)

Please be noted that a new variable $Q_1'$ has arisen as $\frac{\partial Q_1'}{\partial \tau} = \Gamma_1 \frac{\partial W_p}{\partial \tau}$, and the Jacobian

$$
\Gamma_1 = -\frac{\partial Q_1'}{\partial W_p}.
$$

So that, we have:

$$
\frac{\partial Q_1'}{\partial \tau} = \frac{\partial Q_1'}{\partial W_p} \frac{\partial W_p}{\partial t} = \Gamma_1 \frac{\partial W_p}{\partial \tau}
$$

The convective term is transformed into a summation:

$$
\iiint_{cv} \nabla \cdot \vec{F}_i dV = \int_{S_v} \vec{F}_i \cdot \vec{n} dS = \sum_{k=1}^{nbseg} \left( \vec{F}_i \right)_k \cdot \vec{n} \Delta S_k
$$

(3.20)

where $nbseg$ is the number of the edges associated with node $P$, $(\vec{F}_i)_k$ is the inviscid flux through the part of control volume surface associated with edge $k$, and $\vec{n}$ is the unit normal vector of the control volume surface. Finally, $\Delta S_k$ is a part of the control volume surface associated with edge $k$. Therefore, all the fluxes are calculated for the edges and then collected at the two end of each edge for updating of flow variables in time marching. The viscous term is calculated using a cell-based method:
where \( n_{\text{cell}} \) is the number of elements associated with node \( P \) and \( \Delta S_{ci} \) is the part of control volume surface in cell \( i \). By using the following relation:

\[
\int_{\partial_{cv}} \vec{d} \vec{S} = 0
\]

the total vector surface of the control volume in a cell \( i \) becomes:

\[
\vec{n}_{\Delta S_{ci}} = \frac{1}{3} \left( \vec{n}_{\Delta S_{pi}} \right)
\]

Thus, the calculation of viscous terms can be simplified as

\[
\sum_{i=1}^{n_{\text{cell}}} \left[ \vec{F}_v \cdot \vec{n}_{\Delta S_{ci}} \right]_i = \frac{1}{3} \sum_{i=1}^{n_{\text{cell}}} \left[ \vec{F}_v \cdot \vec{n}_{\Delta S_{pi}} \right]_i \tag{3.22}
\]

where \( \vec{n}_{\Delta S_{pi}} \) is the surface vector of the face opposite node \( P \) of the tetrahedron under consideration. Here the \( (\vec{F}_v)_i \) is calculated at the center of the tetrahedron with a node \( P \), and can be obtained by using the Green’s Theorem based on the variables at the four vertices of the tetrahedron. Similar to the Galerkin type of formulation, the gradient of a flow variable \( \phi \) at the center of a tetrahedron is evaluated as follows:

\[
\text{grad} \phi_c = \frac{\sum_{i=1}^{4} \phi_i \delta S_i}{27V} = \frac{1}{3} \sum_{i=1}^{4} \phi_i S_i \tag{3.23}
\]
where $\phi_i$ is the flow variable at a vertex $i$ of the tetrahedron and $S_i$ is the surface area that is opposite to node $i$, $V$ is the volume of the tetrahedron. Gradients at the vertices are obtained by a volume averaging of the gradients at the center of cells associated with the vertex under consideration.

The Riemann Problem is an initial problem with piece-wise constant initial data. Its exact solution represents the real physical characteristics of a flow with several families of waves and their propagation. When the wave is a shock, the equations for this initial problem can not be explicitly solved and an iterative solution has to be used. In order to reduce the amount of calculation, some approximate treatments have been employed in numerical solutions. In this work, a high-order Roe's TVD scheme for compressible flow for arbitrary unstructured 3D grids has been adopted. In Roe's approach [127], cell surface values of density, velocity and enthalpy are calculated by using a special averaging procedure, called Roe's Averaging:

$$
\bar{\rho} = \sqrt{\rho^L \rho^R}
$$

$$
(u, v, w) = \left(\frac{u, v, w}{\sqrt{\rho^L + \rho^R}}\right)^L + \left(\frac{u, v, w}{\sqrt{\rho^L + \rho^R}}\right)^R
$$

$$
\bar{H} = \frac{H^L \sqrt{\rho^L} + H^R \sqrt{\rho^R}}{\sqrt{\rho^L + \rho^R}}
$$

(3.24)

(3.25)

where $L$ and $R$ represent the two neighbouring points on an edge, $h$ denotes total enthalpy and it has the following relation:
The inviscid flux $(\tilde{F}_i)_j$ is evaluated based on Roe’s approximate Riemann solver (or the flux difference splitting scheme):

\[ (\tilde{F}_i)_j = \frac{1}{2} \left[ F_i^L + F_i^R - |A| (W_i^R - W_i^L) \right] \]

\[ = \frac{1}{2} \left[ F_i^L + F_i^R - |\Delta F| \right] \]

\[ = F_i^L + \Delta F^- \]

\[ = F_i^R - \Delta F^+ \]

Here

\[ F_i^L = F_i(W_c^L) \]

\[ F_i^R = F_i(W_c^R) \]

and $W_c^L$ and $W_c^R$ are the left and right conserved state vectors on the two neighbouring points of an edge. The flux difference is:

\[ |\Delta F| = \Delta F^+ - \Delta F^- \]
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\[
\Delta \mathbf{F} = \lambda^+ \left( \frac{\Delta p}{(c)^2} \right) \left[ \begin{array}{c}
\frac{1}{u} \\
\frac{1}{v} \\
\frac{1}{w}
\end{array} \right] \left[ \begin{array}{c}
\Delta u - n_x \Delta U_n \\
\Delta v - n_y \Delta U_n \\
\Delta w - n_z \Delta U_n
\end{array} \right] + \rho \left[ \begin{array}{c}
\Delta u - n_x \Delta U_n \\
\Delta v - n_y \Delta U_n \\
\Delta w - n_z \Delta U_n
\end{array} \right] + \lambda^+ \left( \frac{\Delta p + \rho c \Delta U_n}{2(c)^2} \right) \left[ \begin{array}{c}
\frac{1}{u + n_x c} \\
\frac{1}{v + n_y c} \\
\frac{1}{w + n_z c}
\end{array} \right]
\]

(3.30)

\[
\Delta U_n = \Delta u n_x + \Delta v n_y + \Delta w n_z
\]

\[
\overline{U}_n = \overline{u} n_x + \overline{v} n_y + \overline{w} n_z
\]

Where

\[
\left( \overline{U}_n \right)^2 = u^2 + v^2 + w^2
\]

Furthermore, the eigenvalues of \(|\overline{A}|\) are \(\lambda_1 = \overline{U}_n\), \(\lambda_{4.5} = \overline{U}_n \pm c\). Because of the introduction of preconditioning matrix \(\Gamma_1\), the inviscid fluxes, \(\left( \mathbf{F}_I \right)_y\), through the face \(k\)
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is now reformulated as

\[
(\vec{F}_i)^k_{ij} = \frac{1}{2} ( (\vec{F}_i)_i + (\vec{F}_i)_j ) \left( \frac{\partial F}{\partial \bar{Q}_i}_k \right) - \frac{1}{2} \left| \frac{\partial F}{\partial \bar{Q}_i}_k \right| (\delta \bar{Q}_i)_k
\]

\[
= \frac{1}{2} ( (\vec{F}_i)_i + (\vec{F}_i)_j ) \left( \frac{\partial F}{\partial \bar{W}_p}_k \right) \left( \frac{\partial \bar{Q}_i}{\partial \bar{W}_p}_k \right) ((W_p)_j - (W_p)_j)_k
\]

(3.31)

Note that we have retained the variable, \( Q'_i \), in computing this flux. Defining the Jacobian in the normal direction as

\[
(H_p)_k = \left( \frac{\partial F}{\partial \bar{W}_p}_k \right)
\]

And using the previously defined Jacobian \( \Gamma = \frac{\partial Q'_i}{\partial \bar{W}_p} \), then the above expression becomes

\[
(\vec{F}_i)^k_{ij} = \frac{1}{2} ( (\vec{F}_i)_i + (\vec{F}_i)_j ) \left( \frac{\partial F}{\partial \bar{Q}_i}_k \right) \left( H_p \Gamma^{-1}_1 \right) \left( (W_p)_j - (W_p)_j \right)_k
\]

Drop the subscript \( k \) in the flux vector and the Jacobian with the assumption that the fluxes and Jacobians all correspond to conditions in the normal direction on the given control volume surface. And after some simple algebraic derivations we have

\[
(\vec{F}_i)_{ij} = \frac{1}{2} ( (\vec{F}_i)_i + (\vec{F}_i)_j ) \left( \frac{\partial F}{\partial \bar{Q}_i}_i \right) - \frac{1}{2} \left| \frac{\partial F}{\partial \bar{Q}_i}_i \right| \left( H_p \Gamma^{-1}_1 \right) \left( (W_p)_j - (W_p)_j \right)
\]

(3.32)

Combined with the third-order MUSCL interpolation, it can produce accurate and stable solution on unstructured grids. The left and right state vectors \( W_L \) and \( W_R \) at a control
volume surface are evaluated using a nominally third-order upwind-biased interpolation scheme:

\[
W_L = W_i + \frac{1}{4}[(1 - \kappa)\Delta_i^- + (1 + \kappa)\Delta_i^+] \tag{3.33a}
\]

\[
W_R = W_j - \frac{1}{4}[(1 - \kappa)\Delta_j^+ + (1 + \kappa)\Delta_j^-] \tag{3.33b}
\]

where

\[
\Delta_i^+ = \Delta_i^- = W_j - W_i
\]

\[
\Delta_i^- = W_i - W_{i-1} = 2\vec{ij} \cdot \nabla W_i - (W_j - W_i) = 2\vec{ij} \cdot \nabla W_i - \Delta_i^+
\]

\[
\Delta_j^+ = W_{j+1} - W_j = 2\vec{ij} \cdot \nabla W_j - (W_j - W_i) = 2\vec{ij} \cdot \nabla W_j - \Delta_j^-
\]

Therefore, substituting the above equations into Equations (2.33a) and (2.33b), the final equations based on upwind-biased interpolation scheme is shown as follows:

\[
W_L = W_i + \frac{1}{2}[(1 - \kappa)\vec{ij} \cdot \nabla W_i + \kappa\Delta_i^+] \tag{3.34a}
\]

\[
W_R = W_j - \frac{1}{2}[(1 - \kappa)\vec{ij} \cdot \nabla W_j + \kappa\Delta_j^-] \tag{3.34b}
\]

where \( \kappa \) is set to 1/3, which corresponds to a nominally third-order accuracy. \( \vec{ij} \) is the vector representing the edge, which points from node \( P \) to its neighbouring node under consideration. The gradients of \( W \) at \( i \) and \( j \) are calculated by volume-averaging the gradients of the cells that surround \( i \) and \( j \).
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Finally, for a given node $P$, the spatially discretized equation (3.19) form a system of coupled ordinary differential equations. This can be reformulated as:

\[
\frac{\partial \tilde{Q}_i}{\partial \tau} \Delta V_{cv} + \frac{\partial \tilde{W}_c}{\partial t} \Delta V_{cv} = -\left\{ \frac{1}{2} \sum_{h=1}^{nhbg} \left[ \left( \tilde{F}_i \right)_j + \left( \tilde{F}_i \right)_{j-1} \right] - \Gamma_n \left[ \Gamma_{i-1} H_p \left[ \left( W_p \right)_j - \left( W_p \right)_{j-1} \right] \right] \cdot (\bar{n} \Delta S)_k - \frac{1}{3} \sum_{i=1}^{ncel} \left[ \tilde{F}_i \cdot \bar{n} \Delta S_p \right] \right\} = -R
\]

(3.35)

where $R$ represents the residual which includes the convective and diffusive fluxes and $\Delta V_{cv}$ is the control volume of node $P$. The over-bar in Equations (3.35) denotes the cell-averaging value. An implicit scheme is adopted for Equations (3.35) and the time dependent term is discretized using a second-order-accurate backward differencing scheme:

\[
\frac{\partial \tilde{Q}_i}{\partial \tau} \Delta V_{cv} = \tilde{R}^{n+1} - \left( \frac{1.5 \Delta V_{cv}^{n+1} W_c^{n+1} - 2.0 \Delta V_{cv}^n W_c^n + 0.5 \Delta V_{cv}^{n-1} W_c^{n-1}}{\Delta t} \right) = \tilde{R}^{n+1}
\]

(3.36)

where the superscript $(n+1)$ denotes the physical time level $(n+1) \Delta t$ and all the variables are evaluated at this time level, $\tilde{R}(W_p^{n+1})$ is the new modified residual which contains both the time derivative and flux vectors. The derivative with respect to a pseudo time $\tau$ is discretized as
whose solution is sought by marching to a pseudo steady state in \( \tau \). Here \( m \) and \((m+1)\) denote the initial and final pseudo time levels. Once the artificial steady state is reached, the derivative of \( W_p \) with respect to \( \tau \) becomes zero, and the solution satisfies \( \tilde{R}^{n+1} = 0 \). Hence, the original unsteady Navier-Stokes equations are fully recovered. Therefore, instead of solving the equations in each time step in the physical time domain \((t)\), the problem is transformed into a sequence of steady-state computations in the artificial time domain \((\tau)\). Equation (3.37) can be integrated in pseudo time by an explicit five-stage Runge-Kutta scheme. However, the pseudo time step size may be severely restricted if the physical time step size is very small. Hence, a fully implicit dual time stepping is adopted here.

A Taylor series expansion is performed for the residual in Equations (3.37) with respect to the pseudo time for node \( i \),

\[
\tilde{R}^{n+1} = \tilde{R}^m + \frac{\partial \tilde{R}}{\partial (W_p)} \Delta (W_p) + \sum_{j=1}^{\text{nbseg}} \frac{\partial \tilde{R}}{\partial (W_p)} \Delta (W_p) \tag{3.38}
\]

Where \( \text{nbseg} \) is the number of edges connected to \( i \), which is also equal to the number of neighboring points connected to point \( i \) through the edges. An approximate flux function is introduced here to simplify the implicit time stepping calculation. The total flux (including both convective and viscous fluxes) across a control volume surface associated with a certain edge \( ij \) can be approximated as
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\[ F_{ij} \approx \frac{1}{2} \left[ \left( \tilde{F}_i \right)_i \cdot \hat{n} + \left( \tilde{F}_i \right)_j \cdot \hat{n} - \lambda_{ij} \right] \left( (w_p)_j - (w_p)_i \right) \]

where \( \lambda_{ij} \) is the spectral radius based on the preconditioned system which is associated with edge \( ij \), and is given in the appendix. Then in all of the \( R(W) \) terms (Equations (3.35)), we have

\[ \frac{\partial R}{\partial (w_p)_i} = \sum_{j=1}^{n_{edge}} 1 + \lambda_{ij} \]

and

\[ \frac{\partial R}{\partial (w_p)_j} = \sum_{i=1}^{n_{edge}} \left( \frac{\partial}{\partial (w_p)_i} - \lambda_{ij} \right) \]

And for the physical time-dependent terms, we have

\[ (w_c)_i^{n+1} = (w_c)_i^n + \frac{\partial w_c}{\partial w_p} \Delta (w_p)_i \]

After combining all the residuals terms at every node in the flow field into a vector and dropping the third term of the right-hand side of Equation (3.38) as an approximation, we have

\[ \tilde{R}_{i+1,n+1} = \tilde{R}_{i+1,n} - \frac{\partial R}{\partial (w_p)_i} \Delta (w_p)_i - 1.5 \frac{\Delta V^{n+1}_{cw}}{\Delta t} \frac{\partial w_c}{\partial w_p} \Delta (w_p)_i \]

\[ = \tilde{R}_{i+1,n} - \sum_{j=1}^{n_{edge}} (H_{g,ij}) \Delta (w_p)_i - 1.5 \frac{\Delta V^{n+1}_{cw}}{\Delta t} M \Delta (w_p)_i \]
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where \( H_{p,j} = \frac{1}{2} \left[ \frac{\partial (\tilde{F}_i)}{\partial (W_{p,i})} + |\lambda_4| \right] \), \( M = \frac{\partial W_c}{\partial W_p} \). And the whole-field equivalent of Equations (3.36) can then be re-written as

\[
\left( I + \frac{1.5 \Delta \tau}{\Delta t} \Gamma_1^{-1} \frac{M + \Delta \tau \sum_{j=1}^{n_{b_c}} (\Gamma_1^{-1} H_{p,j})}{\Delta V_{c_v}^{n+1}} \right) \frac{W_{p}^{n+1,m+1} - W_{p}^{n+1,m}}{\Delta \tau} = \frac{\Delta V_{c_v}^{n+1}}{\Delta t} - R_{n+1,m}^{n+1,m}
\]

that is,

\[
\tilde{A} \frac{W_{p}^{n+1,m+1} - W_{p}^{n+1,m}}{\Delta \tau} = \Gamma_1^{-1} \tilde{R}_{n+1,m}^{n+1,m}
\]

thus,

\[
\frac{W_{p}^{n+1,m+1} - W_{p}^{n+1,m}}{\Delta \tau} = \tilde{R}_{n+1,m}^{n+1,m}
\]

where \( \tilde{R}_{n+1,m}^{n+1,m} = \tilde{A}^{-1} \Gamma_1^{-1} \tilde{R}_{n+1,m} \) and \( \tilde{A} = I + \frac{1.5 \Delta \tau}{\Delta t} \Gamma_1^{-1} \frac{M + \Delta \tau \sum_{j=1}^{n_{b_c}} (\Gamma_1^{-1} H_{p,j})}{\Delta V_{c_v}^{n+1}} \).

Therefore,

\[
\tilde{R}_{n+1,m}^{n+1,m} = -R_{n+1,m}^{n+1,m} - K \left( \frac{1.5 \Delta S_{c_v}^{n+1} W_{n+1,m}^{n+1,m} - 2.0 \Delta S_{c_v}^{n} W_{n+1,m}^{n} + 0.5 \Delta S_{c_v}^{n-1} W_{n+1,m}^{n-1}}{\Delta t} \right)
\]

Further approximation can be introduced in order to achieve matrix-free computation. If we employ point implicit treatment to the preceding equations, then only the diagonal terms in \( \tilde{A} \) are used in the pseudo time stepping. As a result, the equation for every node can now be written as
Pseudo time stepping is then performed on Equation (3.40). For a five-stage Runge-Kutta scheme, the stage coefficients are

\[ \alpha_1 = \frac{1}{4}, \quad \alpha_2 = \frac{1}{6}, \quad \alpha_3 = \frac{3}{8}, \quad \alpha_4 = \frac{1}{2}, \quad \alpha_5 = 1 \]

and we have

\[ W_{c,p}^{(0)} = W_{c,p}^{m} \]
\[ W_{c,p}^{(1)} = W_{c,p}^{(0)} - \alpha_1 C \frac{\Delta \tau}{\Delta V_{cv}} \tilde{R}(W_{c,p}^{(0)}) \]
\[ W_{c,p}^{(2)} = W_{c,p}^{(0)} - \alpha_2 C \frac{\Delta \tau}{\Delta V_{cv}} \tilde{R}(W_{c,p}^{(1)}) \]
\[ W_{c,p}^{(3)} = W_{c,p}^{(0)} - \alpha_3 C \frac{\Delta \tau}{\Delta V_{cv}} \tilde{R}(W_{c,p}^{(2)}) \]
\[ W_{c,p}^{(4)} = W_{c,p}^{(0)} - \alpha_4 C \frac{\Delta \tau}{\Delta V_{cv}} \tilde{R}(W_{c,p}^{(3)}) \]
\[ W_{c,p}^{(5)} = W_{c,p}^{(0)} - \alpha_5 C \frac{\Delta \tau}{\Delta V_{cv}} \tilde{R}(W_{c,p}^{(4)}) \]
\[ W_{c,p}^{(m+1)} = W_{c,p}^{(5)} \]

To speed up the convergence rate, an implicit residual smoothing scheme developed for unstructured grids is employed. The smoothing equation for a vertex \( k \) can be expressed as follows:
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\[ \bar{R}_k = R_k + \varepsilon \nabla^2 \bar{R}_k \]  

(3.42)

where \( R \) is the original residual, \( \bar{R} \) is smoothed residual and \( \varepsilon \) is the smoothing coefficient, which can be defined as

\[ \varepsilon = \max \left\{ \frac{1}{4} \left[ \left( \frac{CFL}{CFL^*} \right)^2 - 1 \right], 0 \right\} \]

where \( CFL^* \) is the maximum \( CFL \) number of the basic scheme. The solution to the above equations can be obtained on an unstructured grid by using the Jacobi iterative method as follows,

\[ \bar{R}^{(m)}_k = \frac{R_k^{(0)} + \varepsilon \sum_{i=1}^{numnod(k)} \bar{R}^{(m-1,m)}_i}{1 + \varepsilon \cdot numnod(k)} \]  

(3.43)

where \( numnod(k) \) is the number of neighboring nodes of vertex \( k \).

3.4 BOUNDARY TREATMENT

Physically correct numerical boundary conditions are used to achieve time accurate solutions for both steady and unsteady flows. This kind of boundary conditions should be compatible with modern low-dissipation and low-dispersion numerical algorithms which have very low dispersion errors and require precise boundary conditions to avoid
numerical instabilities and to control spurious non-physical wave reflections at the computational boundaries. A high-order and high-resolution scheme as one of those numerical algorithms gives results sensitive to the boundary values in the computation, thus the quality of solutions even on interior nodes are dependent on the accuracy and correctness of boundary conditions [128].

Thompson [129, 130] decomposed hyperbolic equations into wave modes of definite velocity and then specified characteristic boundary conditions for incoming waves. The starting point of his analysis was nonlinear Euler equations. The idea of his approach was that one-dimensional characteristic analysis could be performed by consideration of the transverse terms as a constant source term. The amplitudes of outward propagating waves are defined entirely from the variables inside computational domain, while those of inward propagating waves are specified as the characteristic boundary conditions. In our studies, we choose to let the state variables of the far field boundary be floating rather than fixed, in other word, we solve the characteristic equations on the boundary nodes. This method can make the boundary treatment non-reflective to the maximum extent and our solver more stable [131].

3.4.1 Far Field Conditions

In a cell-centered scheme, the Roe TVD upwind scheme described above can be extended to the boundaries conveniently. Since the flux-formula automatically selects the proper information from either side of the boundary face. One may add in an extra cell across the boundary in which the full state is prescribed at any time, even for subsonic inflow and outflow; while in our cell-vertex scheme, the far field boundary
conditions for the flow equations are based on the flux vector splitting technique for the
inviscid fluxes [132]. For a boundary node \( k \) with its control volume boundary face \( \Delta S_k \),
the inviscid flux across \( \Delta S_k \) is evaluated by using the Stegger and Warming splitting
[132].

At the point upstream of the inflow boundary (denoted by "in"), \( \rho_{in}, u_{in}, v_{in}, w_{in} \) and free
stream Mach number \( M_\infty \) are prescribed. Then, the inflow pressure, temperature and
total energy are determined by:

\[
P_{in} = \frac{1}{\gamma (M_\infty)^2}
\]

\[
T_{in} = \frac{1}{\gamma (\gamma - 1)(M_\infty)^2}
\]

\[
(\rho e_i)_{in} = \frac{1}{2} \rho_{in} (u_{in}^2 + v_{in}^2 + w_{in}^2) + \frac{P_{in}}{\gamma - 1}
\]

At the point downstream of the outflow boundary, the only one known state is the
pressure. All of the other states must be extrapolated from interior flow field using
characteristic variables [131, 25]. For an arbitrary boundary normal direction \( \bar{n} \), we can
write the variation of characteristic variables as
The first characteristic variation is proportional to entropy variations, the second and third are related to variations in shear and tangent velocity, and the last two represent acoustic disturbances. Thus, from $\partial W^1_n$

$$\rho_{\text{out}} = \rho_b \left( \frac{p_{\text{out}}}{p_b} \right)^{\frac{1}{\gamma}}$$

(3.48)

where subscript "b" denotes the variable from the boundary node and "out" denotes flow state at the point downstream of the outflow boundary. From $\partial W^4_n$, $\partial W^5_n$ we have

$$U_{n,\text{out}} = \sqrt{\frac{u_{n,\text{out}}^2}{u_{n,\text{out}}^2} + \frac{v_{n,\text{out}}^2}{v_{n,\text{out}}^2} + \frac{w_{n,\text{out}}^2}{w_{n,\text{out}}^2}} = \sqrt{\frac{u_{n,b}^2}{u_{n,b}^2} + \frac{v_{n,b}^2}{v_{n,b}^2} + \frac{w_{n,b}^2}{w_{n,b}^2}} + 2 \frac{c_b - \sqrt{\gamma \frac{p_{\text{out}}}{p_b}}}{\gamma - 1}$$

namely from $\partial W^3_n$

$$U_{i,\text{out}} = U_{i,b} = \bar{U}_b - U_{n,b} \bar{n}$$

Therefore, we get
\[ \vec{U}_{\text{out}} = \vec{U}_{\text{in, out}} + \vec{U}_{n, \text{out}} \cdot \hat{n} = \vec{U}_b + \left( \vec{U}_{n, \text{out}} - \vec{U}_{n, b} \right) \hat{n} \]  
(3.49)

\[ u_{\text{out}} = u_b + \left( U_{n, \text{out}} - U_{n, b} \right) \hat{n}_x \]  
(3.50)

\[ v_{\text{out}} = v_b + \left( U_{n, \text{out}} - U_{n, b} \right) \hat{n}_y \]  
(3.51)

\[ w_{\text{out}} = w_b + \left( U_{n, \text{out}} - U_{n, b} \right) \hat{n}_z \]  
(3.52)

\[ \left( \rho e_i \right)_{\text{out}} = \frac{P_{\text{out}}}{\gamma - 1} + \frac{P_{\text{out}}}{2} \left( \vec{U}_{\text{out}} \cdot \hat{n} \right)^2 \]  
(3.53)

As an example, the far field boundary conditions treatment of a strong converged nozzle is shown in Figure 3.2.

Figure 3.2  The inflow & outflow boundary conditions for a strong converged nozzle
The boundary fluxes are calculated using Stegger and Warming's flux vector splitting formula [132, 133]:

\[
\vec{F}_i \cdot \vec{n} S_k = (\vec{F}_i^+ + \vec{F}_i^-) \cdot \Delta S_k
\]

\[
F_i^k = \begin{bmatrix}
\frac{\rho}{2\gamma} \alpha \\
\frac{\rho}{2\gamma} (\alpha u + \beta c n_x) \\
\frac{\rho}{2\gamma} (\alpha v + \beta c n_y) \\
\frac{\rho}{2\gamma} (\alpha w + \beta c n_z) \\
\frac{\rho}{2\gamma} \left( \frac{u^2 + v^2 + w^2}{2} + 2\beta c U_n + \frac{\sigma}{\gamma - 1} c^2 \right)
\end{bmatrix}
\]

(3.54)

Here:

\[
U_n = \bar{U} \cdot \bar{n}
\]

\[
\lambda_1 = \bar{U} \cdot \bar{n}
\]

\[
\lambda_4 = \bar{U} \cdot \bar{n} + c
\]

\[
\lambda_5 = \bar{U} \cdot \bar{n} - c
\]

\[
\alpha = 2(\gamma - 1) \lambda_1^\pm + \lambda_4^\pm + \lambda_5^\pm
\]

\[
\beta = \lambda_4^\pm - \lambda_5^\pm
\]

\[
\sigma = \lambda_4^\mp + \lambda_5^\pm
\]

\[
\lambda^+ = \max\{\lambda, 0.0\}
\]

\[
\lambda^- = \min\{\lambda, 0.0\}
\]
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Note, at the inflow, the boundary nodal states are used for calculating $\overline{F}_i^+$, the pre-imposed inflow states are used for $\overline{F}_i^-$; Similarly, at the outflow, the boundary nodal states are used while calculating $\overline{F}_i^+$, the pre-imposed and extrapolated outflow states are used for $\overline{F}_i^-$. 

3.4.2 Solid Wall/Slip Conditions

At the solid wall, slip (for inviscid flows) or no-slip (for viscous flows) and no-injection boundary conditions are imposed, that is, the zero normal fluxes of mass, momentum, and energy are imposed. In addition, the solid surface is assumed to be adiabatic, that is:

$$\nabla \cdot T = 0$$

3.4.3 Far Field Conditions for Preconditioned Systems

The far field calculations are based on characteristic variables (Reimann invariants). Thus at inflow the incoming variables corresponding to positive eigenvalues are specified while the outgoing variables corresponding to negative eigenvalues are extrapolated. Once we change the time dependent equations we also change the characteristics of the system (though not the signs of the eigenvalues). Hence, it is also necessary to modify the boundary conditions for the preconditioned system. Here the flux at a boundary is defined as

$$\overline{F}_i \cdot \hat{n}S_k = \left(\overline{F}_i^+ + \overline{F}_i^-\right) \cdot \Delta S_k$$
Here, $\overline{F}_i^z$ has been redefined as $\overline{F}_i^z = X_{H_p,R} \Lambda^z X_{H_p,L} W_p$. Where $\Lambda^z = \frac{\lambda_i \pm |\lambda_i|}{2}$, and $\lambda_i$ represents the eigenvalues of $H_p$ (see Appendix for details of $\lambda_i$). $X_{H_p,R}$ and $X_{H_p,L}$ are the right and left eigenvectors of $H_p$ (see Appendix).

We first calculate

$$z = X_{H_p,L} W_p = \begin{pmatrix}
(1 - \gamma) n_x p / (\gamma p) + n_y v + n_z T' - n_y w \\
(1 - \gamma) n_x p / (\gamma p) - n_x u + n_y w + n_z T' \\
(1 - \gamma) n_x p / (\gamma p) + n_y v - n_z w + n_x T'
\end{pmatrix}
\begin{pmatrix}
p + n_x \rho (\lambda_1 - \beta U) u + n_y \rho (\lambda_1 - \beta U) v + n_z \rho (\lambda_1 - \beta U) w \\
p + n_x \rho (\lambda_2 - \beta U) u + n_y \rho (\lambda_2 - \beta U) v + n_z \rho (\lambda_2 - \beta U) w
\end{pmatrix}
$$

(3.55)

And then:

$$\overline{F}_i^z = X_{H_p,R} \Lambda^z X_{H_p,L} W_p = \left( X_{H_p,R} \Lambda^z \right) z =
\begin{pmatrix}
((\beta U - \lambda_2) \lambda_1^z z_4 + (\lambda_4 - \beta U) \lambda_2^z z_5) / S \\
n_x \lambda_0^z z_3 - n_z \lambda_0^z z_2 + (n_y \lambda_4^z z_4 - n_z \lambda_2^z z_5) / (\rho S) \\
n_x \lambda_0^z z_1 - n_z \lambda_0^z z_2 + (n_y \lambda_4^z z_4 - n_z \lambda_2^z z_5) / (\rho S) \\
n_x \lambda_0^z z_2 - n_y \lambda_0^z z_1 + (n_z \lambda_4^z z_4 - n_y \lambda_2^z z_5) / (\rho S) \\
n_x \lambda_0^z z_1 + n_y \lambda_0^z z_2 + n_z \lambda_0^z z_3 + \\
(\gamma - 1)((\beta U - \lambda_2) \lambda_1^z z_4 + (\lambda_4 - \beta U) \lambda_2^z z_5) / (\gamma p S)
\end{pmatrix}
$$

(3.56)

where: $S = \sqrt{U^2 (\beta - 1)^2 + 4 \beta c^2}$
CHAPTER FOUR

MATHEMATICAL FORMULATION FOR COMPUTATIONAL STRUCTURAL DYNAMICS

This chapter describes the mathematical formulation for the matrix-free structural dynamics implicit solver on unstructured grids developed in this work. The elastic deformation of the structure is calculated with a matrix-free implicit dual time stepping scheme. A five-stage Runge-Kutta time integration algorithm is used between each physical time step to iterate the numerical solution in pseudo time until convergence is reached. The methods used to accelerate the convergence rate to steady state in pseudo time, which are local time stepping, implicit residual smoothing and multigrid, are briefly described.
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4.1 GOVERNING EQUATIONS

The governing equations for structural dynamics based on the continuum model are the Cauchy’s equations:

\[
\begin{align*}
\frac{\partial \sigma_{xx}}{\partial x} + \frac{\partial \sigma_{xy}}{\partial y} + \frac{\partial \sigma_{xz}}{\partial z} &= \rho \frac{\partial^2 d_x}{\partial t^2} \\
\frac{\partial \sigma_{yx}}{\partial x} + \frac{\partial \sigma_{yy}}{\partial y} + \frac{\partial \sigma_{yz}}{\partial z} &= \rho \frac{\partial^2 d_y}{\partial t^2} \\
\frac{\partial \sigma_{zx}}{\partial x} + \frac{\partial \sigma_{zy}}{\partial y} + \frac{\partial \sigma_{zz}}{\partial z} &= \rho \frac{\partial^2 d_z}{\partial t^2}
\end{align*}
\]

(4.1)

where \( \sigma_{ij} \) is the stress tensor defined for either a fluid or solid medium, with the correlation \( \sigma_{ij} = \sigma_{ji} \). \( b_x, b_y \) and \( b_z \) are the body force components in the three directions of Cartesian coordinates. \( \rho \) is the material density. \( d_x, d_y \) and \( d_z \) are the three components of displacement vector. This system of equations can be expressed in a more compact form:

\[
\ddot{b} + \nabla \cdot \sigma_{ij} = \rho \ddot{a}
\]

(4.2)

where \( \ddot{a} \) is the acceleration vector. In the theory of elasticity equation (4.2) is variously described as the stress equation of small motion [134], the equation of equilibrium [135] or the equation of motion [136]. The term equation of dynamic equilibrium will be employed in this paper to distinguish the dynamic problems considered in this research from static structural problems. Damping is the ability of a structure to dissipate energy and in structural mechanics the most common damping
device is the ideal linear viscous damper [137-139]. The ideal linear viscous damper opposes structural motion with a force proportional to velocity. Thus, for those cases where damping is required, the linear viscous damping term is incorporated into Equation (4.2) as follows:

\[ \ddot{b} + \nabla \cdot \sigma_v = \rho \ddot{u} + c \ddot{U} \quad (4.3) \]

where \( \ddot{U} \) is velocity vector and \( c \) is the coefficient of viscous damping.

### 4.2 CONSTITUTIVE RELATIONSHIP FOR STRESS AND STRAIN

The generalized form of Hooke’s law gives the following constitutive relationship between stress and strain for an isotropic homogeneous material undergoing small strains [140] in three dimensions:

\[
\begin{pmatrix}
\sigma_{xx} \\
\sigma_{yy} \\
\sigma_{zz} \\
\sigma_{xy} \\
\sigma_{yz} \\
\sigma_{zx}
\end{pmatrix} = D
\begin{pmatrix}
\varepsilon_{xx} \\
\varepsilon_{yy} \\
\varepsilon_{zz} \\
\varepsilon_{xy} \\
\varepsilon_{yz} \\
\varepsilon_{zx}
\end{pmatrix} = \frac{E(1-\nu)}{(1+\nu)(1-2\nu)}
\begin{pmatrix}
1 & \nu & \frac{\nu}{1-\nu} & 0 & 0 & 0 \\
\nu & 1-\nu & 0 & 0 & 0 & 0 \\
\frac{\nu}{1-\nu} & 0 & 1-\nu & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{1-2\nu}{2(1-\nu)} & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{1-2\nu}{2(1-\nu)} & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{1-2\nu}{2(1-\nu)}
\end{pmatrix}
\begin{pmatrix}
\varepsilon_{xx} \\
\varepsilon_{yy} \\
\varepsilon_{zz} \\
\varepsilon_{xy} \\
\varepsilon_{yz} \\
\varepsilon_{zx}
\end{pmatrix}
\quad (4.4)
\]
where \( E \) and \( \nu \) are respectively Young’s modulus and Poisson’s ratio, the stress vector is \( \sigma^T = [\sigma_{xx}, \sigma_{yy}, \sigma_{zz}, \sigma_{xy}, \sigma_{xz}, \sigma_{yz}] \) and the strain vector \( \varepsilon^T = [\varepsilon_{xx}, \varepsilon_{yy}, \varepsilon_{zz}, \varepsilon_{xy}, \varepsilon_{xz}, \varepsilon_{yz}] \).

The elastic strain at any instant in time may also be expressed in terms of the total and initial strains. Thus the constitutive relationship for an isotropic homogeneous material undergoing linear elastic strains is given by

\[
\sigma - D(\varepsilon - \varepsilon^0) = 0 \quad \text{in} \; \Omega,
\]  

(4.5)

where \( D \) is the constitutive property matrix, given by the term in the large square brackets in equation (4.4) and \( \varepsilon \) and \( \varepsilon^0 \) are the total and initial strains respectively. \( \Omega \) is the structural domain.

### 4.3 DISPLACEMENT FORMULATION

This work is based on a linear strain-displacement formulation using the small strain assumption, which is valid for strains of the order of a few percent [134]. Thus the strains may be defined in a general displacement form as

\[
\varepsilon = \begin{bmatrix} \varepsilon_{xx} \\ \varepsilon_{yy} \\ \varepsilon_{zz} \\ \varepsilon_{xy} \\ \varepsilon_{xz} \\ \varepsilon_{yz} \end{bmatrix} = \mathbf{L} \dd = \begin{bmatrix} \frac{\partial}{\partial x} & 0 & 0 \\ 0 & \frac{\partial}{\partial y} & 0 \\ 0 & 0 & \frac{\partial}{\partial z} \\ \frac{\partial}{\partial y} & \frac{\partial}{\partial x} & 0 \\ \frac{\partial}{\partial z} & \frac{\partial}{\partial y} & \frac{\partial}{\partial x} \\ \frac{\partial}{\partial z} & 0 & \frac{\partial}{\partial x} \end{bmatrix} \begin{bmatrix} d_x \\ d_y \\ d_z \end{bmatrix} = \begin{bmatrix} \frac{\partial d_x}{\partial x} \\ \frac{\partial d_y}{\partial y} \\ \frac{\partial d_z}{\partial z} \\ \frac{\partial d_y}{\partial x} + \frac{\partial d_z}{\partial y} \\ \frac{\partial d_x}{\partial x} + \frac{\partial d_z}{\partial z} \\ \frac{\partial d_x}{\partial y} + \frac{\partial d_z}{\partial z} \end{bmatrix}
\]  

(4.6)
where $\vec{d}$ is the vector of displacements and $L$ is the matrix of differential operators.

Applying the constitutive stress-strain equation (4.4) and the strain-displacement equation (4.6) to the dynamic equilibrium equation (4.3) yields the displacement formulation:

$$b + \nabla \cdot \left( D L \vec{d} - D \varepsilon^0 \right) - \rho \ddot{\vec{a}} - c \dot{\vec{U}} = 0 \quad \text{in } \Omega_s$$  \hspace{1cm} (4.7)

where $\Omega_s$ represents the structural domain. Equation (4.7) is subject to the boundary conditions:

$$\begin{aligned}
\vec{d} - \vec{d}_p &= 0 \quad \text{for } \Gamma_d \\
T \left( D L \vec{d} - D \varepsilon^0 \right) - \vec{t}_p &= 0 \quad \text{for } \Gamma_t
\end{aligned}$$  \hspace{1cm} (4.8)

where the structural boundary is a combination of prescribed displacement $\vec{d}_p$ and traction $\vec{t}_p$ boundaries, i.e. $\Gamma_s = \Gamma_d \cup \Gamma_t$ and $T$ is the matrix of outward normal operators such that

$$T = \begin{pmatrix}
n_x & 0 & 0 & n_y & 0 & n_z \\
0 & n_y & 0 & n_x & n_z & 0 \\
0 & 0 & n_z & 0 & n_y & n_x
\end{pmatrix}$$  \hspace{1cm} (4.9)

where $n$ is the outward unit normal vector to the domain boundary with components $n_x$, $n_y$ and $n_z$. 
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4.4 DISCRETIZATION OF THE DISPLACEMENT EQUATIONS

Equation (4.7) is discretized on an unstructured tetrahedral grid and a cell-vertex scheme is adopted here, i.e., all computed variables in vector $\vec{d}$ are stored at vertices of the tetrahedral cells. For every vertex, as shown in Figure 3.1 (which is repeated here for convenience), a control volume is constructed using the median dual of the tetrahedral grid [141]. In the Figure, nodes $A$, $P$, $B$ and $C$ form the vertices of the tetrahedral cell and $O$ is the centre of the element $APBC$. Points $a$, $b$ and $c$ are the centres of the edges $AP$, $BP$ and $CP$. 1, 2 and 3 are the centroids of triangles $APC$, $CBP$ and $ABP$, respectively. In the cell-vertex scheme, the computed variables are stored at vertices $A$, $P$, $B$ and $C$. Triangles $O1a$, $O3a$, $O3b$, $O2b$, $O1c$ and $O2c$ form part of the control volume surface for node $P$ within the tetrahedral cell. Likewise, the control volume surfaces for different nodes $A$, $B$ and $C$ are constructed based on this idea.

![Figure 3.1 Construction of control volume within a tetrahedron for a node P](image)
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The finite-volume discretization is based on the governing equations in integral form, on which spatial discretization is performed over the control volume surrounding a node (P for example):

\[
\iiint_{CV} \left( \nabla \cdot \left( \frac{\partial \hat{U}}{\partial t} - \frac{\partial \mathbf{F}}{\partial x} \right) \right) \cdot dV + \iiint_{CV} \left( b - c\hat{U} \right) \cdot dV - \iiint_{CV} \rho \hat{u} \cdot dV = 0
\]  

(4.10)

The first term on the left hand side is calculated using a cell-based method:

\[
\iiint_{CV} \left( \nabla \cdot \left( \frac{\partial \hat{U}}{\partial t} - \frac{\partial \mathbf{F}}{\partial x} \right) \right) \cdot dV = \iiint_{SCV} \left( \frac{\partial \hat{U}}{\partial t} - \frac{\partial \mathbf{F}}{\partial x} \right) \cdot \hat{n}dS = \sum_{i=1}^{ncell} \left( \left( \frac{\partial \hat{U}}{\partial t} - \frac{\partial \mathbf{F}}{\partial x} \right) \cdot \hat{n} \Delta S_{ci} \right)
\]

where \( ncell \) is the number of cells associated with node \( P \) and \( \Delta S_{ci} \) is the part of control volume surface in cell \( i \). By using the following relation for a given cell

\[
\iiint_{SCV} d\hat{S} = 0
\]

the total vector surface of the control volume in a cell \( i \) becomes

\[
\hat{n} \Delta S_{ci} = \frac{1}{3} \left( \hat{n} \Delta S_{pi} \right)
\]

where \( \hat{n} \Delta S_{pi} \) is the surface vector of the face opposite node \( P \) of the tetrahedron under consideration. Thus, the calculation of the first term on the left hand side of equation (4.10) can be simplified as
Here the value \((DL\ddot{d} - De^0)\) is calculated at the center of the tetrahedron with a node \(P\), and can be obtained by using Green’s Theorem based on the variables at the four vertices of the tetrahedron. Similar to the Galerkin type of formulation, the gradient of variable \(\phi\) at the center of a tetrahedron is evaluated as follows:

\[
\nabla \phi_c = \frac{\sum_{i=1}^{4} \phi_i \tilde{S}_i}{2V} = \frac{1}{3} \frac{\sum_{i=1}^{4} \phi_i \tilde{S}_i}{V}
\]

where \(\phi_i\) is the variable at a vertex \(i\) of the tetrahedron and \(\tilde{S}_i\) is the surface area vector that is opposite to node \(i\), \(V\) is the volume of the tetrahedron. Gradients at the vertices are obtained by volume averaging of the gradients at the centers of cells associated with the vertex under consideration.

If we use the spatial averages of density, acceleration and velocity, then equation (4.10) can be written as

\[
\frac{1}{3} \sum_{i=1}^{ncell} \left[ (DL\ddot{d} - De^0) \cdot \vec{n} \Delta S_p \right] + (b - c \vec{U}) \cdot V - \rho \vec{a} \cdot V = 0
\]
where $V$ is the volume of the tetrahedron. Knowing that $\bar{a} = \frac{\partial \bar{U}}{\partial t}$, after arrangement we have

\[
\frac{1}{3\rho V} \sum_{i=1}^{n_{cell}} \left[ (DL\bar{a} - De^0) \cdot \bar{n} \Delta S_p \right] + \frac{b - c\bar{U}}{\rho} \bar{U} = \frac{\partial \bar{U}}{\partial t}
\] (4.14)

An implicit scheme is adopted for Equations (4.14) and the time dependent term is discretized using a second-order-accurate backward differencing scheme. In order to obtain time-accurate solutions, we add a pseudo time term to this equation:

\[
\frac{1}{3\rho V} \sum_{i=1}^{n_{cell}} \left[ (DL\bar{a} - De^0) \cdot \bar{n} \Delta S_p \right] + \frac{b - c\bar{U}^{n+1}}{\rho} = \left( 1.5\bar{U}^{n+1} - 2.0\bar{U}^n + 0.5\bar{U}^{n-1} \right) \Delta t + \frac{\partial \bar{U}}{\partial \tau}
\] (4.15)

where the superscript $(n+1)$ denotes the physical time level $(n+1)\Delta t$ and all the variables are evaluated at this time level. The derivative with respect to a pseudo time $\tau$ is discretized using a first-order-accurate forward differencing scheme. After moving the rest of the terms to another side of the equation, we have

\[
\frac{\bar{U}^{n+1,m+1} - \bar{U}^{n+1,m}}{\Delta \tau} = \bar{R}^{n+1,m} = \frac{1}{3\rho V} \sum_{i=1}^{n_{cell}} \left[ (DL\bar{a} - De^0) \cdot \bar{n} \Delta S_p \right] + \frac{b - c\bar{U}^{n+1,m}}{\rho} \left( 1.5\bar{U}^{n+1,m} - 2.0\bar{U}^n + 0.5\bar{U}^{n-1} \right) \Delta t
\] (4.16)
The solution of the velocity vector is sought by marching the solution to a pseudo steady state in \( \tau \). Here \( m \) and \( m+1 \) denote the initial and next pseudo time levels. Once the artificial steady state is reached, the derivative of \( \hat{U} \) with respect to \( \tau \) becomes zero, and the solution satisfies \( \tilde{R}^{n+1,m} = 0 \). Hence, the original equation (4.14) is fully recovered. Therefore, instead of solving the equations in each time step in the physical time domain \((t)\), the problem is transformed into a sequence of steady-state computations in the artificial time domain \((\tau)\). Equations (4.16) can be integrated in pseudo time by an explicit five-stage Runge-Kutta scheme. However, the pseudo time step size may be restricted if the physical time step size is very small. Hence, a fully implicit dual time stepping scheme is adopted here. A Taylor series expansion is performed for the residual in Equations (4.16) with respect to the pseudo time for node \( P \):

\[
\tilde{R}_p^{n+1,m+1} = \tilde{R}_p^{n+1,m} + \frac{\partial \hat{R}_p}{\partial \hat{U}_p} \Delta \hat{U}_p + \sum_{j=1}^{\text{nbseg}} \frac{\partial \hat{R}_p}{\partial \hat{U}} \Delta \hat{U}_j, \tag{4.17}
\]

Where \( \text{nbseg} \) is the number of edges connected to \( P \), which is also equal to the number of neighbouring points connected to point \( P \) through the edges. And for the viscous damping and physical time-dependent terms, we have

\[
\left( \hat{U}_p \right)_p^{n+1,m+1} = \left( \hat{U}_p \right)_p^{n+1,m} + \Delta \hat{U}_p, \tag{4.18}
\]

After combining all the residual terms at every node in the structural domain into a vector and dropping the third term of the right-hand side of equations (4.17), we have
\[ \widetilde{R}^{n+1,m+1} = \widetilde{R}^{n+1,m} + A \Delta \overline{U}_p \cdot \frac{1.5}{\Delta t} \Delta \overline{U}_p - \frac{c}{\rho} \Delta \overline{U}_p . \]  

(4.19)

where

\[
A = \frac{1}{3M_p} \left( \frac{\partial}{\partial \overline{U}_p} \left[ \sum_{i=1}^{\text{total}} \left( DL \ddot{d} - De^0 \right) \cdot \vec{n} \Delta S_p \right] \right) = \frac{1}{3M_p} \left( \frac{\partial}{\partial \overline{U}_p} \left[ \sum_{i=1}^{\text{total}} \left( DL \ddot{d} \right) \cdot \vec{n} \Delta S_p \right] \right) .
\]

(4.20)

And the whole-field equivalent Equation (4.16) can then be re-written as,

\[
\left( \frac{\Delta t + 1.5 \Delta t}{\Delta t} + \frac{c \Delta t}{\rho} - A \Delta \overline{U}_p \right) \frac{\Delta \overline{U}_p}{\Delta t} = \frac{1}{3M_p} \sum_{i=1}^{\text{total}} \left( DL \ddot{d} - De^0 \right) \cdot \vec{n} \Delta S_p + \frac{b - c \bar{U}^{n+1,m}}{\rho} \left( 1.5 \bar{U}^{n+1,m} - 2.0 \bar{U}^n + 0.5 \bar{U}^{n-1} \right) .
\]

(4.21)

where \( \Delta \overline{U}_p = \bar{U}^{n+1,m+1} - \bar{U}^{n+1,m} \) and \( M_p = \rho V \) is the mass of the control volume around the current node \( P \). We need to evaluate the derivative

\[
\frac{\partial (\ddot{d} / \partial X_i) / \partial U}{\partial U} (X_i = x, y, z)
\]

in order to determine the Jacobian \( A \). It can be calculated as follows:

\[
\frac{\partial (\ddot{d} / \partial X_i) / \partial U}{\partial U} = \frac{\partial (\ddot{d} / \partial X_i) / \partial X_i}{\partial U / \partial X_i} = \frac{\partial^2 \ddot{d} / \partial X_i^2}{\partial U / \partial X_i} .
\]

(4.22)
where $\tilde{d}$ is the displacement vector at node $P$.

That is

$$\tilde{A} \frac{d(U)}{\Delta t} = \tilde{R}^{n+1,m}$$

(4.23)

thus,

$$\frac{d(U)}{\Delta t} = \tilde{R}^{n+1,m}$$

(4.24)

where $\tilde{R}^{n+1,m} = \tilde{A}^{-1} \tilde{R}^{n+1,m}$ and $\tilde{A} = \frac{\Delta t + 1.5 \Delta \tau}{\Delta t} + \frac{c \Delta \tau}{\rho} - \Delta A \tau$.

Further approximation can be introduced in order to achieve matrix-free computation. If we employ point implicit treatment to the preceding equations, then only the diagonal term in $\tilde{A}$ is used in the pseudo time stepping. As a result, the equation for every node can now be written as

$$\frac{d(U)}{\Delta t} = \tilde{R}^{n+1,m}$$

(4.25)

where $\tilde{R}^{n+1,m} = \tilde{A}_{pp}^{-1} \tilde{R}_{pp}^{n+1,m}$ and $\tilde{A}_{pp}^{-1} = diag \left[ \left( \frac{\Delta t + 1.5 \Delta \tau}{\Delta t} + \frac{c \Delta \tau}{\rho} - \Delta A \tau \right)^{-1} \right]$.

Pseudo time stepping is then performed on Equation (4.24). In this work, a five-stage Runge-Kutta time integration algorithm is used to march the numerical solution in pseudo time $\tau$ until convergence is reached [141]. Therefore, the converged solution from the pseudo time steady-state equations becomes the time accurate solution at current physical time. To advance the solution in pseudo time from $m$ to $m+1$, the
formulation of a five-stage Runge-Kutta scheme is as follows:

\[
\begin{align*}
(U^n_p)^{(0)} &= (U^n_p) \\
(U^n_p)^{(1)} &= (U^n_p) - \alpha_1 \Delta t \nabla \cdot \frac{\partial U}{\partial t} \\
(U^n_p)^{(2)} &= (U^n_p) - \alpha_2 \Delta t \nabla \cdot \frac{\partial U}{\partial t} \\
(U^n_p)^{(3)} &= (U^n_p) - \alpha_3 \Delta t \nabla \cdot \frac{\partial U}{\partial t} \\
(U^n_p)^{(4)} &= (U^n_p) - \alpha_4 \Delta t \nabla \cdot \frac{\partial U}{\partial t} \\
(U^n_p)^{(m+1)} &= (U^n_p)
\end{align*}
\]

(4.26)

where the stage coefficients for a five-stage Runge-Kutta time integration is as follows,

\[
\alpha_1 = \frac{1}{4}, \quad \alpha_2 = \frac{1}{6}, \quad \alpha_3 = \frac{3}{8}, \quad \alpha_4 = \frac{1}{2}, \quad \alpha_5 = 1
\]

After the velocity vector at physical time levels \( n+1 \) has been solved, we calculate the delta displacement during this time step as

\[
\Delta \tilde{d} = \frac{(\tilde{U}^{n+1} + \tilde{U}^n)}{2} \cdot \Delta t
\]

(4.27)

4.5 CONVERGENCE ACCELERATION TECHNIQUES

4.5.1 Local Time Stepping in Pseudo Time

Due to the disparity in cell sizes in unstructured grid calculations, the chosen time step
size for the entire mesh will be the minimum of the local time steps of all the control volumes for time accurate calculations. In this work, the large variation in grid size for the unstructured mesh will restrict the time step used and the smallest control volume dictates the maximum time step size. In order to overcome the above problems, each control volume can be advanced in pseudo time by its own maximum local time step, which greatly enhances the convergence rate. In this study, the maximum permissible local time step size is determined by the critical time step size:

\[ \Delta \tau \leq \Delta \tau^{cr} = \frac{2}{\omega_{\text{max}}} \]  \hspace{1cm} (4.28)

If \( \omega_{\text{max}} \) is the largest natural circular frequency, for the case of cantilever, the natural frequency is given by [136]

\[ \omega_{\text{max}} = \frac{2c}{\Delta l} \]

where \( c = \sqrt{E/\rho(1-v^2)} \) is the wave propagation velocity. \( \Delta l \) is the characteristic length scale associated with a node under consideration. Normally, it is taken as the smallest height of all the tetrahedral cells sharing the node. The local time step size is thus estimated via CFL stability condition as:

\[ \Delta \tau = CFL \cdot \frac{\Delta l}{c} = CFL \cdot \frac{\Delta l}{\sqrt{E/\rho(1-v^2)}}. \] \hspace{1cm} (4.29)
The global physical time step size $\Delta t$ for the entire mesh will be the minimum of the local time steps of all the control volumes for time accurate calculations. That is

$$\Delta t = \min\{\Delta t_1, \Delta t_2, \ldots, \Delta t_{ns}\} \quad (4.30)$$

where $ns$ is the total number of nodes.

### 4.5.2 Implicit Residual Smoothing

In order to speed up the convergence rate, an implicit residual smoothing scheme developed for unstructured grids is employed. The idea behind this is to replace the residual at one point of the domain with a smoothed or weighted average of the residuals at the neighboring points [141]. The averaged residuals are calculated implicitly in order to increase the maximum $CFL$ number, thus increasing the convergence rate. Normally this procedure allows the $CFL$ number to be increased by a factor of 2 or 3. The smoothing equation for a vertex $k$ can be expressed as follows:

$$\bar{R}_k = R_k + \varepsilon \nabla^2 \bar{R}_k \quad (4.31)$$

where $\bar{R}$ is the smoothed residual, $R$ is the original residual, and $\varepsilon$ is the smoothing coefficient, which can be defined as

$$\varepsilon = \max\left\{\frac{1}{4}\left(\frac{CFL}{CFL_k} - 1\right), 0\right\} \quad (4.32)$$
where $CFL^*$ is the maximum $CFL$ number of the basic scheme. The solution to the preceding equations can be obtained on an unstructured grid by using the Jacobi iterative method as follows:

$$R_i^{(m)} = R_i^{(0)} + \sum_{j=1}^{\text{numnod}(k)} [\bar{R}_{R_j}^{(m)} - \bar{R}_{R_i}^{(m)}]$$

i.e.

$$\bar{R}_k^{(m)} = \frac{R_k^{(0)} + \varepsilon \sum_{j=1}^{\text{numnod}(k)} \bar{R}_{R_j}^{(m-1,m)}}{1 + \varepsilon \cdot \text{numnod}(k)} \tag{4.33}$$

where $\text{numnod}(k)$ is the number of neighboring nodes of vertex $k$.

### 4.5.3 The Multigrid Method

It is well known that multigrid methods can dramatically reduce the overall cost of CFD simulations. The basic idea of the multigrid method is to carry out early iterations on a fine grid and then progressively transfer these solutions and residuals to a series of coarser grids. On the coarser grids, the low frequency errors become high frequency ones and they can be easily eliminated by a time stepping scheme. The equations are then solved on the coarser grids and the corrections are then interpolated back to the fine grid. The process is repeated over a sufficient number of times until satisfactory convergence on the fine grid is achieved. In this study, based on the early works done by Zhao et al. [141, 34], an efficient unstructured multigrid scheme has been developed for the equation of dynamic equilibrium, allowing convergence to be achieved with much
less CPU time than the single-grid scheme. The multigrid algorithm is described as follows. The discretized dynamic equation can be expressed by equation (4.23), which is repeated here for convenience:

\[
\frac{\Delta \vec{U}}{\Delta \tau} = \tilde{R}_{n+1,m}
\] (4.34)

where \( \vec{U} \) is the velocity vector. This equation is solved iteratively by a dual-time stepping scheme. An pseudo code is given below to illustrate the basic procedures of the multigrid scheme. The outer cycles are based on the physical time \( t \), which is numbered from 1 to \( k_{\text{max}} \), whereas the inner cycles are based on the pseudo-time \( \tau \), which is numbered from 1 to \( \text{max}_\text{itr} \_\text{sub} \). The grid levels range from 1 to \( n_{\text{mg}} \), where 1 is the finest level and \( n_{\text{mg}} \) is the coarsest level. \( P_{h+1}^h \) is the prolongation operator from level \( h+1 \) to \( h \), and \( Q_{h+1}^h \) and \( T_{h+1}^h \) are the residual transfer and restriction operators from level \( h \) to \( h+1 \).

**ALGORITHM START**

```
call setupinterconnect !--> build up inter-connectivity relationship between levels
DO \( k_t = 1, k_{\text{max}} \) !--> start of physical time step
  DO \( mg = 1, n_{\text{mg}} \)
    call cvvol(mg) !--> calculate the volumes for control volume (CV) and cell
    call clhaut(mg) !--> calculate CV characteristic length for determination
    !--> of \( \Delta \tau \) and \( \Delta t \) computation
  ENDDO
  call dtsize(mg=1) !--> computation of the time-step size for the finest level
  DO \( \text{itersub} = 1, \text{max}_\text{itr} \_\text{sub} \) !--> start of sub-iteration
    DO \( \text{ialpha} = 1, 5 \) !--> 5-stage Runge-Kutta time integration process
      call fvsolver(mg=1) !--> solve equation (3.1) for \( \vec{U}_h^t \) following the way
      !--> described in foregoing sections
```

87
ENDDO
DO mg=2, nmg
   call transfrsol(mg-1) !--> restrict solution from h to h+1
   !--> (\(\tilde{U}_{h+1}^{(0)} = T_h^{h+1} \tilde{U}_h\)).
   call transfresd(mg-1) !--> restrict residual from h to h+1
   !--> (\(\tilde{R}_{h+1}^{(0)} = Q_h^{h+1} \tilde{R}(\tilde{U}_h)\)).
IF (itersub.eq.1) THEN
   call dsizemg) !--> calculate the time-step size for the current level
ENDIF
DO ialpha=1, 5
   call fvsolver(mg) !--> solve equation (3.1) for \(U_{mg}^{it}\) based on the initial
   !--> solution \(\tilde{U}_{h+1}^{(0)}\) and initial residual \(\tilde{R}_{h+1}^{(0)}\)
ENDDO
ENDDO
ENDDO
DO mg=nmg, 2, -1
   call transfrcorct(mg) !--> prolongate correction from h+1 to h
   !--> (\(\tilde{U}_h = \tilde{U}_h + T_h^{h+1} (\tilde{U}_h^+ - \tilde{U}_{h+1}^{(0)})\)). Here \(\tilde{U}_h^+\) is
   !--> the updated solution for the finer grids
ENDDO
ENDDO !--> end of sub-iteration

DO mg=2, nmg
   call transfrsol(mg-1) !--> restrict solution from h to h+1
ENDDO
DO mg=1, nmg
   call updgrid(mg) !--> finally update the solid mesh
ENDDO
ENDDO !--> end of physical time step

ALGORITHM END

For detailed discussion of the mesh-to-mesh transfer operators, please refer to references in [141, 34]. One should note that we always use the initial inter-mesh connectivity, which is built up before the first time step starts, to perform the
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mesh-to-mesh transfer operations. In order to enable the solver to tackle more geometrically complex structures, the search for nodes within the boundary faces (edges for 2D) will continue after the search for nodes within the cells are performed if the user specifies that the physical wall of the geometry is curved. See Figure 4.1 for example, a normal procedure can not find a corresponding finer grid cell for the coarser grid node \( P \). It means the node \( P \) can not get a proper solution vector from the finer grid, which can pose a serious problem while solving the dynamic equation (4.28). Following the boundary node projection algorithm proposed in [34], we resort to finding a projection node for node \( P \) in the nearest finer mesh cell face and then use this projected node to perform the necessary multigrid operations.

Figure 4.1 Schematic of boundary node projection algorithm, \( \Omega \) is the computational domain
CHAPTER FIVE

IMMERSED MEMBRANE METHOD AND FLUID-STRUCTURE INTERACTION

This chapter presents detailed implementation of the immersed membrane method (IMM) and the fluid-structure interaction solution strategy on unstructured meshes. The core elements of this method are the definition of ghost nodes and one-sided extrapolations for simulating the discontinuities of the flow conditions across the fluid-structure interface. With the ghost fluid nodes, the mesh regeneration or deformation for fluid domain are avoided and the fluid-structure interfacial boundary conditions are imposed. Hence, the numerical cost for mesh treatment is greatly reduced as compared to the traditional arbitrary Lagrangian/Eulerian (ALE) method. With the help of our novel one-sided 3rd-order MUSCL like extrapolation scheme, sharp fluid-structure interfaces can be preserved and “jump” flow conditions across the fluid-structure interface can be accurately captured without smoothing, thus more accurate fluid solution can be obtained.
5.1 DEFINITION OF GHOST FLUID NODES

The immersed membrane method was initially developed to simulate the interaction between the fluids and immersed thin membranes. When a thin structure is immersed in a flow field, it causes discontinuous flow conditions across the structure. Although velocity is continuous, the gradient of velocity, pressure, gradient of pressure and fluid stresses are quite different, even having sharp changes over both sides of the thin structure. See Figure 5.1 for a 2D example of thin membrane immersed into a flow field.

In order to account for the discontinuous fluid conditions across the membrane, a set of ghost fluid nodes are introduced. Specifically, in cell 267, edges 26 and 27 are cut by the membrane, \( II \) and \( I2 \) are the intersection points respectively. Now we use the velocities at node 2 and point \( II \) to extrapolate the velocity at node 6, and assign this extrapolated velocity to the ghost node \( g26 \), which locates at the same position as node 6. Furthermore, we can use the pressure/density and pressure/density gradients at node 2 to extrapolate the ghost node pressure/density at \( g26 \) as well. In a similar way, we can use the corresponding conditions at node 6 and \( II \) to extrapolate the ghost values at \( g62 \), which locates at the same location as node 2. While calculating the fluxes along edge 26, ghost values at \( g26 \) will be used in place of the real-node conditions of node 6 when the residual for node 2 is accumulated. Likewise, ghost values of \( g62 \) will be used in place of real-node conditions of node 2 when cumulating the residual for node 6. There is the possibility that a node may hold multiple ghost-node values, node 2 (\( g62 \) and \( g72 \)) in this case. All of these possible ghost values should be stored and used accordingly, while calculating the respective fluxes along different edges. One should note that the ghost-node values should be only used while computing the fluxes along the edges cut by the membrane. For the normal edges, the real-node conditions should be used instead. For example, flow conditions at node 6 and 7 should be used while computing the
The IMM is not only limited to the studies of immersed membrane structures; it can also be extended to study the fluid-structure interaction for arbitrary object shapes. For an arbitrary object immersed in a fluid as shown in Figure 5.2, it occupies a part of the fluid domain. Some fluid nodes will fall within the object domain, which are represented by hollow circles in the figure. For these fluid nodes, special treatment should be performed to ensure that they will not take part in the fluid calculation since physically there are no fluids inside the object domain for which a pre-processing subroutine is designed. It will identify those fluid nodes which fall in the domain of the object.
Figure 5.2 Treatment of the fluid nodes inside the immersed body; for ghost-node A, it can possess up to 3 different ghost values corresponding to fluid nodes A1, A2 and A3; for fluid node B, 3 ghost nodes B1, B2, B3 contribute to its flux computations.

Before the identifying process begins, it would be beneficial if we can narrow down the search region of the fluid mesh that might contain the immersed object mesh. A bounding box is defined around the object by the extrema of the object mesh coordinates. Only those fluid nodes fall into this box will be checked and they are stored into an array named "suspected array". This simple treatment can greatly save the search time according to our experiences. Next, what we need to do is just performing a do-loop based on the number of the cells of the immersed object mesh. During each cycle of this loop, we test the "suspected array" nodes one by one to see if they fall into a certain cell of the object mesh. If yes, we can identify it as a ghost node. The concept of bounding box is also applied in this testing process to improve the efficiency of the algorithm. The "suspected array" nodes are first tested against this box before the full test algorithm is performed. Basically, the algorithm for inter-connectivity relationship
between the suspected nodes and object cell is based on the concept of dot product between two vectors: i) The unit normal vectors oriented inward from the triangular face, \( \vec{n} \); ii) and the vector \( \vec{p} \) pointing from the centre of the triangular face of the cell to the node to be tested. The dot product between these two vectors, \((p_n)_{n\text{face}}\), must be greater than or equal to zero if the angle, \( \theta \), subtended between them is less than 90° and less than zero if the angle is greater than 90°, as depicted in the following equation [150]:

\[
(p_n)_{n\text{face}} = \vec{p} \cdot \vec{n} = \left\{ p_x \ p_y \ p_z \right\} \cdot \left\{ n_x \ n_y \ n_z \right\} = (p_x n_x + p_y n_y + p_z n_z)_{n\text{face}}, \quad n\text{face}=1 \text{ to } 4,
\]

(5.1)

where the superscript \( n\text{face} \) is the triangular face number of the tetrahedral cell.

For ease of clarification and illustration, all the figures in this section will be in 2D. With reference to Figure 5.3a, the dot product between these two vectors must be positive for the three edges for 2D (four faces for 3D) if the suspected node is to fall within the structure cell. If one of the dot products between these two vectors is less than zero, then the node being tested is not within the cell, as depicted in Figure 5.3b. The following equation shows that the criterion for the node to be within the tetrahedral cell is

\[
\{ (p_x)' \text{ and } (p_y)' \text{ and } (p_z)' \text{ and } (p_n)' \} \geq 0.
\]

(5.2)
In order to reduce the pre-processing CPU time further, those nodes that fall within a particular cell are marked with flag \( l \) and they will not be tested for the rest cells anymore.

Figure 5.3a Suspected node falls within a 2D immersed object triangle cell using dot product

Figure 5.3b Suspected node does not fall within a 2D immersed object triangle cell
CHAPTER 5 - IMMERSED MEMBRANE METHOD AND FLUID STRUCTURE INTERACTION

After all the suspected nodes with a flag of 0 in the box are tested against this immersed object cell, then the next object cell in the list will be tested with those fluid nodes having a flag of 0 again and those having a flag of 1 are skipped. This process will stop if all the suspected nodes are tested and marked as 1 or if all the object cells are tested whichever one is completed earlier. Subsequently, those fluid nodes with a flag 1 will not be involved in flow calculations. Only those ghost nodes having a connecting edge, that passes through the fluid-structure interface will be assigned for ghost-node values and used to impose the immersed boundary conditions. For ease of clarification and illustration, we ignore those ghost-nodes which are not adjacent to the interface from now on. And when we mention ghost-nodes, we actually refer to those which contribute to flow computation.

5.2 INTERACTIONS BETWEEN FLUID AND STRUCTURE MESHES

As described in forgoing chapters, in the fluid solver the convection fluxes are computed based on edges of fluid mesh. As a result, every node can become multiple ghost nodes with their corresponding ghost values since a node can be connected by multiple edges, which is especially true for 3D unstructured grids. The selection of a particular ghost value depends on which edge and node the computation involves. This is one of the novel features of IMM. Hence, it is very crucial to find all of the edges of the fluid mesh cut by the fluid-structure interface in an accurate and efficient manner. Our solution algorithm will be described in the following paragraphs.

Because the object is fully immersed in the fluid, there should be no exception that
every node of the object mesh is contained by a certain cell of the fluid mesh. As the first step of our algorithm, the relationship between the surface nodes of the object mesh and their containing cells of the fluid mesh will be established. Note that the same searching procedure determining the ghost nodes in the former section may apply here.

After all of the surface nodes of the object mesh have been associated with their corresponding containing fluid cells, our algorithm starts by performing a do-loop over the number of the surface triangles of the object mesh. The basic operations involved in every iteration of the loop are outlined as follows:

1). If all of the three vertexes of the triangle locate in the same fluid cell, the iteration exit because there is definitely no edge of the fluid mesh intersecting with the current surface triangle;

2). If the two of the vertices locate in the same fluid cell while the third one does not, any one of the six edges of the fluid cell containing the third vertex might pass through the fluid-structure interface and the possible intersection points (if exists) will be searched using a separate subroutine, which will be given later;

3). If the three vertices reside in three different fluid cells, this becomes more complicated:

   a. The three cells have two common nodes. Then it can be made sure that among all of the edges of these three fluid cells, there is only one which
passes through the fluid-structure interface, which is the edge connecting these two nodes.

b. The three cells have one common node. Then all of the edges of these three cells originate from such a common node might pass through the fluid-structure interface, and they are checked one by one using a separate subroutine (explained in following pages).

c. The three cells have no common nodes. Then all of the edges of these three cells are likely to pass through the fluid-structure interface. Hence they are also checked one by one using a separate subroutine (explained in following pages).

When the do-loop finishes its execution, most of the fluid edges cut by the interface are identified and marked with flag $I$. But there could be some edges that are missed by the given scheme. As shown in Figure 5.4, the fluid cell $1234$ contains no surface node of the object mesh at all, but three of its edges pass through the interface. Obviously, they will be omitted by the given searching scheme. Therefore, a remedy procedure is designed to rescue such edges in the end, in which all of the fluid cells cut by the interface are examined to see whether any of their edges are cut by the interface, while those edges with flag $I$ will be skipped.

The following subroutine will find the intersection point (if it exists) between a line segment and a planar 3 vertex facet. The mathematics and solution can also be used to find the intersection between a plane and line, which is a simpler problem. The
intersection between more complex polygons can be found by first triangulating them into multiple 3 vertex facets. Source code will be provided at the end, it illustrates the solution more than being written for efficiency.

Figure 5.4 Fluid cell that doesn’t contain any of the surface nodes of the object mesh

The labeling and naming conventions for the line segment and the facet are shown in the following diagram.
The procedure will be implemented given the line segment defined by its two end points and the facet bounded by its three vertices. The solution involves the following steps:

- Check that the line and plane are not parallel;
- Find the intersection of the line with the plane containing the facet;
- Check that the intersection lies along the line segment;
- Check that the intersection lies within the facet;
The intersection $P$ is found by substituting the equation for the line $\vec{P} = \vec{P}_i + \mu(\vec{P}_2 - \vec{P}_1)$ into the equation for the plane $Ax + By + Cz + D = 0$.

Note that the values of $A$, $B$ and $C$ are the components of the normal unit vector to the plane which can be found by taking the cross product of any two normalized edge vectors, for example:

$$A, B, C = \frac{(\vec{P}_1 - \vec{P}_0) \times (\vec{P}_2 - \vec{P}_0)}{|| (\vec{P}_1 - \vec{P}_0) \times (\vec{P}_2 - \vec{P}_0) ||}$$

(5.3)

Then D is found by substituting one vertex into the equation for the plane:

$$AP_{x1} + BP_{y2} + CP_{z3} = -D$$

(5.4)

This gives an expression for $\mu$ from which the point of intersection $P$ can be found using the equation of the line.

$$\mu = (D + AP_{x1} + BP_{y2} + CP_{z3})(A(P_{ix} - P_{2x}) + B(P_{iy} - P_{2y}) + C(P_{iz} - P_{2z}))$$

(5.5)
If the denominator above is 0 then the line is parallel to the plane and they don't intersect. For the intersection point to lie on the line segment, $\mu$ must be between 0 and 1.

Lastly, we need to check whether or not the intersection point lies within the planar facet bounded by $P_a$, $P_b$ and $P_c$. The method used here relies on the fact that the sum of the internal angles of a point on the interior of a triangle is $2\pi$, points outside the triangular facet will have lower angle sums. As shown in Figure 5.6.

Figure 5.6  The sum of the internal angles of a point on the interior of a triangle is $2\pi$

If we form the unit vectors $\vec{P}_{a_1}$, $\vec{P}_{a_2}$ and $\vec{P}_{a_3}$ as follows ($P$ is the point being tested to see if it is in the interior)
The angles are

\[ a_1 = \cos(\vec{p}_{a1} \cdot \vec{p}_{a2}) \]

\[ a_2 = \cos(\vec{p}_{a2} \cdot \vec{p}_{a3}) \]

\[ a_3 = \cos(\vec{p}_{a3} \cdot \vec{p}_{a1}) \] (5.7)

The source code is as follows:

```c
/* Determine whether or not the line segment p1, p2 Intersects the 3 vertex facet bounded by pa, pb, pc Return true/false and the intersection point P The equation of the line is p = p1 + \mu (p2-p1) The equation of the plane is ax+by+cz+d=0 n_x x + n_y y + n_z z + d = 0 */
int LineFacet(p1, p2, pa, pb, pc, p)
XYZ p1, p2, pa, pb, pc, *p;
{
    double d;
    double a1, a2, a3;
    double total, denom, mu;
```

\[ \vec{p}_{a1} = \frac{(\vec{p}_a - \vec{p})}{|\vec{p}_a - \vec{p}|} \]

\[ \vec{p}_{a2} = \frac{(\vec{p}_b - \vec{p})}{|\vec{p}_b - \vec{p}|} \]

\[ \vec{p}_{a3} = \frac{(\vec{p}_c - \vec{p})}{|\vec{p}_c - \vec{p}|} \] (5.6)
XYZ n,pa1,pa2,pa3;

/* Calculate the parameters for the plane */
 n.x = (pb.y - pa.y)*(pc.z - pa.z) - (pb.z - pa.z)*(pc.y - pa.y);
 n.y = (pb.z - pa.z)*(pc.x - pa.x) - (pb.x - pa.x)*(pc.z - pa.z);
 n.z = (pb.x - pa.x)*(pc.y - pa.y) - (pb.y - pa.y)*(pc.x - pa.x);
 Normalise(&n);
 d = - n.x * pa.x - n.y * pa.y - n.z * pa.z;

/* Calculate the position on the line that intersects the plane */
 denom = n.x * (p2.x - pl.x) + n.y * (p2.y - pl.y) + n.z * (p2.z - pl.z);
 if (ABS(denom) < EPS) /* Line and plane don't intersect */
 return(FALSE);
 mu = -(d + n.x * pl.x + n.y * pl.y + n.z * pl.z) / denom;
 p->x = pl.x + mu * (p2.x - pl.x);
 p->y = pl.y + mu * (p2.y - pl.y);
 p->z = pl.z + mu * (p2.z - pl.z);
 if (mu < 0 || mu > 1) /* Intersection not along line segment */
 return(FALSE);

/* Determine whether or not the intersection point is bounded by pa,pb,pc */
 pa1.x = pa.x - p->x;
 pa1.y = pa.y - p->y;
 pa1.z = pa.z - p->z;
 Normalise(&pa1);
 pa2.x = pb.x - p->x;
 pa2.y = pb.y - p->y;
 pa2.z = pb.z - p->z;
 Normalise(&pa2);
 pa3.x = pc.x - p->x;
 pa3.y = pc.y - p->y;
 pa3.z = pc.z - p->z;
 Normalise(&pa3);
 a1 = pa1.x*pa2.x + pa1.y*pa2.y + pa1.z*pa2.z;
\[ a_2 = p_{a2,x}^2 + p_{a2,y}^2 + p_{a2,z}^2; \]
\[ a_3 = p_{a3,x}^2 + p_{a3,y}^2 + p_{a3,z}^2; \]
\[ \text{total} = (\cos(a_1) + \cos(a_2) + \cos(a_3)) \times \text{RTOD}; \]
\[ \text{if}(|\text{total} - 360| > \text{EPS}) \]
\[ \quad \text{return}(<\text{FALSE}); \]
\[ \] \[ \quad \text{return}(\text{TRUE}); \]
\]

As it has been shown that the intersection will be returned if it exists. With the help of this information, the areas of the three sub-triangles \(S_1, S_2\) and \(S_3\) in Figure 5.6) with the common vertex \(P\) will be calculated and stored for late use.

### 5.3 ONE-SIDED MUSCL LIKE EXTRAPOLATION

In the beginning of every physical time step, the fluid solver (TETRAKE) is executed to solve the fluid domain. And during this stage, IMM is used to impose the boundary conditions across the fluid-structure interface. In this method, those fluid cells crossing the interface need special treatment. Take Figure 5.7 for an example, where a fluid cell 1234 is cut by the interface. Nodes 1, 2 and 3 lie in the fluid domain while node 4 lies in the structural domain.
As described in former chapters, convection fluxes are computed based on mesh edges. In the computation of the convection flux along edge 14, the flow conditions at node 1 and ghost conditions at node 4 (g14) will be involved. The ghost conditions of node 4 are determined as follows:

1). Identify the intersection point $I_I$ between the edge 14 and the interface;

2). Identify the surface triangle in which intersection point $I_I$ lies;

3). Determine the velocity $\vec{u}_I$ of intersection point $I_I$ using a area weighted scheme with the knowledge of velocities of node a, b and c;
4). Extrapolate the ghost velocity of node 4 using the flow condition of node 1 and the velocity of the intersection point \( I_i \).

5). Extrapolate the ghost pressure and density of node 4 using the known pressure, density and gradient of node 1.

Extrapolations of ghost-node velocities are illustrated in Figure 5.8 (a) and (b). Taking node 1 as the real node, velocity at ghost node \( g14 \) is calculated as follows:

\[
\begin{align*}
\frac{\tilde{u}_{g14} - \tilde{u}_i}{\tilde{u}_i - \tilde{u}_j} &= -\frac{|\mathbf{r}_{g14}|}{|\mathbf{r}_i|} \quad \text{for } 0 \leq |\mathbf{r}_{g14}| \leq |\mathbf{r}_i| \hfill (5.8) \\
\frac{\tilde{u}_{g14} - \tilde{u}_j}{\tilde{u}_2 - \tilde{u}_i} &= -\frac{|\mathbf{r}_{g14}|}{|\mathbf{r}_{g14}|} \quad \text{for } |\mathbf{r}_i| < |\mathbf{r}_{g14}| 
\end{align*}
\]

Therefore,

\[
\begin{align*}
\tilde{u}_{g14} &= -\frac{|\mathbf{r}_{g14}|}{|\mathbf{r}_i|} \cdot (\tilde{u}_i - \tilde{u}_j) + \tilde{u}_i \quad \text{for } 0 \leq |\mathbf{r}_{g14}| \leq |\mathbf{r}_i| \\
\tilde{u}_{g14} &= -\frac{|\mathbf{r}_{g14}|}{|\mathbf{r}_{g14}|} \cdot (\tilde{u}_2 - \tilde{u}_i) + \tilde{u}_i \quad \text{for } |\mathbf{r}_i| < |\mathbf{r}_{g14}| \hfill (5.9) 
\end{align*}
\]

where \( \tilde{u}_i \), \( \tilde{u}_j \) and \( \tilde{u}_{g14} \) are the velocity vectors at intersection point \( I_i \), node 1, ghost node \( g14 \). In Figure 5(b), we have \( |\mathbf{r}_{g14}| = |\mathbf{r}_{i4}| \) and \( |\mathbf{r}_{1i}| = |\mathbf{r}_{14}| \). \( \tilde{u}_2 \) is evaluated as following:

\[
\tilde{u}_2 = \frac{(|\mathbf{r}_{1i}| - |\mathbf{r}_{i2}|) \tilde{u}_i + (|\mathbf{r}_{2i}| - |\mathbf{r}_{i4}|) \tilde{u}_i}{|\mathbf{r}_{i4}|}
\]
where \( \vec{u}_s = \vec{u}_i + r_{s1} \cdot \nabla \vec{u}_i \).

Figure 5.8  
(a), (b) Velocity extrapolation for ghost node 4;  
(c) Pressure and density extrapolation for ghost node 4.

In this work, the structure and fluid domains are coupled by enforcing the velocity continuity condition at the interface,

\[ \vec{u}_s = \vec{u}_f \]  \hspace{1cm} (5.10)

Where \( \vec{u}_s \) is the velocity vector of a structure surface node, \( \vec{u}_f \) is the neighbouring fluid velocity at the same location. And Equation (5.9) is used to extrapolate fluid velocity to its corresponding ghost nodes. The extrapolation of ghost-node pressure is
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illustrated in Figure 5.8(c). Taking node 1 as real node, the ghost-node pressure and density of node 4 is obtained by

\[
\begin{align*}
\rho_{g14} &= \rho_1 + \bar{r}_{14} \cdot \nabla \rho_1 \\
P_{g14} &= P_1 + \bar{r}_{14} \cdot \nabla P_1
\end{align*}
\]

(5.11)

where \( p_{g14} \) and \( \rho_{g14} \) are the ghost-node pressure and density at node 4, \( \nabla P_1 \) and \( \nabla \rho_1 \) are the pressure and density gradients at node 1, \( \bar{r}_{14} \) is the distance vector pointing from node 1 to node 4. Now all of the necessary ghost conditions for determining the convection flux along edge 14 are computed. Suppose edge 24 is the next edge along which the convection flux will be computed. We need to determine the ghost conditions for node 4 (g24) again with the knowledges of node 2 and intersection node I2. As a result, every node can hold multiple ghost nodes and thus multiple ghost values since a node can be connected by multiple edges, which is especially true for 3D unstructured grids. The selection of a particular ghost value depends on which edge and node the computation is for. This is a novel feature of the current implementation of unstructured IMM.

This linear interpolation results in a second-order accurate scheme. It is noted that higher-order MUSCL interpolation can also be applied during the flux computations if higher order accuracy is required. As depicted in Figure 5.9, edge 12 is cut by fluid-structure interface and I is the intersection point. C is the centre of edge 12. Local 3rd-order accuracy can be achieved by introducing \( \bar{u}_l \) and \( \bar{u}_r \) for the two sides of C:
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\[ \bar{\mathbf{u}}_L = \bar{\mathbf{u}}_i + \frac{1}{4} \left[ (1 - \kappa) \Delta_1^- + (1 + \kappa) \Delta_1^+ \right] \]
\[ \bar{\mathbf{u}}_R = \frac{\left( \bar{\mathbf{u}}_i + \bar{\mathbf{u}}_{g12} \right)}{2} \]

(5.12)

where

\[ \Delta_1^- = \bar{\mathbf{u}}_{g12} - \bar{\mathbf{u}}_i \]
\[ \Delta_1^+ = 2 \cdot \mathbf{1}_2 \cdot \nabla \bar{\mathbf{u}}_i - (\bar{\mathbf{u}}_{g12} - \bar{\mathbf{u}}_i) = 2 \cdot \mathbf{1}_2 \cdot \nabla \bar{\mathbf{u}}_i - \Delta_1^- \]

(5.13)

\[ \bar{\mathbf{u}}_i = \bar{\mathbf{u}}_1 + \frac{1}{4} \left[ (1 - \kappa) \Delta_1^- + (1 + \kappa) \Delta_1^+ \right] \]
\[ \bar{\mathbf{u}}_r = \frac{\left( \bar{\mathbf{u}}_i + \bar{\mathbf{u}}_{g12} \right)}{2} \]

Figure 5.9 Introduction of higher-order MUSCL like interpolation

And \( \bar{\mathbf{u}}_{g12} \) is the ghost velocity vector of node 2, \( \nabla \bar{\mathbf{u}}_i \) then velocity gradient at node 1. \( \mathbf{1}_2 \) is the vector representing the edge. When \( \kappa \) is set to 1/3, which corresponds to a nominally third-order accuracy. Pressure and density can be interpolated in a similar way. The viscous fluxes and gradients are computed based on fluid mesh cells. In the cell \( N \) in Figure 5.7, when the viscous flux is computed for node 1, the flow conditions at nodes 1, 2 and 3 will be needed, as well as the ghost-node conditions at node 4 (It is \( g14 \) in this case. But it would be \( g24 \) if the viscous flux for node 2 is computed).
5.4 IMM BASED FLUID-STRUCTURE INTERACTION

In previous chapters we have already developed a novel parallel unstructured multi-grid preconditioned compressible Navier-Stokes solver TETRAKE. Here we aim to extend it for fluid-structure interaction simulation. The biggest challenge here is how to couple the two modules and how to synchronize them. Our solution algorithm is shown in Figure 5.10, from which it may be seen that different time stepping size between the fluid and the structure solvers are allowed. In the beginning of every physical time step, the fluid solver (TETRAKE) is executed to solve the fluid domain. And during this stage, IMM is used to impose the boundary conditions across the fluid-structure interface using the techniques introduced in the foregoing sections. After the computation of fluid domain, fluid forces acting on the structure are calculated along the fluid-structure interface and they are applied to advance the movement of the structure. In the structural domain, equation (4.1) is solved by the techniques described in former sections with the fluid forces exerted by ambient fluids as boundary conditions. Boundary conditions on the surface \( \Gamma_s \) of the structural domain \( \Omega_s \) are described in terms of prescribed traction \( \vec{t}_p \) on the boundary \( \Gamma_s \) and prescribed displacement \( \vec{d}_p \) on the boundary of the structure \( \Gamma_d \).
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Just as described in Equation (4.8). At the fluid-structure interface the structure experiences a surface traction due to the fluid; hence the appropriate boundary condition
for the structure at the fluid-structure interface is expressed as:

\[ t_p = -p \delta_y + \mu \left( \frac{\partial u_x}{\partial x} + \frac{\partial u_y}{\partial y} \right) - \frac{2}{3} \mu \nabla \cdot \vec{U}_f \delta_y \text{ on } \Gamma, (i, j=1, 2, 3) \]  

(5.14)

where \( \mu \) is the dynamic viscosity, \( p \) the pressure, and \( u \) the Cartesian component of fluid velocity \( \vec{U}_f \) corresponding to direction \( x_i \). In IMM, the loosely coupling relationship between the fluid domain and the structure domain is depicted in Figure 5.11. The fluid forces include pressure \( p \), shear stress \( \sigma \), and normal stress \( \sigma_n \). Since the fluid mesh and structural are non-confirmatory, the fluid pressure needs to be extrapolated to the fluid-structure interface for the computation of fluid forces. And again this extrapolation is edge-based. In Figure 5.7, \( I_3 \) is the intersection point between edge 34 and the interface, and we need to extrapolate the pressure of this point to calculate the fluid force. This extrapolation procedure can be expressed as following:

\[ p_{I_3} = p_3 + \vec{r}_{I_3} \cdot \nabla p_3 \]  

(5.15)

where \( p_{I_3} \) is the fluid pressure on the fluid-structure interface on the side of vertex 3, \( \nabla p_3 \) are the pressure gradient at vertex 3, \( \vec{r}_{I_3} \) is the distance vector pointing from node 3 to point \( I_3 \). This linear extrapolation leads to a second order accuracy. Note that the higher-order MUSCL scheme similar to equation (5.12 and 5.13) can also apply here.
And then the resultant pressure will be distributed to the structure nodes $d$, $e$ and $f$ based on an area weighted scheme. For Newtonian fluids, the fluid stress tensor is given as follows:

$$
\sigma_{xx} = 2\mu \frac{\partial u}{\partial x} - \frac{2}{3} \mu \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial w}{\partial z} \right), \sigma_{yx} = \sigma_{xy} = \mu \left( \frac{\partial v}{\partial x} + \frac{\partial u}{\partial y} \right)
$$

$$
\sigma_{yy} = 2\mu \frac{\partial v}{\partial y} - \frac{2}{3} \mu \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial w}{\partial z} \right), \sigma_{yz} = \sigma_{zy} = \mu \left( \frac{\partial w}{\partial y} + \frac{\partial v}{\partial z} \right)
$$

$$
\sigma_{zz} = 2\mu \frac{\partial w}{\partial z} - \frac{2}{3} \mu \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial w}{\partial z} \right), \sigma_{zx} = \sigma_{xz} = \mu \left( \frac{\partial w}{\partial z} + \frac{\partial u}{\partial x} \right)
$$

where the molecular viscosity $\mu$ is a property of the fluid and is a function of temperature. So the fluid stress $\sigma$ can be calculated as the following:
\[ \sigma = \bar{l} \cdot \bar{n} = \begin{bmatrix} \sigma_{xx} & \sigma_{xy} & \sigma_{xz} \\ \sigma_{yx} & \sigma_{yy} & \sigma_{yz} \\ \sigma_{zx} & \sigma_{zy} & \sigma_{zz} \end{bmatrix} \begin{bmatrix} n_x \\ n_y \\ n_z \end{bmatrix} \]  

(5.18)

where \( \bar{n} \) is the unit normal vector of the structure element. In the fluid solver, the velocity gradients are assumed to be constant within one fluid cell. It means that on the fluid-structure interface the gradients of fluid velocities are equal to those at the cell centroids. But for a cell intersected by the immersed structure, the gradients are only uniform and continuous for centroids on the same side of the structure. So the computations of fluid stresses on the interface should use the right gradients of velocity. Use edge 34 in Figure 5.7 for example, the fluid stresses at intersection point \( I_3 \) should be computed using the gradients of vertex 3, i.e.:

\[ \sigma_3 = \bar{l}_3 \cdot \bar{n} = \begin{bmatrix} \sigma_{3,xx} & \sigma_{3,xy} & \sigma_{3,xz} \\ \sigma_{3,yx} & \sigma_{3,yy} & \sigma_{3,yz} \\ \sigma_{3,zx} & \sigma_{3,zy} & \sigma_{3,zz} \end{bmatrix} \begin{bmatrix} n_x \\ n_y \\ n_z \end{bmatrix} \]  

(5.19)

As can be seen from Figure 5.10, there exists a special step at the end of each time step of structure computation, or at the beginning of each time step of fluid computation, namely ‘treatment of freshly cleared fluid nodes’.

In some Immersed Boundary Methods where the immersed boundaries are treated as sharp interfaces, such as those presented by Bayyuk et al. [145], Jianming Yang [146] and Udaykumar et al. [147], the issue of change of material needs to be addressed. This arises when a computational point (as in Figure 5.12), which was in the solid at one time
step, emerges into the fluid at the next time step. In [146], because the fractional time advancement scheme is used, the evaluation of the RHS of the momentum equation at step \( k+1 \) requires physical values of the velocity vector and pressure, as well as their derivatives from step \( k \) at all fluid points. Due to the fact that the interface changes locations, it is possible that some of the required values from step \( k \) are not physical. To avoid forbiddingly complex special treatments of the computation of these derivatives every time such a change of flag is detected during the time advancement procedure, they propose a field-extension procedure, in which the velocity and pressure fields are "extended" in the solid phase at the end of each step. Practically, with this procedure the velocity and pressure fields are extrapolated at the Eulerian nodes in the solid that have at least one neighbor in the fluid phase. In the cut-cell formulation of Udaykumar et al. [147] this issue of freshly cleared cells was addressed using a cell-merging formulation in conjunction with quadratic interpolation among neighboring grid nodes in the fluid.

In the current method, an approach similar to the field-extension procedure used in the finite-difference method of Jianming Yang [146] is employed. It is comprised of several basic substeps as described as follows. In the first substep, all of the computational nodes which locate inside the solid domain are successively 'leveled'. The level tagging process is depicted in Figure 5.12. All ghost nodes are tagged as 'level 1' nodes, which are grid points in the solid phase that have one or more neighboring points in the fluid phase (neighboring here means connected by an edge). 'Level 2' nodes are grid points in the solid that have one or more ghost nodes as their neighboring points. 'Level 3' nodes are grid points in the solid that have one or more 'Level 2' nodes as their neighboring points (except 'level 1' points). The rest may be deduced by analogy.
In the second substep of our approach, for every 'level 1' point, the labels of the neighboring points in the fluid phase are stored, as well as the lengths of the edges connecting the current point and the neighboring points in the fluid phase. For every 'level 2' point, the labels of the neighboring 'level 1' points are stored, as well as the lengths of the edges connecting the current point and the neighboring 'level 1' points. The same treatment will be performed for every point of successively levels. Finally, the velocity and pressure fields are “extended” in the solid through the levels. The inverse distance weighted method proposed by [148] is adopted in this study to perform the
“field extension” task. This method has the property of preserving local maxima and producing smooth reconstruction. The interpolation at a certain location \((x, y, z)\) is

\[
\psi(x, y, z) = \sum_{m=1}^{n} w_m \phi_m / q
\]

\[
w_m = \left( \frac{R - h_m}{Rh_m} \right)^p
\]

\[
q = \sum_{i=1}^{n} \left( \frac{R - h_i}{Rh_i} \right)^p
\]

(5.20)

where \(\phi_m\) represents the solution at a certain location, \(w_m\) the weight, and \(h_m\) the distance between the location \((x, y, z)\) and the location of \(\phi_m\). \(R\) the maximum of all \(h_m\); \(p\) is a constant and normally set to 2. The extension process can be described as follows. The velocity and pressure fields of the fluid nodes neighboring to the solid interface are interpolated to the “Level 1” points using Equations (5.20). And then the velocity and pressure fields of the “Level 1” points are interpolated to the “Level 2” points using Equations (5.20) again and so on for successively levels. Generally, 3-level extension is enough, provided that the CFL number has not been set to an extraordinarily large value. As a result, not only the velocity and pressure at the newly emerging points, but also their derivatives will have physical values, eliminating problems in the computation of the RHS in the next time step for these points.
CHAPTER SIX

THE MULTIGRID METHOD AND PARALLEL COMPUTATION

In this chapter, the basic concepts of the MG method and parallel computation employed in this work are briefly explained and the mathematical formulations are presented. In this work, the MG method is applied to the solution of the time-dependent compressible Navier-Stokes equations on unstructured grid. An efficient and robust data structure for different MG level is described. To enhance the efficiency of the flow solver and reduce pre-processing time, the algorithm for zoning of the flow field domain is explained. The implementation of parallel in this study using the geometric domain decomposition technique based on the Single Program Multiple Data (SPMD) programming paradigm.
6.1 THE MULTIGRID METHOD

The philosophy of the multigrid method is to carry out early iterations on a fine grid and then progressively transfer these flow field variables and residuals to a series of coarser grids. Thus, the solutions on the coarser grids are driven by the fine grid residuals. Since the coarser grids have fewer grid points, fewer computations are needed for a given sweep of the flow field, and hence computer time is saved and efficiency is increased. On the coarser grids, the low frequency errors become high frequency errors and these errors can be easily eliminated on the coarser grids. The flow equations are then solved on the coarser grids and the correction, the difference between the newly computed coarse grid values and the transferred values, is then interpolated back to the fine grid. The purpose of this correction is to correct the solution on the fine grid, thus eliminating its low frequency errors. The process is repeated over a sufficient number of times until satisfactory convergence on the fine grid is achieved.

The advantage of the multigrid method is associated with the enhanced damping of numerical errors in the flow field. In a one-dimensional space of length $L$ along the $x$-axis, suppose it is divided into $M$ cells, with $\Delta x = L/M$, the wavelength of an error can vary from the smallest value of $\lambda_{\text{min}} = 2\Delta x$ to the largest value of $\lambda_{\text{max}} = L$. Errors associated with wavelengths near $\lambda_{\text{min}}$ are called high-frequency errors, and those associated with wavelengths near $\lambda_{\text{max}}$ are called low-frequency ones [149]. For a stable solution, the errors of all frequencies will generally be damped out during the course of the iterative process. However, in most cases, the high-frequency errors are reduced much faster than the low-frequency errors. Therefore, the speed of convergence would be enhanced if something could be done to increase the damping of these low-frequency errors.
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errors. After performing a few iterations on a fine grid, a large part of the high-frequency error components will generally be damped as shown in Figure 6.1. As a consequence, an iterative method with these properties will act as a smoother of the errors. In this way, after one or more iteration sweeps through the fine grid, known as relaxation sweeps, the errors are sufficiently smoothed for them to be adequately represented on a coarse grid. Due to a larger $\Delta x$ in the coarser grid and hence larger $\lambda_{\text{min}} = 2\Delta x$, low-frequency errors begin to be damped at a faster rate than it would have taken place in the fine grid and by going progressively to coarser grids, the low-frequency errors are more readily damped. Thus, the low-frequency errors of the intermediate coarse grid results are smaller than they would have been for an equal number of sweeps just on the fine grid itself.

![Figure 6.1 Smoothing of errors by relaxation sweeps](image)

Figure 6.1  Smoothing of errors by relaxation sweeps
Two different cycle strategies had been investigated in Tai's work [150], which are the V-cycle and W-cycle. Figure 6.2 depicts the differences between the two strategies. For one complete V-cycle, the flow is interpolated back up to the two finer grids once the coarsest grid is reached, with one new evaluation of the flow field variables on the fine grid. For one complete W-cycle, the flow is interpolated up one grid after performing the iteration on the coarsest grid. Then the flow field variables are evaluated on this grid and the variables are transferred down to the coarsest grid again. The flow is solved on the coarsest grid and the correction is then interpolated up to the fine grid.

The total computational work per multigrid cycle relative to the work on the fine grid for both V-cycle and W-cycle using quadrilateral cells are as follows [150, 151]:

\[
\begin{align*}
\text{V-cycle: } & \quad W_{MG} \leq \frac{4}{3} W_{fine} \\
\text{W-cycle: } & \quad W_{MG} \leq 2 W_{fine}
\end{align*}
\]

Figure 6.2a V multigrid cycles for three grid levels
6.1.1 Mathematical Formulations

In this study, a three level multigrid is used. But in this section, a two level multigrid is used to describe the formulations in this work. Fine grid, $h$, denotes the first level, whereas coarse grid, $h + 1$, denotes the second level of the multigrid. The solution on the coarse grid is initialized by transferring the flow field variables from the fine grid using the transfer operator $T_{h+1}^{h}$:

$$ W_{h+1}^{(0)} = T_{h}^{h+1} W_{h} $$

(6.1)

where $W_{h+1}^{(0)}$ is the initial values transferred from the fine grid, $T_{h}^{h+1}$ is a transfer operator which will be defined in Section 6.5 and $W_{h}$ is the solution from the fine grid. And the initial residual on the coarse grid is defined as follows:
\[ \tilde{R}_{h+1}^{(0)} = Q_h^{h+1} \tilde{R}(W_h) \] (6.2)

where \( \tilde{R}_{h+1}^{(0)} \) is the initial residual transferred from the fine grid, \( Q_h^{h+1} \) is the residual transfer operator based on weighted average which will be defined in Section 6.5 and \( \tilde{R}(W_h) \) is the residual from the fine grid. The transfer operators in Equations (6.1) and (6.2) are restriction operators that may not necessarily be the same.

In order to use fine grid residuals to drive the solution on the coarser grids, a forcing function is calculated at the first stage of the Runge-Kutta scheme and subsequently, this forcing term was added to the residual at the coarse grid. The forcing function on the coarse grid is defined as follows:

\[ P_{h+1} = \tilde{R}_{h+1}^{(0)} - \tilde{R}(W_{h+1}^{(0)}) \] (6.3)

It should be noted that on coarse grids, time-dependent terms in the residual containing \( W \) at \( n \) and \( n-1 \) time levels are not included for ease of calculation. Instead, they are only included in the fine-grid residual and directly transferred to the coarse grids. And every stage of the Runge-Kutta scheme in Equation (3.41) on the coarse grid is modified to include the forcing term, \( P_{h+1} \) as follows:

\[ W_{h+1}^{(m)} = W_{h+1}^{(0)} - \alpha_m C \frac{\Delta \tau}{\Delta S_{cM}} \left[ \tilde{R}(W_{h+1}^{(m-1)}) + P_{h+1} \right] \] (6.4)

where \( m \) denotes each stage of the Runge-Kutta scheme. Substituting the forcing term
into the above equation, it can be seen that \( \tilde{R}(Wh_{h+1}) \) and \( \tilde{R}(W^{(m-1)}_{h+1}) \) almost cancel each other if the reduction of residual is small, and \( Q^{h+1}_h \tilde{R}(W_h) \) is the only term remains. Thus, this will ensure that the residual on the fine grid drives the coarse grid solution.

The solution and residuals are transferred onto successive independent coarser grids until the coarsest grid is reached. And after calculating the flow field variables on the coarsest grid, the correction is evaluated and then has to be interpolated back to the fine grid. The correction is the difference between the newly computed value on the coarse grid, \( W_{h+1} \), and the initial value that was transferred from the finer grid, \( W^{(0)}_{h+1} \), and this correction is added to the values on the fine grid as follows,

\[
W^+_h = W_h + I_{h+1}^h (W^+_h - W^{(0)}_{h+1})
\]  

(6.5)

where \( I_{h+1}^h \) is an prolongation operator from the coarse grid to the fine grid, which will be defined in Section 6.5. \( W^+_h \) is the updated variables of the solution and \( W_h \) is the solution from the fine grid.

In this study, in order to improve the efficiency for the simulation of viscous flows, the viscous terms are only evaluated on the fine grid and not evaluated at the coarser grids. Since the coarser grids are used to cancel the dominating low frequency errors on the fine grid and the solution on the coarser grids are driven by the residual from the fine grid, hence, this treatment does not affect the accuracy of the solution. The upwind-biased discretization scheme is set to first-order in the coarser levels where the
left-right states of Equation (3.34a) and (3.34b) are taken as the values of the two nodes of the edge to calculate the flux associated with the edge.

### 6.1.2 Data Structure for Different Multigrid Level

An efficient and robust data structure and dynamic memory allocation for different number of multigrid levels is employed in this work [151]. A two level multigrid is used to describe the data structure implemented in the solver. The general idea of this data structure is that the data of fine grid is stacking on top of the data of coarse grids. This requires an indexing array pointer to point to the starting location of a particular multigrid level array and this indexing array is a one-dimensional array. The indexing array pointer is established by getting the number of data for each multigrid level, for instance, the number of nodes and elements for fine and coarse grids, and the starting location of fine grid is 1, whereas for coarse grid is the number of data for fine grid plus one.

With the total number of nodes and elements for all MG level known, those arrays related to it can be dynamically allocated to the memory in a more efficient and memory saving way. The indexing array pointer is used as the parameters of the counting loop; they control the values of the loop index during execution of the loop.

### 6.1.3 Zoning of Flow Field Domain

In order to enhance the efficiency of the flow solver and reduce pre-processing time, the flow field domain is virtually covered by grid of cubes, forming a background Cartesian
mesh, in which searching for a particular node is only done within the cubes, instead of searching the entire whole flow field [150, 152]. For illustration purposes, Figure 6.3 shows a 2D flow field domain being covered by a 4 x 4 grid [150]. Increasing the number of cells or zones will increase the efficiency of the solver, but as for odd-shaped geometry with a lot of curvatures, increasing the number of cells or zones will not enhance the efficiency of the solver further.

![Zoning of flow field domain](image)

**Figure 6.3** Zoning of flow field domain [150]

The idea of this algorithm is that if any node of the triangular (2D)/tetrahedral (3D) cell is mapped onto a particular zone as shown in Figure 6.3, then this cell is considered mapped to this zone. To exam the detailed design and efficiency of the algorithm,
6.1.4 Inter-Connectivity Relationship between Meshes

Before the flow field variables and residuals are transferred from the fine grid to the coarse grid or the corrections are interpolated from the coarse grid back to the fine grid, it is necessary to determine in which coarse cell each fine node is located and vice-versa. In this work, the multigrid method makes use of a sequence of independently generated unstructured grids and the new algorithm used to determine in which coarse cell each fine node is located and vice-versa was developed here for the purpose of this study. In the pre-processing stage, finding nodes in tetrahedral cells often benefits from having an imaginary bounding box. The node is first tested against this box and having a flag marked as 0 before the full algorithm is employed to detect the node within the cell. The purposes of enclosing the cell within the box and marked the nodes as 0 are to narrow down the search area for the nodes in the same zone and not to repeat the algorithm for a node marked as 1, thus enhance the efficiency of the flow solver. Check reference [150] for detailed strategy design and mathematical formulations.

6.1.5 Mesh-to-Mesh Transfer Operators

Following the two-dimensional approach presented in [153] for data transfer within the domain and incorporating the new technique developed here for a curved boundary, there are two classes of mesh-to-mesh transfer operators being implemented in the present study for three-dimensions, which are restriction operators and prolongation.
operators.

6.1.5.1 Flow Field Variables Transfer Operators

Once the inter-connectivity relationship between meshes has been determined, the restriction transfer operator, $T_h^{k+1}$, that transfers the flow field values from the fine grid to the coarse grid will be as follows:

$$W_i = \frac{V_{a}W_{a} + V_{b}W_{b} + V_{c}W_{c} + V_{d}W_{d}}{V_{a} + V_{b} + V_{c} + V_{d}} \quad (6.6)$$

Figure 6.4a depicts the operation of this transfer operator for those nodes within a cell. Lower case letters denote fine grid nodes and Arabic numbers denote coarse grid nodes for all the figures in this section. The flow field values at the coarse node $i$, which is contained in the fine cell formed by nodes $a$, $b$, $c$ and $d$, is a weighted average of the values at those nodes. $V_a$ is the volume of the sub tetrahedron cell with vertices $b$, $i$, $c$, and $d$. $V_b$ is the volume of the sub tetrahedron cell with vertices $a$, $i$, $c$ and $d$. $V_c$ is the sub tetrahedron cell with vertices $a$, $i$, $d$ and $b$. $V_d$ is the sub tetrahedron cell with vertices $a$, $i$, $b$ and $c$. The volume of the corresponding tetrahedron cell is the one opposite to the node. According to Equation (6.6), if node $i$ coincides with node $a$, then $W_i$ will be equal to $W_a$.

At the boundary with curvature, the flow field values are transferred from the fine nodes of the triangle formed by vertices $a$, $b$ and $c$ onto the coarse node $i$ using an area-weighted contribution calculation, as illustrated in Figure 6.4b. The restriction transfer operator, $T_h^{k+1}$, that transfers the flow field values from the fine grid to the coarse grid is as follows:
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\[ W_i = \frac{A_a W_a + A_b W_b + A_c W_c}{A_a + A_b + A_c} \]  \hspace{0.5cm} (6.7)

Figure 6.4a  Transfer of flow field values from the fine mesh to the coarse mesh using \textit{restriction} transfer operator

Figure 6.4b  Transfer of variables from fine nodes to the coarse node at the boundary
6.1.5.2 Residuals Transfer Operators

In this work, the restriction transfer operator is used for transferring residuals so that the transferred residuals will be conserved. Tai's report [150] has illustrated the reason why using prolongation operators to transfer residuals will not be conserved, which will not be repeated here.

The transfer of residuals from the fine grid to the coarse grid is based on a weighted average of the residual from the fine node to the four coarse nodes that form the coarse tetrahedral cell. As depicted in Figure 6.5a, the residual from node \( a \) is transferred to coarse node \( 1, 2, 3, \) and \( 4 \) by the transfer operator, \( Q_{h}^{k+1} \). The transferred residual to a particular coarse node is the summation of all the transferred weighted average residuals from other fine nodes in those coarse-mesh tetrahedra surrounding this coarse node, as shown in following equation:
where $V_f$ is the volume of the sub tetrahedron cell with vertices 2, $a$, 3 and 4. $V_2$ is the volume of the sub tetrahedron cell with vertices 1, $a$, 3 and 4. $V_4$ is the volume of the sub tetrahedron cell with vertices 1, $a$, 2 and 3. The volume of the corresponding tetrahedron cell is the one opposite to the node. It is easy to show that this transfer is conservative in the sense that the total fine mesh residuals are equal to the coarse mesh ones.

Figure 6.5a Transfer of residuals from the fine mesh to the coarse mesh using restriction transfer operator
The residuals at the boundary faces of the curvature geometry are transferred to the coarse nodes of the triangle formed by vertices 1, 2 and 3 from the fine node \( a \) using an area-weighted contribution calculation. The transfer operator, \( Q_h^{h+1} \), that transfers the residuals from the fine grid to the coarse grid is as follows:

\[
\begin{align*}
\tilde{R}_1 &= \tilde{R}_1 + \frac{A_1 \tilde{R}_a}{A_1 + A_2 + A_3}, \\
\tilde{R}_2 &= \tilde{R}_2 + \frac{A_2 \tilde{R}_a}{A_1 + A_2 + A_3}, \\
\tilde{R}_3 &= \tilde{R}_3 + \frac{A_3 \tilde{R}_a}{A_1 + A_2 + A_3}.
\end{align*}
\] (6.9)

Figure 6.5b depicts the operation of this transfer operator for those nodes within the boundary faces. The residuals at the fine node \( a \), which is projected downward onto the coarse triangle formed by nodes 1, 2 and 3, is a weighted average of the value at this
fine node. The transferred residual is the summation of all the transferred residuals from other fine nodes to these coarse nodes. This also ensures that the residual transfer is conservative on the boundary. In this work, it has been proven that the total fine-grid residuals are equal to the coarse grid ones and this is achieved by performing a summation of the residuals on both fine and coarse grids and the totals are equal to each other. This proved that this restriction transfer operator is conservative.

6.1.5.3 Correction Transfer Operators

Prolongation operators are used to transfer corrections of the flow field variables from the coarse mesh to the fine mesh, as depicted in Figure 6.6. As shown in Equation (6.10), the correction, $dW_{h+1}$, is the difference between the newly computed value on the coarse grid, $W_{h+1}^+$, and the initial value that was transferred from the fine grid, $W_{h+1}^{(0)}$.

$$dW_{h+1} = W_{h+1}^+ - W_{h+1}^{(0)} \quad (6.10)$$

The transferred corrections are transferred to the fine mesh by the prolongation operator, $I_{h+1}^h$:

$$v_h = I_{h+1}^h dW_{h+1}$$

and

$$W_{h+1}^+ = W_h + v_h$$
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According to Figure 6.6a, the correction of the flow field variables transferred from the coarse nodes 1, 2, 3, and 4 to the fine node \(a\) is a weighted average of the corrections at these nodes and the expression for the transferred correction is as follows:

\[
(v_a)_h = \frac{V_1(dW_{1h})_{h+1} + V_2(dW_{2h})_{h+1} + V_3(dW_{3h})_{h+1} + V_4(dW_{4h})_{h+1}}{V_1 + V_2 + V_3 + V_4}
\]  
(6.11)

where \(V_1\) is the volume of the sub tetrahedron cell with vertices 2, \(a\), 3, and 4. \(V_2\) is the volume of the sub tetrahedron cell with vertices 1, \(a\), 3, and 4. \(V_3\) is the volume of the sub tetrahedron cell with vertices 1, \(a\), 2, and 4. \(V_4\) is the volume of the sub tetrahedron cell with vertices 1, \(a\), 2, and 3. The volume of the corresponding tetrahedron cell is the one opposite to the node.

According to Figure 6.6a, the correction of the flow field variables transferred from the coarse nodes 1, 2, 3, and 4 to the fine node \(a\) is a weighted average of the corrections at these nodes and the expression for the transferred correction is as follows:

\[
(v_a)_h = \frac{V_1(dW_{1h})_{h+1} + V_2(dW_{2h})_{h+1} + V_3(dW_{3h})_{h+1} + V_4(dW_{4h})_{h+1}}{V_1 + V_2 + V_3 + V_4}
\]  
(6.11)

where \(V_1\) is the volume of the sub tetrahedron cell with vertices 2, \(a\), 3, and 4. \(V_2\) is the volume of the sub tetrahedron cell with vertices 1, \(a\), 3, and 4. \(V_3\) is the volume of the sub tetrahedron cell with vertices 1, \(a\), 2, and 4. \(V_4\) is the volume of the sub tetrahedron cell with vertices 1, \(a\), 2, and 3. The volume of the corresponding tetrahedron cell is the one opposite to the node.

Figure 6.6a Transfer of corrections from the coarse mesh to the fine mesh using

*prolongation* transfer operator

The corrections of the flow field variables at the boundary are transferred from the
coarse nodes of the triangle formed by vertices 1, 2 and 3 onto the fine node $a$. The transfer operator, $I_{h+1}^h$, that transfers the corrections from the coarse grid to the fine grid is as follows:

$$ (v_a)_h = \frac{A_1(dW_1)_{h+1} + A_2(dW_2)_{h+1} + A_3(dW_3)_{h+1}}{A_1 + A_2 + A_3} \tag{6.12} $$

Figure 6.6b shows the operation of this transfer operator for those nodes within the boundary faces. The correction at the fine node $a$, which is projected downward onto the coarse face, formed by nodes 1, 2 and 3, is a weighted average of the values at those nodes. $A_1$ is the area of the triangle with vertices 2, $a$, and 3. $A_2$ is the area of the triangle with vertices 1, $a$, and 3. $A_3$ is the area of the triangle with vertices 1, $a$, and 2. The area of the corresponding triangle is the one opposite to the node. Similarly, according to Equation (6.12), if node $a$ coincides with node 1, then $(v_a)_h$ will be equal to $(dW_1)_{h+1}$.

![Figure 6.6b Transfer of corrections from the coarse nodes to the fine node at the boundary](image)

6.2 PARALLEL COMPUTATION
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The quest for greater computing power has driven the development of codes using parallel machines as well as the computing hardware itself. A parallel computation consists of one or more tasks that execute concurrently. Numerical simulation of fluid flow problems is one of the most computationally intensive engineering tasks. Hence, in order to obtain short turn-around times, it is vital to use and exploit both parallel shared and distributed memory computer architectures. From a development point of view, it is critical to select numerical algorithms that lend themselves to parallelization and to implement them in a *scalable* fashion. In this context, ‘*scalable*’ means that computational speed increases linearly with the number of processors for a given problem size (speed-up), and remains constant if the problem size is increased by the same factor as the number of processors (scale-up).

The main objective of this part of the work is to extend the algorithms and strategies, which were developed in Zhao and Tai’s early work [150], to our new 3D Navier-Stokes compressible solver. These techniques would enable the 3D Navier-Stokes solver based on *unstructured grids* to exploit the computational advantages offered by SGI Origin 2000 and 3400, based on Silicon Graphics Scalable Distributed-Shared-Memory (DSM) Multiprocessing architecture. In their early works [150], Zhao and Tai have successfully extended the capabilities of these structured grid codes to unstructured grid codes. This work focuses on examining the one-level method of parallelization strategies by geometric domain decomposition technique. Check reference [150] for a detailed discussion of two-level implementations.

This part is arranged as follow. Section one is devoted to the basic concepts of parallel computation using MPI employed in this work. Section two outlines parallel strategies
used to decompose the geometric domain for both single grid (SG) and multigrid (MG) methods. Section three describes the geometric domain decomposition technique, the developed new algorithm used to identify the ghost nodes and overlapping elements in order to build the control volume for the finite-volume formulation and the data structure that define what node variables that will be sent to and received from which processors. Section four outlines the algorithms and techniques used to parallelize the multigrid method. Finally, Section five defines the methods used to measure the performance of the parallel 3D code.

6.2.1 One-level and Two-level Parallelization Strategies

The parallel supercomputer architecture of SGI Origin 3400 has the characteristics of both distributed and shared memory. This machine has a single memory address space like shared memory machines, but the memory may be physically distributed across nodes, where a node consists of 4 processors in this machine. There are a number of possible strategies for implementing both MPI alone and MPI in conjunction with OpenMP. Exploiting the architectural advantages of this machine, the one-level parallel strategy is adopted in this work to achieve a scalable parallel method for the 3D Navier-Stokes solver.

In our strategy, the original grid is distributed across the memories of the nodes and each node performs the computations for its assigned grid nodes. This is known as geometric domain decomposition technique, the same program on all of the processors in a parallel run. However, each program is only working on its part of the original data. Communication between the individual processes based on MPI is used to solve the
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complete problem. The underlying mesh is partitioned into several sub-meshes, each defining a sub-domain. An overlapping mesh-partitioning technique is employed in this work so as to build the control volume for finite-volume formulation. Typically, a fixed number of MPI processes are used, corresponding to the number of sub-domains.

We will use Figure 5.1 of reference [150] to depict the geometric domain decomposition parallelization strategy employing MPI communication, which is repeated as Figure 6.7 for convenience here, $k_{\text{max}}$ and $t_{\text{max}}$ denote the maximum time steps and the maximum physical time running, respectively.
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Figure 6.7 Flowchart depicting geometric domain decomposition parallelization strategy alone using MPI only [150]
6.2.2 One-Level Parallelization Strategy - Domain Decomposition

Domain Decomposition is a generic name given to a variety of computational activities, which involve the division of a problem space into two or more parts that can be operated on separately by the same program to some advantages. Domain decomposition of a mesh into a set $S$ of sub-domains that maybe allocated to a set of $P$ processors involves finding a partition of the mesh so that the amount of computational time on each processor is almost equal. This method has the advantage of flexibility to allow variations in the decomposition strategy to be used to minimize the communication and maximize processor utilization. This must be done with care so that the amount of computation and/or message passing associated with sub-domain boundary interfaces does not grow rapidly with the number of processors. For structured mesh, the mesh partitioning is quite straightforward. However, for unstructured mesh, the mesh partitioning becomes a non-trivial problem. Following the 2D approach presented in [150, 154 and 155], domain decomposition contributes the most important part of this parallel implementation, which are outlined in the following sub-sections.

6.2.2.1 Meshes Partition algorithm

METIS [156, 157] is the computer code used to produce the partitions used in this work. It is a software package developed by University of Minnesota, Department of Computer Science, for partitioning unstructured meshes, large irregular graphs, and computing fill-reducing orderings of sparse matrices.
In general, METIS produces a good node partition, but the output nodal partitioned file is yet to be suitable for the 3D Navier-Stoke solver used in this work. In view of this, algorithms are developed to identify the "ghost nodes" and overlapping elements [154, 155]. The developed algorithm is written in a program named "Partition" and is fully integrated into the 3D solver, so as to have little intervention from the user. Basically, the algorithm developed in the program consists of four essential steps:

1. Identify ghost nodes and overlapping elements between the neighbouring sub-domains.

2. Generate individual grid files with local numbering for every partition.

3. Establish data structures for communication between core and ghost nodes.

4. Generate a script file, "combine", to integrate all the result files into one after the parallel simulation has been performed.

### 6.2.2.2 Identification of Ghost Nodes and Overlapping Elements

After having obtained a partition of the mesh into $P$ parts using METIS, algorithms are developed in [154, 155] to identify the "ghost nodes" and "overlapping elements" and to write the individual grid files with local numbering for each partition. The program also includes establishing the data structure for communication and generating a script file, "combine", to integrate all the result files into one as each processor writes its own
results based on local numbering. The nodes and elements that are allocated uniquely to a processor are referred to as core mesh components in this work and each processor calculates the flow field variables and nodal gradients for them. Each sub-domain is enclosed with a layer of ghost nodes and overlapping elements, which overlap the sub-domains along the inter-processor boundaries.

These ghost nodes contain flow field variables and nodal gradients from neighboring sub-domains that are required for the solution of variables within the current sub-domain, so as to maintain a solution consistent with the original serial code and no computation is being performed on them. Communication between these core and ghost nodes is based on MPI and the data flow direction is always from core nodes to ghost nodes. The main concept of this algorithm is that those elements along the inter-processor boundaries and with nodes having different partition numbers are considered as overlapping elements which are cut through by partition lines. And those nodes that formed these elements are a mixture of core and ghost nodes. Basically, the ghost node of this partition is the mirror image of the core node of the other neighboring partition. For example, as shown in Figure 6.8, the ghost node number 11 of partition 3 is the mirror image of core node number 10 of partition 1. Therefore, making use of this correlation between the core and ghost nodes, the rest of the ghost nodes can be identified so as to build the control volume for the core node.
Figure 6.8 Mesh decomposed into 4 partitions showing each sub-domain extended with a layer of ghost nodes and overlapping elements [150]
6.2.2.3 Grid Files with Local Numbering

Since SPMD programming paradigm is employed in this work for geometric domain decomposition, which distributes the problem domain over $P$ processors and each processor runs the same program individually. It is a wise strategy to re-write the global grid file into the respective local partitioned grid files with local numbering. In this way, each processor will only read and write their respective grid file and output files individually, without having any master processor to control the I/O operations. This avoids any synchronization in the event of reading and writing and it behaves like a serial program, each runs its own computation. The communication is only used during the passing of nodal gradients and flow variables. Thus a substantial amount of computational time and memory allocation is saved. Another advantage is that the solver only reads the respective partitioned grid file for the next simulation run without both accessing the global grid file and generating the mesh decomposition algorithm again.

6.2.2.4 Data Structure for Intercommunications between Partitions

The communication between the core and ghost nodes requires a data structure for each sub-domain, which holds the nodes and processor number to be sent and received. Each processor reflects its re-numbered sub-domain as a complete mesh consisting of $l$ to $n_e$ elements and $l$ to $n_p$ nodes, where $n_e$ and $n_p$ are the local numbers of elements and nodes respectively. In this work, communication and writing of variables to files are based on local numbering rather than global numbering on most parallel computers, moving data from one processor to another takes more time than moving or manipulating data within a
single process. To keep a program from being slowed down, many parallel computers allow users to start sending or receiving several messages and proceed with other operations simultaneously. Message passing is done asynchronously using the Persistent Communication Requests in this work. This allows all of the partitions to start sending or receiving messages at the same time, and this capability can minimize the system’s whole waiting time. In order to reduce the communication time and the latency, the flow field variables, nodal gradients and forcing terms are packed into a single array before sending it to the respective partitions.

6.2.3 Multigrid Parallelization

In Mavriplis’s work [158, 159], an agglomeration-based multigrid algorithm was parallelized based on independent partitioning of each level of mesh in the multigrid hierarchy and this results in an unrelated coarse and fine grid partitions. The advantage of this strategy is that load balancing for each grid level is easier to control. The disadvantage is that the partitions of coarser grids may bear no relation to the partition of the corresponding finer grids and results in increase in inter-grid communication. In the present work, the need for communication between processors for different grid levels during transferring of variables and residuals and interpolation of corrections are eliminated. The multigrid domain decomposition approach (MG-DD) [150, 154] is adopted for the multigrid parallelization in this study. This means that the non-nested multigrids are independently generated first. Then domain decomposition of the finest grid is performed, which is followed by decomposition of the various coarse levels of
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grids guided by the finer grid partitions. This is achieved by using the fine grid partitions to infer the coarse level partitions (i.e. the coarse grid is to inherit its partition from that of the corresponding fine grid) and load balancing in the coarse mesh is reasonably well ensured. The only communication needed to perform once on the coarse grids is after transferring of flow field variables and residuals and on the fine grid after transferring of corrections, as shown in Figure 6.7. This communication is to ensure that the ghost nodes will have updated solution from the respective partitions after the transferring of variables from the fine grid and transferring of corrections from the coarse grid.

In the multigrid process, the flow field variables and residuals of the coarse grid nodes are obtained directly from their corresponding fine grid nodes. A two level multigrid and two sub-domains are used as examples to describe the procedure of partitioning the coarse grid using the fine grid. The main idea about this multigrid parallelization algorithm is that the fine grid is partitioned into two sub-domains according to the algorithm developed for single grid depicted in Section 6.1.3. And both the maximum and minimum values in the x- and y-direction ($x_{min}, x_{max}, y_{min} & y_{max}$) of each partition for the fine grid are noted. With these dimensions, an imaginary bounding box enclosing the sub-domains is formed. The main purpose of this bounding box is to identify the coarse nodes that fall within this box according to the fine grid partitioned, including those nodes beyond the sub-domains boundary.

Next, a search is done for those actual coarse nodes that fall within the sub-domain and filter out those nodes that fall onto the shared portions of the sub-domains using the
algorithm depicted in [150]. After classifying the respective coarse nodes according to which partition they belong to, and then the *ghost* nodes and overlapping elements are identified using the algorithm depicted in Section 6.2.2.2. The individual grid file for the partitioned coarse grid and data structure for communication is written to the respective partition.

### 6.2.4 Performance Measuring Techniques

*Both speed-up and parallel efficiency are commonly used to measure the performance of a parallel code* [150]. The run time of the original serial code is used as a measure of the run time on one processor. In this context, run time can be defined as the time that has elapsed from the moment when the first process actually begins execution of the program to the moment when the last process executes its last statement [160]. In this study, the run time or total simulation time starts from the moment before mesh partitioning for either single grid or MG, identifying *ghost* nodes and writing local grid files for different partitions to the time after writing all the results to the respective files.

Here, both CPU time and wall-clock time are used to record the total simulation time. The main difference is that CPU time is the recorded time when only the processor performs a calculation whereas clock time is almost similar to CPU time but it includes idling time when the processor idles while waiting for other processors to communicate. The wall-clock time is used to represent the total simulation time in this work since it includes the idling time, computation time and communication time, which is the true
representation of the total simulation time.

6.2.4.1 Speed-up

Parallel speed-up $S_p$ is the ratio of the run-time on one processor $t_1$ to the run-time on $P$ processors, $t_p$.

$$S_p = \frac{t_1}{t_p} \quad (6.13)$$

If the parallelization is 100% efficient, then $S_p = P$, but this is rarely the case as both communication and load balancing adversely affect the performance of parallel computation. In this work, the total simulation wall-clock time, $t_p$, is used as the run-time to compute the speedup and it is the maximum wall-clock time among all the processors defined as follows:

Total simulation wall-clock time,

$$t_p = \max \left( t_{cpu}^j + t_{idle}^j \right) \quad (6.14)$$

where $j$ is the processor number, $t_{cpu}^j$ and $t_{idle}^j$ is the CPU time and idling time for processor $j$, respectively. And the CPU time for processor $j$ is defined as follows:
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Parallel efficiency is sometimes used as the performance parameter for a parallel code. Parallel efficiency $E_p$ is simply the ratio of the parallel speed-up $S_p$ to the number of processors $P$.

$$E_p = \frac{S_p}{P}$$  \hspace{1cm} (6.18)

where $0 \leq E_p \leq 1$. 

CPU time, \( t'_{\text{cpu}} = t'_{\text{comp}} + t'_{\text{comm}} \) \hspace{1cm} (6.15)

where \( t'_{\text{comp}} \) and \( t'_{\text{comm}} \) is the computation and communication time for processor \( j \), respectively. The communication time is the maximum wall-clock time among all the processors defined as follows:

$$t_{\text{comm}} = \max \left( t'_{\text{comm}} \right) = \max \left( \sum_j t'_{\text{comm}} + t'_{\text{FFV}} + t_{\text{NG}} + t_{\text{FT}} \right)$$ \hspace{1cm} (6.16)

where \( t'_{\text{FFV}}, t_{\text{NG}} \) and \( t_{\text{FT}} \) is the communication time for exchanging of flow field variables, nodal gradients and forcing terms, respectively. And the computation time is obtained as follows:

$$t_{\text{comp}} = t_p - t_{\text{comm}}$$ \hspace{1cm} (6.17)

6.2.4.2 Parallel Efficiency

Parallel efficiency is sometimes used as the performance parameter for a parallel code. Parallel efficiency $E_p$ is simply the ratio of the parallel speed-up $S_p$ to the number of processors $P$.

$$E_p = \frac{S_p}{P}$$  \hspace{1cm} (6.18)

where $0 \leq E_p \leq 1$. 
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CHAPTER SEVEN

LARGE-EDDY SIMULATION FOR
COMPRESSIBLE FLOW

The mathematical formulation and implementation details of large-eddy simulation for compressible flow are introduced in this chapter. The subgrid-scale (SGS) terms are modeled using an eddy-viscosity formula, the Smagorinsky model. The model constants are determined using a newly developed dynamic procedure derived from the classic Lilly procedure. The turbulent Prandtl number is also determined by a similar dynamic procedure.
7.1 FILTERED NAVIER-STOKES EQUATIONS FOR THE COMpressible FLOW

For large eddy simulation, a filtering operation is applied to the compressible Navier-Stokes equations to separate the effects of the large-scale and small-scale motions. The filtering operation is applied to local, instantaneous quantities in terms of a convolution integral as

\[ \bar{f}(\tilde{x},t) = \int G(\tilde{x},\tilde{\xi}) \bar{f}(\tilde{\xi},t) d\tilde{\xi} \]  

(7.1)

where \( G \) is the filter function and the integration is performed over the entire domain. The quantity \( f \) is decomposed as \( f = \bar{f} + f' \), where \( \bar{f} \) is the large-scale, or resolved component, and \( f' \) is the small-scale, unresolved, or SGS component.

The top-hat filter, also known as the box filter, was exclusively used with the finite volume formulation of this study. In physical space, it is given by

\[ G(\tilde{x},\tilde{\xi}) = \begin{cases} \frac{1}{\Delta^3} & \text{if } x_i - \Delta/2 \leq \tilde{\xi}_i \leq x_i + \Delta/2 \\ 0 & \text{otherwise} \end{cases} \]  

(7.2)

where \( \Delta \) is the filter width and normally can be evaluated by the grid size. To filter a quantity in physical space, the convolution integral in Equation (7.1) must be approximated. This was done by applying a three-dimensional approximation in the
homogeneous directions. The filtering operation in Equation (7.1) is applied to the nondimensional continuity, momentum and thermal energy equations (Equation 3.14). And it can be shown that if \( G \) is a function of \( \{ \vec{x} - \vec{z} \} \) only, then differentiation and the filtering operation commute [161] as

\[
\frac{\partial \overline{f}}{\partial t} = \frac{\partial \overline{f}}{\partial t} \quad \text{and} \quad \frac{\partial \overline{f}}{\partial x} = \frac{\partial \overline{f}}{\partial x}
\]  (7.3)

This leads to the following set of filtered governing equations:

\[
\frac{\partial \overline{\rho}}{\partial t} + \frac{\partial (\overline{\rho} \overline{u_i})}{\partial x_i} = 0
\]  (7.4)

\[
\frac{\partial (\overline{\rho} \overline{u_i})}{\partial t} + \frac{\partial (\overline{\rho} \overline{u_i} u_j)}{\partial x_j} = - \frac{\partial \overline{p}}{\partial x_i} + \frac{\partial (\overline{r_y})}{\partial x_j}
\]  (7.5)

\[
\frac{\partial (\overline{\rho e_i})}{\partial t} + \frac{\partial (\overline{\rho e_i} u_j)}{\partial x_j} = - \frac{\partial (\overline{p} u_i)}{\partial x_j} - \frac{\partial \overline{q}}{\partial x_j} + \frac{\partial (\overline{r_{ij} u_j})}{\partial x_j}
\]  (7.6)

where

\[
\overline{r_y} = \frac{2 \mu}{Re} \left( S^e_{ij} - \frac{1}{3} S_{kk} \delta_{ij} \right)
\]  (7.7)
\[ \bar{q}_j = -\frac{\gamma}{\text{Re}_\text{Pr}} \frac{\partial T}{\partial x_j} \]  
\(7.8\)

and the equation of state becomes

\[ \bar{p} = R \rho T \]  
\(7.9\)

As can be seen from above that, when the system of compressible Navier-Stokes equations are filtered, some additional problems which are absent in its incompressible counterpart will arise. This is so because now there is one more unknown, \( \rho \), which appears in the convective nonlinear terms. As a result, the convective terms to be filtered contain a triple product of the unknown variables. Tremendous complexities would be introduced into the modeling of different SGS stress terms using the original filtered variables. To simplify the filtered equations, a Favre-averaging typically used in traditional Reynolds averaging equations for compressible modeling is further applied to give \[162\]

\[ \bar{f} = \frac{\rho \bar{f}}{\rho} \]  
\(7.10\)

which implies the decomposition \( f = \bar{f} + f^\ast \), where \( \bar{f} \) is the resolved component, and \( f^\ast \) is the unresolved component. As a result of the Favre filter, we have

\[ \bar{\rho}u_i = \bar{\rho}\bar{u}_i, \quad \bar{\rho}u_iu_j = \bar{\rho}\bar{u}_i\bar{u}_j, \quad \bar{\rho}e \bar{u}_i = \bar{\rho}e\bar{u}_i \]  
\(7.11\)
Consequently, the Favre filtered governing equations are

\[
\frac{\partial \bar{p}}{\partial t} + \frac{\partial (\bar{p} \bar{u}_i)}{\partial x_i} = 0 \tag{7.12}
\]

\[
\frac{\partial (\bar{p} \bar{u}_i)}{\partial t} + \frac{\partial (\bar{p} \bar{u}_j \bar{u}_j)}{\partial x_j} = -\frac{\partial \bar{p}}{\partial x_i} + \frac{\partial \bar{r}_y}{\partial x_j} + \frac{\partial (\bar{r}_y - \bar{r}_y)}{\partial x_j} \frac{1}{Re_{\infty}} \frac{\partial \sigma_y}{\partial x_j} \tag{7.13}
\]

\[
\frac{\partial (\bar{p} \bar{e}_i)}{\partial t} + \frac{\partial [(\bar{p} \bar{e}_i + \bar{p}) \bar{u}_j]}{\partial x_j} = \frac{\partial (\bar{r}_y \bar{u}_i)}{\partial x_j} + \frac{\partial (\bar{q}_j - \bar{q}_j)}{\partial x_j} \frac{1}{Re_{\infty}} \left( -\frac{\alpha_j^{(2)}}{\alpha_j^{(3)}} - \frac{\alpha_j^{(4)}}{\alpha_j^{(5)}} \right) \tag{7.14}
\]

and

\[
\bar{p} = R \bar{p} \bar{T} \tag{7.15}
\]

\[
\dot{e}_i = \frac{\bar{p}}{(\gamma - 1) \bar{\rho}} + \frac{1}{2} \bar{u}_i \ddot{u}_i + \frac{1}{2} \left( \bar{u}_i \ddot{u}_i - \ddot{u}_i \bar{u}_i \right) \tag{7.16}
\]

where

\[
q_{SSS}^2 = \frac{1}{2} \left( \bar{u}_i \bar{u}_i - \ddot{u}_i \bar{u}_i \right) \tag{7.17}
\]
can be defined as the SGS kinetic energy, and

\[ q_{\text{SGS}} = \frac{1}{2} \tau_w \]  

(7.18)

Unlike the ‘bar’ and the ‘title’, the ‘arch’-symbol does not denote a filter operation but indicates that the quantity is based on filtered variables. The resolved viscous stress tensor and heat flux vector in Equations (7.13) and (7.14) are approximated as

\[ \tau_{ij} = \frac{2\mu}{Re_{\infty}} \left( \tilde{S}_{ij} - \frac{1}{3} \tilde{S}_{kk} \delta_{ij} \right) \]  

(7.19)

\[ q_{ij} = -\frac{\gamma \mu}{Re_{\infty} Pr} \frac{\partial \tilde{T}}{\partial x_j} \]  

(7.20)

where the strain rate tensor is

\[ \tilde{S}_{ij} = \frac{1}{2} \left( \frac{\partial \tilde{u}_i}{\partial x_j} + \frac{\partial \tilde{u}_j}{\partial x_i} \right) \]  

(7.21)

and \( \tilde{\mu} \) is given by Sutherland's law based on the Favre-filtered temperature \( \tilde{T} \). The approximations in Equations (7.19) and (7.20) require the assumption that the correlation between the fluid properties and the derivatives of the velocity and temperature are weak [163]. The third term in right hand side of filtered momentum equation (7.13) results
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from the nonlinearity of the viscous term and the fact that the Favre filter and partial derivatives do not commute. A priori tests confirm that it is an order of magnitude smaller than the first term [165]. The same conclusion can be made for the third term on the right hand side of filtered energy equation (7.14). These terms are throughout neglected during this study.

The effects of the small-scale motion are present in the above equations through the SGS stress tensor in the Favre-filtered momentum equation.

$$\sigma_{ij} = \tilde{\rho} \left( u_i u_j - \bar{u}_i \bar{u}_j \right)$$  \hspace{1cm} (7.22)

and the SGS terms in the energy equation [164, 165, 166 and 169]

$$\alpha_1 = \tilde{u}_i \frac{\partial \sigma_{ij}}{\partial x_j}$$  \hspace{1cm} (7.23)

$$\alpha_2 = \frac{\partial \left( \bar{p} u_j - \bar{p} \bar{u}_j \right)}{\partial x_j} \left( \gamma - 1 \right)$$  \hspace{1cm} (7.24)

$$\alpha_3 = \tilde{p} \frac{\partial \bar{u}_i}{\partial x_j} - \bar{p} \frac{\partial \tilde{u}_i}{\partial x_j}$$  \hspace{1cm} (7.25)

$$\alpha_4 = \tilde{\tau}_{ij} \frac{\partial \bar{u}_i}{\partial x_j} - \bar{\tau}_{ij} \frac{\partial \tilde{u}_i}{\partial x_j}$$  \hspace{1cm} (7.26)
\[
\alpha_s = \frac{\partial \left( \tilde{r}_i \tilde{u}_i - \tilde{r}_j \tilde{u}_j \right)}{\partial x_j} \tag{7.27}
\]

The subgrid-terms (1*) to (6*) in Equations (7.12-7.13) contain information from the SGS field. Subgrid models have to be included for these terms in order to express the filtered Navier-Stokes equations in filtered variables only. The turbulent stress tensor \( \sigma_{ij} \) is the only subgrid-term in incompressible flow. For this reason, we expect that compressible LES at low Mach numbers primarily requires the modeling of \( \sigma_{ij} \). We expect the subgrid-terms in the energy equation to become more important if the Mach number is increased [169].

7.2 DYNAMIC MIXED SUBGRID MODELLING FOR THE TURBULENT STRESS TENSOR

The SGS turbulent stress tensor \( \sigma_{ij} \) (term (1*) in Equation (7.13)) is the most important subgrid-term in LES. Much effort has been put into the development of good subgrid models [167] and, consequently, a large number of subgrid models exist. In this study, the dynamic mixed eddy-viscosity model [168, 169 and 170] is adopted, which is a linear combination of the scale similarity model and the dynamic Smagorinsky model. The dynamic eddy-viscosity model [170] is the Smagorinsky model in which the model constant is replaced by a coefficient which depends on the local turbulent structure of the flow. The dynamic eddy-viscosity model overcomes several shortcomings of the
Smagorinsky model, e.g. the excessive dissipation in laminar regions. The local value of the coefficient is obtained by substitution of the Smagorinsky model into the Germano identity, which is a relation between the turbulent stress tensor at several filter levels. The dynamic eddy-viscosity model has been successfully applied to LES of transitional channel flow [171] and to a number of other flows as well [167].

The SGS turbulent stress tensor $\sigma_{ij}$ can be reformulated as

$$\sigma_{ij} = \bar{\rho} \left( \bar{u}_i \bar{u}_j - \bar{u}_i \bar{u}_j \right) = \bar{\rho} \left( \bar{u}_i \bar{u}_j - \bar{u}_i \bar{u}_j + \bar{u}_i \bar{u}_j^* + \bar{u}_i \bar{u}_j^* \right) = L_{ij} + C_{ij} + R_{ij} \quad \text{(7.28)}$$

where

$$L_{ij} = \bar{\rho} \left( \bar{u}_i \bar{u}_j - \bar{u}_i \bar{u}_j \right) \quad \text{(7.29)}$$

$$C_{ij} = \bar{\rho} \left( \bar{u}_i \bar{u}_j^* + \bar{u}_j \bar{u}_j^* \right) \quad \text{(7.30)}$$

$$R_{ij} = \bar{\rho} \bar{u}_i \bar{u}_j^* \quad \text{(7.31)}$$

are respectively, the SGS Leonard, cross, and Reynolds stresses based on Favre averaging filtering. It is clear that the Leonard stress in Equation (7.29) can be calculated directly from the filtered variables and does not need to be modeled. The cross stress is modeled with the scale similarity model [168, 169] with a coefficient of unity to ensure Galilean invariance overall model.
CHAPTER 7 – LARGE-EDDY SIMULATION FOR COMPRESSIBLE FLOW

\[ C_y = \overline{\rho \left( \overline{u_i u_j} - \overline{\tilde{u}_i \tilde{u}_j} \right)} \]  \tag{7.32}

The SGS Reynolds stress tensor is separated into deviatoric and isotropic parts, respectively, as follows:

\[ R_y = R_D + R_I \]  \tag{7.33}

\[ R_\alpha = \overline{\rho \left( u_i u'_j - \frac{1}{3} u'_i u'_j \delta_y \right)} \]  \tag{7.34}

\[ R_I = \frac{1}{3} \overline{\rho u'_i u'_j \delta_y} \]  \tag{7.35}

where \( \delta_y = 1 \) if \( i=\bar{j} \) and zero otherwise.

Before we go further into the dynamic model for the Reynolds stress tensor \( R_y \), we need to introduce the Germano Identity briefly as follows. We define the subgrid-term corresponding to an arbitrary nonlinear function or operator \( f(w) \), where \( w \) is a vector function of space and time, as follows:

\[ \sigma_f = f(w) - f(\overline{w}) \]  \tag{7.36}
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We call $\sigma_f$ the subgrid-term on the $F$-level, where the 'bar' denotes the basic filter operation. Apart from the grid-filter level ($F$-level), denoted by the bar-filter corresponding to the filter width $\Delta$, Germano [170] introduced a test-filter (at the $G$-level), which is denoted by the hat (\(\hat{\cdot}\)) and corresponds to the filter width $\hat{\Delta} = 2\Delta$. The consecutive application of these two filters, resulting in e.g. $\hat{\rho}$, defines a filter on the 'FG-level’ with which a filter width $\hat{\Delta} = k\Delta$ can be associated. The value of $k$ equals 2 for the spectral cut-off filter [171] and $\sqrt{5}$ for Gaussian filters [170]. For spectral cut-off and Gaussian filters, $k$ can be determined exactly, since the consecutive application of two of these filters yields a filter function of the same type. However, the consecutive application of two top-hat filters does not yield a top-hat filter. For top-hat filters an optimal value $k=\sqrt{5}$ can be derived. The subgrid-term on the FG-level reads

$$T_f = f(\vec{w}) - f(\hat{\vec{w}})$$

(7.37)

The following identity can be derived between the subgrid-terms at the FG- and the F-level

$$T_f - \sigma_f = L_f$$

(7.38)

where the right-hand side $L_f$ can be explicitly calculated from the variable $\vec{w}$ on the F-level,
The terms on the left-hand side of the generalized Germano identity (7.38) cannot be calculated from the variables on the $F$-level. This generalized identity reduces to the Germano identity for the turbulent stress tensor in the case

$$f(w) = \rho u_i u_j \quad \text{with} \quad w = (\rho, u)$$

(7.40)

In this case identity (7.38) is equivalent to

$$\tilde{\rho}T_{ij} - \tilde{\rho}\sigma_{ij} = L_{ij}$$ \hspace{1cm} (7.41)

where $\sigma_{ij}$ is the turbulent stress tensor and the other terms are given by

$$\tilde{\rho}T_{ij} = \rho \tilde{u}_i \tilde{u}_j - \rho \tilde{u}_i \tilde{u}_j / \tilde{\rho}$$ \hspace{1cm} (7.42)

$$L_{ij} = \bigg( \rho \tilde{u}_i \tilde{u}_j / \tilde{\rho} \bigg) \hat{\cdot} - \rho \tilde{u}_i \tilde{u}_j / \tilde{\rho}$$ \hspace{1cm} (7.43)

The notation $(\cdot)^\hat{\cdot}$ indicates that the hat-filter is applied to the expression between the brackets. It is used in conjunction with the identically defined notation $(\hat{\cdot})$ for convenience in the exposure. The terms at the left-hand side of the Germano identity...
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(7.41) are the turbulent stress tensor on the FG-level and the turbulent stress tensor on the F-level filtered with the test-filter, respectively. The tensor $L_{ij}$ can explicitly be calculated from the variables on the F-level, $\tilde{\rho}$ and $\tilde{\rho}u$. The dynamic model to be adopted for the turbulent stress tensor is obtained by substituting the corresponding base model into the Germano identity.

The dynamic eddy-viscosity model [170] adopts the compressible generalization of the Smagorinsky’s eddy viscosity formulation, but the square of the Smagorinsky constant $C_s$ is replaced by a coefficient $C_d$:

$$R_{ij} = -2\tilde{\rho}C_d\Delta^2 |S(u)| \left( S_{ij}(\tilde{u}) - \frac{1}{3} S_{ik}(\tilde{u}) \delta_{kj} \right)$$  \hspace{1cm} (7.44)

where $\delta_{ij} = 1$ if $i = j$ and zero otherwise. Following the research works done by Yoshizawa [172], the isotropic part of the SGS Reynolds stress tensor is modeled by

$$R_{ij} = \frac{2}{3} \tilde{\rho}C_d\Delta^2 |S(u)|^2 \delta_{ij}$$  \hspace{1cm} (7.45)

where

$$S_{ij}(\tilde{u}) = \frac{1}{2} \left( \frac{\partial \tilde{u}_i}{\partial x_j} + \frac{\partial \tilde{u}_j}{\partial x_i} \right)$$  \hspace{1cm} (7.46)
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and

\[ |S(\vec{u})| = \sqrt{2S_i(\vec{u})S_j(\vec{u})} \]  \hspace{1cm} (7.47)

We will use Equations (7.41), (7.44) and (7.45) to compute the coefficient \( C_d \) and \( C_t \) dynamically. To determine \( C_I \), Equation (7.43) is used in conjunction with the model of Equation (7.45) for \( T_{kk} \) and \( \sigma_{kk} \):

\[
(\tilde{\rho}u_i \tilde{u}_i) - \left( \frac{\tilde{\rho}u_i \tilde{u}_i}{\tilde{\rho}} \right) / \tilde{\rho} = 2C_I \left( \tilde{\rho}^2 |S(\tilde{u})|^2 - \Delta^2 |\tilde{\rho}|S(\tilde{u})|^2 \right) \hspace{1cm} (7.48)
\]

After some simple arrangement Equation (7.48) leads to

\[
C_I = \frac{\left< (\tilde{\rho}u_i \tilde{u}_i) - \left( \frac{\tilde{\rho}u_i \tilde{u}_i}{\tilde{\rho}} \right) / \tilde{\rho} \right>}{2\tilde{\rho}^2 |S(\tilde{u})|^2 - 2\Delta^2 |\tilde{\rho}|S(\tilde{u})|^2} \hspace{1cm} (7.49)
\]

where \( \left< \right> \) indicates applying a local average which is needed to make the determination of \( C_I \) and the other SGS coefficients well conditioned. Equation (7.49) is a set of independent equations that cannot be solved explicitly for \( C_k \) which appears inside a filtering operation. As proposed by Lilly [178], \( C_I \) can be solved by employing a least-squares technique to ensure the overall error of the result coefficient \( C_I \) is in minimum level. An important assumption made to derive Equation (7.49) is that \( C_I \) is a function of the time and varies smoothly with space, such that it can be safely extracted
out of the filtering operation. But in practice, the fluctuation of this coefficient in the fluid
domain is quite large. The mathematical inconsistency of Equation (7.49) may lead to
serious problem if the Reynolds number is big. Further improvement can be introduced to
alleviate this problem. For details please resort to reference [179, 181]. Finally the model
for $R_t$ is:

$$R_t = \frac{\bar{\rho} \left( (\bar{\rho} \bar{u}_s \bar{u}_s) - \left( \frac{\bar{\rho} \bar{u}_s \bar{u}_s}{\bar{\rho}} \right) \right)}{\left( \frac{\hat{\Delta}^2}{\Delta^2} \bar{\rho} |S(\bar{u})|^2 - 3 \left( \frac{\bar{\rho}}{} \right) \right)^{\frac{1}{2}}}$$  \hspace{1cm} (7.50)

To obtain $C_d$, we first write

$$\sigma_y - \frac{1}{3} \sigma_{\delta y} = \bar{\rho} \left( \bar{u}_s \bar{u}_s - \bar{\bar{u}}_s \bar{\bar{u}}_s \right) - \frac{1}{3} \bar{\rho} \left( \bar{u}_s \bar{u}_s - \bar{\bar{u}}_s \bar{\bar{u}}_s \right) \delta_y -$$

$$2 \bar{\rho} C \hat{\Delta} \left| S(\bar{u}) \right| \left( S_y(\bar{u}) - \frac{1}{3} S_{\delta y} (\bar{u}) \delta_y \right)$$  \hspace{1cm} (7.51)

and

$$T_0 - \frac{1}{3} T_{\delta y} = \frac{1}{3} \bar{\rho} \left( \bar{\bar{\bar{u}}} \bar{\bar{u}} \bar{u} - \bar{\bar{\bar{u}}} \bar{\bar{u}} \bar{\bar{u}} \right) -$$

$$2 \bar{\rho} C \hat{\Delta} \left| S(\bar{u}) \right| \left( S_y(\bar{u}) - \frac{1}{3} S_{\delta y} (\bar{u}) \delta_y \right)$$  \hspace{1cm} (7.52)

Using (7.51) and (7.52) in (7.41), we obtain
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\[
(\overline{\rho u_i u_j}) - (\overline{\rho \hat{u}_i \hat{u}_j}) / \hat{\rho} = \left( \frac{1}{3} T_{\mu \nu} \delta_{\nu} - \frac{1}{3} \hat{\sigma}_{\mu \nu} \delta_{\nu} \right) \\
- 2C_d \hat{\lambda}^2 S(\hat{u}) \left[ S_y (\hat{u}) - \frac{1}{3} S_{u_k} (\hat{u}) \delta_y \right] \\
+ 2C_d \hat{\lambda}^2 \left[ \hat{\rho} S(\hat{u}) \left( S_y (\hat{u}) - \frac{1}{3} S_{u_k} (\hat{u}) \delta_y \right) \right]^

(7.53)

\[
+ \hat{\rho} \left( \frac{\hat{u}_i \hat{u}_j - \hat{u}_j \hat{u}_i}{2} \right) - \left( \hat{\rho} \left( \hat{u}_i \hat{u}_j - \hat{u}_j \hat{u}_i \right) \right)^

\left[ \frac{1}{3} \left( \hat{\rho} \left( \frac{\hat{u}_i \hat{u}_j - \hat{u}_j \hat{u}_i}{2} \right) - \left( \hat{\rho} \left( \hat{u}_i \hat{u}_j - \hat{u}_j \hat{u}_i \right) \right) \right] \delta_y
\]

To solve for \( C_d \), we again introduce in a least square approach. It leads to

\[
C_d = \left[ \left( \frac{1}{3} \left( \hat{\rho} \left( \frac{\hat{u}_i \hat{u}_j - \hat{u}_j \hat{u}_i}{2} \right) - \left( \hat{\rho} \left( \hat{u}_i \hat{u}_j - \hat{u}_j \hat{u}_i \right) \right) \right) \delta_y \right] + \\
\left[ \frac{1}{3} \left( \hat{\rho} \left( \frac{\hat{u}_i \hat{u}_j - \hat{u}_j \hat{u}_i}{2} \right) - \left( \hat{\rho} \left( \hat{u}_i \hat{u}_j - \hat{u}_j \hat{u}_i \right) \right) \right] \delta_y - \frac{1}{3} \left( T_{\mu \nu} - \hat{\sigma}_{\mu \nu} \right) \delta_{\nu}
\]

(7.54)

\[
\left\langle \left[ \frac{1}{3} \left( \hat{\rho} \left( \frac{\hat{u}_i \hat{u}_j - \hat{u}_j \hat{u}_i}{2} \right) - \left( \hat{\rho} \left( \hat{u}_i \hat{u}_j - \hat{u}_j \hat{u}_i \right) \right) \right) \delta_y - \frac{1}{3} \left( T_{\nu \mu} - \hat{\sigma}_{\nu \mu} \right) \delta_{\mu} \right\rangle
\]

where \( T_{\mu \nu} - \hat{\sigma}_{\nu \mu} = (\overline{\rho u_i u_j}) - (\overline{\rho \hat{u}_i \hat{u}_j}) / \hat{\rho} \).

Hence, the overall SGS stress tensor model we propose takes the form
\[
\sigma_y = \overline{\rho} \left( \overline{u_i u_j} - \overline{u_i} \overline{u_j} \right) - \frac{1}{3} \overline{\rho} \left( \overline{u_i u_k} - \overline{u_i} \overline{u_k} \right) \delta_{ij} - 2 \overline{\rho} C_d \Delta^2 |S(\overline{u})| \left( S_{ij}(\overline{u}) - \frac{1}{3} S_{kk}(\overline{u}) \delta_{ij} \right) + \\
\frac{2}{3} \overline{\rho} C_L \Delta^2 |S(\overline{u})|^2 \delta_{ij}
\]

(7.55)

In the present work, after the model coefficient \( C_d \) is computed from (7.54), it is averaged locally in space within the test-filtering volume. The use of local averaging alone is, however, not enough to prevent solutions from blowing up because the eddy viscosity \( \mu = \overline{\rho} C_d \Delta^2 |S(\overline{u})| \) using the locally averaged \( C_d \) could be negative and have a magnitude larger than the molecular viscosity \( \mu \). The result is that the total viscosity or the total diffusivity is negative which, if this condition persists, will lead to an exponentially growing unstable solution. In order to guarantee that this does not happen, we set the total viscosity \( \mu + \mu_i \) to be zero whenever it becomes negative.

When \( C_d \) and \( C_f \) are used in above equation, the only adjustable input to the model will be the ratio of the two filter widths, \( \alpha = \frac{\hat{\Delta}}{\Delta} \). In the LES calculations reported here, \( \alpha \) was chosen to be \( \sqrt{5} \), which has been shown to be the optimal value [171].

### 7.3 Dynamic Mixed Subgrid Modelling for the Energy Equation

The filtered equations for compressible flow have subgrid-terms in the momentum and energy equations. In the previous section we focused on the modeling of the dominant
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subgrid-term in the momentum equation, the turbulent stress tensor. The subgrid-terms in
the energy equation (energy subgrid-terms) are the subject of this section. Compared to
incompressible LES, much less research has been conducted on compressible LES. The
first compressible subgrid-model has been formulated by Yoshizawa [172], who
generalized the Smagorinsky formulation by incorporating a model for the isotropic part
of the turbulent stress tensor. Erlebacher et al. [162] have extended the standard mixed
model to compressible isotropic turbulence. Moin et al. [173] formulated the dynamic
model for compressible LES, with the dynamic eddy-viscosity model in the momentum
equation and a dynamic eddy-diffusivity model in the energy equation. This model has
been applied to compressible isotropic turbulence (Moin et al. [173]) and to high-speed
transitional boundary layers (El-Hady et al. [174]). The filtered energy equation contains
five subgrid-terms $\alpha_1$ to $\alpha_5$ (Equations (7.23-7.27). In this study we use the evolution
equation for the total energy, whereas Erlebacher et al. and Moin et al. employ the
internal energy equation [162]. As indicated by Vreman [169] the differences between the
two formulations are not large. The filtered internal energy equation contains the
subgrid-terms $\alpha_2$, $\alpha_3$, $\alpha_4$. It does not contain $\alpha_1$, whereas $\alpha_3$ has a different form. The
question arises whether all energy subgrid-terms are equally important. Erlebacher et al.
and Moin et al. use a model for $\alpha_2$ only, but they do not give satisfactory arguments why
the other subgrid-terms can be neglected. According to Vreman [169, 175 and 176], we
will model $\alpha_1$ to $\alpha_4$, and ignore $\alpha_1$.

The turbulent stress tensor $\sigma_y$ in previous section is modeled with the dynamic eddy
viscosity model. The expression in Equation (7.53) substituted in the definition of $\alpha_1$
provides the subgrid-model for $\alpha_2$. Moin et al. [173] introduced a dynamic eddy-diffusivity concept to model the pressure velocity subgrid-term $\alpha_2$. The dynamic eddy-diffusivity model employed in section 7.2 is slightly different. The dynamic procedure is applied such that the model represents the sum $\alpha_2 + \alpha_3$ instead of $\alpha_2$ only, in order to model the effect of $\alpha_3$. Hence, the following expression is adopted for these subgrid terms [175, 176]:

$$\alpha_2 + \alpha_3 = \frac{f(\bar{w}) - f(\hat{w})}{\Pr_t} - \frac{\partial}{\partial x_j} \left[ \frac{\gamma \rho C \Lambda^2 |S(\bar{u})| \partial \bar{T}}{\Pr_t} \frac{\partial \bar{T}}{\partial x_j} \right]$$  \hspace{1cm} (7.56)

where

$$f(\bar{w}) = \left[ \frac{1}{(\gamma - 1)} \frac{\partial (\bar{p} \bar{u}_j)}{\partial x_j} + \bar{p} \frac{\partial \bar{u}_j}{\partial x_j} \right]$$

$$f(\hat{w}) = \left[ \frac{1}{(\gamma - 1)} \frac{\partial (\hat{p} \hat{u}_j)}{\partial x_j} + \hat{p} \frac{\partial \hat{u}_j}{\partial x_j} \right]$$  \hspace{1cm} (7.57)

In the RHS of (7.56), the numerator in the fraction of the third term denotes the eddy-viscosity on the F-level and $\Pr_t$ is the dynamic turbulent Prandtl number. This eddy-diffusivity model is similar to the molecular heat flux term defined in chapter 3, but the molecular viscosity and Prandtl number have been replaced by the dynamic eddy-viscosity in equation (7.44) and the turbulent Prandtl number. The non-dynamic formulation was first introduced by Eidson [177] in LES of the Rayleigh-Bénard problem. Here the turbulent Prandtl number is a dynamic coefficient. To expose the dynamic procedure for $\Pr_t$, the model is substituted in the generalized Germano identity, which
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results in

\[
\left[ f(\tilde{w}) - f\left(\frac{\dot{\tilde{w}}}{\hat{\omega}}\right) \right] - \left[ f(\tilde{\omega}) - f\left(\frac{\dot{\tilde{\omega}}}{\hat{\omega}}\right) \right] = \\
\left[ \frac{1}{(\gamma - 1)} \frac{\partial (\tilde{p}\tilde{u}_j)}{\partial x_j} + \tilde{p} \frac{\partial \tilde{u}_j}{\partial x_j} \right] - \left[ \frac{1}{(\gamma - 1)} \frac{\partial (\tilde{p}\tilde{u}_j)}{\partial x_j} + \tilde{p} \frac{\partial \tilde{u}_j}{\partial x_j} \right]
\]

(7.58)

where \( C_d \) is determined by (7.52). We assume that \( Pr_t \) is only a function of time and it can consistently be taken out of the spatial derivatives and filterings. Hence, it can be explicitly computed from above equation with the least square approach.

In order to make the closure of Equation (7.14), we incorporate a model for the turbulent dissipation rate \( \alpha_s \). It is a positive quantity, provided a positive filter is used. The term also occurs in the \( k \)-equation model of incompressible LES studied by Horiuti [180] and Ghosal et al. [181, 182]. Following these references we model the term by

\[
\alpha_s = c_\varepsilon \rho \frac{k^{3/2}}{\Lambda}
\]

(7.59)

where \( k = \frac{1}{2} \sigma_{kk} \) is the subgrid turbulent kinetic energy and \( c_\varepsilon \) is a dynamic coefficient which is assumed to be a function of time only. Note that the filter function has to be positive in order to guarantee the positivity of \( \hat{k} \). The model is ill-defined if the spectral
cut-off filter is used. In the following we present the procedure to obtain the dynamic coefficient $c_e$.

Ghosal et al. [181, 182] remark that for high Reynolds number flows the coefficient cannot be determined using the standard dynamic procedure, since the turbulent dissipation is essentially a small-scale phenomenon. Turbulent energy is generated by the large scales and after it has been transferred to small scales it is dissipated by molecular viscosity. The magnitude of the turbulent dissipation rate is therefore set by the large scales, but the dissipation takes place at the smallest scales. This implies that $\alpha_\epsilon$ will not be small in fully developed high Reynolds number flows. It also implies that there is no dissipation left in the resolved scales if the Reynolds number is high. Consequently, the Germano identity for $\alpha_\epsilon$ is zero in the limit of infinite Reynolds number and cannot be used to determine $c_e$. Therefore, Ghosal et al. [181, 182] do not use the Germano identity for the turbulent dissipation rate, but determine $c_e$ with a complicated procedure, using a local balance of the terms in the $k$-equation. We present a much simpler procedure to determine $c_e$, using a global balance of the terms in the integrated $k$-equation. In this approach $c_e$ is necessarily a function of time only, in contrast to the approach by Ghosal et al., where $c_e$ depends on time and space. The $k$-equation in compressible flow can be written as

$$\frac{\partial (\bar{\rho}k)}{\partial t} = \alpha_i + \alpha_3 - \alpha_\epsilon + \frac{\partial}{\partial x_j} \left( \frac{\partial R_i}{\partial x_j} \right)$$

(7.60)
where the last term of RHS represents all contributions which can be written in divergence form. Integrating this equation over the computational domain and assuming that \( R_2 \) is negligible at the free-slip walls gives

\[
\int \frac{\partial (\bar{\rho} k)}{\partial t} = \int (\alpha_1 + \alpha_3 - \alpha_4) \, dx 
\]  
(7.61)

Substitution of the dissipation model (7.59) in this equation provides an expression for the model coefficient:

\[
 c_v = \frac{\int (\alpha_1 + \alpha_3 - \frac{\partial (\bar{\rho} k)}{\partial t}) \, dx}{\int (\bar{\rho} k^{1/2} / \Delta) \, dx} 
\]  
(7.62)

The quantities \( \alpha_i \) and \( k \) can be calculated from the resolved variables and the model for the turbulent stress tensor \( \sigma_{ij} \). The integral \( \int \alpha_i \, dx \) is obtained by integrating the model for \( \alpha_2 + \alpha_3 \), since \( \int \alpha_2 \, dx = 0 \). The model for \( \alpha_2 + \alpha_3 \) in Equation (7.56) is in divergence form. Hence, it does not contribute to the global integral. To incorporate a similarity model for the dissipation is not very useful, since such a model extracts its information from the resolved scales. As stated in [176], the resolved scales do not contribute to \( \alpha_4 \) if the Reynolds number is high.
7.4 FILTERED GOVERNING EQUATION IN VECTOR FORM

Finally, the nondimensional governing equations (7.12-7.14) can be written in vector form (preconditioned):

\[
\Gamma_v \frac{\partial W_p}{\partial \tau} + \frac{\partial W_p}{\partial t} + \frac{\partial E_i}{\partial x} + \frac{\partial F_j}{\partial y} + \frac{\partial G_k}{\partial z} = \frac{\partial E_v}{\partial x} + \frac{\partial F_v}{\partial y} + \frac{\partial G_v}{\partial z} + S_{SGS} \quad (7.63)
\]

\[
W_p = \begin{bmatrix}
\tilde{p} \\
\tilde{u} \\
\tilde{v} \\
\tilde{w} \\
\tilde{T}
\end{bmatrix} \quad (7.64) \quad W_v = \begin{bmatrix}
\tilde{p} \\
\tilde{\rho} \tilde{u} \\
\tilde{\rho} \tilde{v} \\
\tilde{\rho} \tilde{w} \\
\tilde{\rho} \tilde{T}
\end{bmatrix} \quad (7.65)
\]

\[
E_i = \begin{bmatrix}
\tilde{\rho} \tilde{u} \\
\tilde{\rho} \tilde{u}^2 + \tilde{p} \\
\tilde{\rho} \tilde{u} \tilde{v} \\
\tilde{\rho} \tilde{u} \tilde{w} \\
(\tilde{\rho} \tilde{e}_i + \tilde{p}) \tilde{u}
\end{bmatrix} \quad (7.66) \quad E_v = \frac{1}{Re_d} \begin{bmatrix}
0 \\
\tilde{\tau}_{xx} - \sigma_{xx} \\
\tilde{\tau}_{xy} - \sigma_{xy} \\
\tilde{\tau}_{xz} - \sigma_{xz} \\
(\tilde{u} \tilde{\tau}_{xx} + \tilde{v} \tilde{\tau}_{xy} + \tilde{w} \tilde{\tau}_{xz} - \tilde{q}_x - \tilde{\hat{Q}}_x)
\end{bmatrix} \quad (7.67)
\]

\[
F_j = \begin{bmatrix}
\tilde{\rho} \tilde{v} \\
\tilde{\rho} \tilde{u} \tilde{v} \\
\tilde{\rho} \tilde{v}^2 + \tilde{p} \\
\tilde{\rho} \tilde{v} \tilde{w} \\
(\tilde{\rho} \tilde{e}_j + \tilde{p}) \tilde{v}
\end{bmatrix} \quad (7.68) \quad F_v = \frac{1}{Re_d} \begin{bmatrix}
0 \\
\tilde{\tau}_{yx} - \sigma_{yx} \\
\tilde{\tau}_{yy} - \sigma_{yy} \\
\tilde{\tau}_{yz} - \sigma_{yz} \\
(\tilde{u} \tilde{\tau}_{yx} + \tilde{v} \tilde{\tau}_{yy} + \tilde{w} \tilde{\tau}_{yz} - \tilde{q}_y - \tilde{\hat{Q}}_y)
\end{bmatrix} \quad (7.69)
\]
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\[
G_i = \begin{bmatrix}
\rho \bar{w} \\
\rho \bar{w} \bar{u} \\
\rho \bar{w} \bar{v} \\
(\rho \bar{w}^2 + \bar{p}) \bar{w}
\end{bmatrix}
\]  \hspace{1cm} (7.70)

\[
G_v = \frac{1}{Re} \begin{bmatrix}
0 \\
\tau_{xx} - \sigma_{xx} \\
\tau_{xy} - \sigma_{xy} \\
\tau_{zz} - \sigma_{zz} \\
\bar{u} \tau_{zz} + \bar{v} \tau_{zy} + \bar{w} \tau_{xz} - \bar{q}_z - \bar{Q}_z
\end{bmatrix}
\]  \hspace{1cm} (7.71)

\[
S_{SGS} = [0, 0, 0, 0, \Psi]^T
\]  \hspace{1cm} (7.72)

where the subgrid-scale stress tensors are
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\[ \sigma_{xx} = -\frac{2\mu_i}{3} \left( 2 \frac{\partial \tilde{u}}{\partial x} - \frac{\partial \tilde{v}}{\partial y} - \frac{\partial \tilde{w}}{\partial z} \right) + \overline{\rho} \left( \tilde{u} \tilde{u} - \tilde{u} \right) - Q + \mathbb{R} \]

\[ \sigma_{yy} = -\frac{2\mu_i}{3} \left( 2 \frac{\partial \tilde{v}}{\partial y} - \frac{\partial \tilde{u}}{\partial x} - \frac{\partial \tilde{w}}{\partial z} \right) + \overline{\rho} \left( \tilde{v} \tilde{v} - \tilde{v} \right) - Q + \mathbb{R} \]

\[ \sigma_{zz} = -\frac{2\mu_i}{3} \left( 2 \frac{\partial \tilde{w}}{\partial z} - \frac{\partial \tilde{u}}{\partial x} - \frac{\partial \tilde{v}}{\partial y} \right) + \overline{\rho} \left( \tilde{w} \tilde{w} - \tilde{w} \right) - Q + \mathbb{R} \]

\[ \sigma_{xy} = -\mu_i \left( \frac{\partial \tilde{u}}{\partial y} + \frac{\partial \tilde{v}}{\partial x} \right) + \overline{\rho} \left( \tilde{u} \tilde{v} - \tilde{v} \right) \]

\[ \sigma_{xz} = -\mu_i \left( \frac{\partial \tilde{u}}{\partial z} + \frac{\partial \tilde{w}}{\partial x} \right) + \overline{\rho} \left( \tilde{u} \tilde{w} - \tilde{w} \right) \]

\[ \sigma_{yz} = -\mu_i \left( \frac{\partial \tilde{v}}{\partial z} + \frac{\partial \tilde{w}}{\partial y} \right) + \overline{\rho} \left( \tilde{v} \tilde{w} - \tilde{w} \right) \]

\[ Q = \frac{\overline{\rho}}{3} \left( \left( \tilde{u} \tilde{u} - \tilde{u} \right) + \left( \tilde{v} \tilde{v} - \tilde{v} \right) + \left( \tilde{w} \tilde{w} - \tilde{w} \right) \right) \]

(7.73)

\[ \mathbb{R} = \frac{2}{3} \overline{\rho} C_p \Delta^2 \left| S \left( \tilde{u} \right) \right|^2 \]

\[ \mu_i = \overline{\rho} C_p \Delta^2 \left| S \left( \tilde{u} \right) \right| \]

and the subgrid-scale heat flux tensors are
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\[ \tilde{Q}_x = -\frac{\nu_t}{\text{Pr}_i} \frac{\partial \tilde{u}}{\partial x} + \frac{\tilde{p} \tilde{u}}{\text{Pr}_i} \frac{\partial \tilde{v}}{\partial y} \frac{\text{Pr}_i}{(\gamma - 1)} \]

\[ \tilde{Q}_y = -\frac{\nu_t}{\text{Pr}_i} \frac{\partial \tilde{v}}{\partial y} + \frac{\tilde{p} \tilde{v}}{\text{Pr}_i} \frac{\partial \tilde{w}}{\partial z} \frac{\text{Pr}_i}{(\gamma - 1)} \]

\[ \tilde{Q}_z = -\frac{\nu_t}{\text{Pr}_i} \frac{\partial \tilde{w}}{\partial z} + \frac{\tilde{p} \tilde{w}}{\text{Pr}_i} \frac{\partial \tilde{u}}{\partial x} \frac{\text{Pr}_i}{(\gamma - 1)} \]

Finally, the dynamic turbulent viscosity \( \nu_t \) and Prandtl number \( \text{Pr}_i \) are determined by the method described above and the subgrid-scale source term in filtered energy equation is

\[ \Psi = -\tilde{u} \left( \frac{\partial \sigma_{xx}}{\partial x} + \frac{\partial \sigma_{xy}}{\partial y} + \frac{\partial \sigma_{xz}}{\partial z} \right) - \tilde{v} \left( \frac{\partial \sigma_{yx}}{\partial x} + \frac{\partial \sigma_{yy}}{\partial y} + \frac{\partial \sigma_{yz}}{\partial z} \right) - \tilde{w} \left( \frac{\partial \sigma_{zx}}{\partial x} + \frac{\partial \sigma_{zy}}{\partial y} + \frac{\partial \sigma_{zz}}{\partial z} \right) \]

\[ + \left( \tilde{p} \left( \frac{\partial \tilde{u}}{\partial x} + \frac{\partial \tilde{v}}{\partial y} + \frac{\partial \tilde{w}}{\partial z} \right) - \tilde{p} \left( \frac{\partial \tilde{u}}{\partial x} + \frac{\partial \tilde{v}}{\partial y} + \frac{\partial \tilde{w}}{\partial z} \right) \right) + c_p \tilde{p} \frac{\left[ 1/2 \left( \sigma_{xx} + \sigma_{yy} + \sigma_{zz} \right) \right]^{1/2}}{\Delta} \]

\[ (7.75) \]

7.5 COMMUTATIVE DISCRETE FILTERING OPERATOR ON UNSTRUCTURED GRIDS

One of the pressing fundamental problems impeding the applications of LES in a reliable way to real engineering problems, where typically finite-volume codes on unstructured grids are used, is the construction of commutative discrete filters. Recent work by Marsden et al. [184] resulted in a framework for the construction of filters on unstructured grids which commute with differentiation operator to a potentially arbitrarily high order. The key concept in the construction of a commutative discrete filter is that the
weights of the filter components exhibit vanishing moments. Their analysis indicated that the larger the number of vanishing moments, the higher the order of the commutation error. They also demonstrated a scheme for constructing a filter operator with a second-order commutation error. However, because their method heavily relies on the geometric distribution of grid nodes, it is quite complicated for a 3D mesh, even impossible near boundaries.

In this study, the unstructured grid filtering was adapted from a new filtering approaches developed by A. Haslbacher [185]. This new filtering method is based on the following observation: The conditions derived by Marsden for a filtering a function to a given order of commutation error are formally identical to the conditions for reconstructing the gradient of a function to the same order of truncation error. Therefore, the task of constructing the commutative filter operators may be transferred to constructing and suitably reformulating gradient-reconstruction operators.

Firstly we describe the least-squares gradient reconstruction, which serves as the basis for the new filtering method. Suppose we wish to reconstruct the gradient of a dependent variable at vertex $P$ in figure 7.1. The running index $i$ donates the points which are included in the reconstruction stencil at vertex $P$. The reconstruction will include at least the nearest neighbors of $P$, namely those vertices which are linked by an edge to vertex $P$. The stencil may be extended recursively to take into account $m$th-nearest neighbors, which are those vertices which are linked by an edge to $(m-1)$th-nearest neighbors of vertex $P$ and are not already included in the $(m-r)$th-nearest neighbors, where $0 \leq r \leq 2m$. 
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The least-squares gradient reconstruction procedure is based on approximating the variation of a dependent variable $\Phi$ along an edge linking vertices $P$ and $i$ by a truncated Taylor series, e.g., for a linear reconstruction,

$$
\Phi_i = \Phi_0 + (\nabla \Phi)_0 \cdot \Delta r_{oi}, \quad 1 \leq i \leq d_0 \tag{7.76}
$$

Figure 7.1 Fragment of 2D unstructured triangular grid illustrating gradient reconstruction stencil at vertex $P$.

In the following, we define by $d_0$ the degree of vertex $P$, i.e., the number of neighbors included in gradient reconstruction at vertex $P$.

The least-squares gradient reconstruction procedure is based on approximating the variation of a dependent variable $\Phi$ along an edge linking vertices $P$ and $i$ by a truncated Taylor series, e.g., for a linear reconstruction,
where \( \Delta r_i = r_i - r \) and \( r \) is the position vector. The application of Equation (7.76), or corresponding higher-order approximations, to all edges incident to vertex \( P \) gives a system of linear equations for the derivatives at vertex \( P \),

\[
Ax = b
\]  

(7.77)

where \( A \) is a \( d_0 \times n_0 \) matrix of geometrical terms, \( x \) is an \( n_0 \) vector containing derivatives to be reconstructed, \( b \) is a \( d_0 \) vector of dependent variables, and \( n_0 \) is the number of derivatives reconstructed at vertex \( P \). Since the degree \( d_0 \) is usually larger than the number of unknown derivatives \( n_0 \), above equation is solved for \( x \) in a least-squares fashion. And the detailed solution expressions can be found in [185].

The least-squares gradient-reconstruction method can be turned into a filtering method simply by modifying Equation (7.76), so that \( \Phi_0 \) is no longer a point value, but represents an interpolated or a filtered value \( \Phi_0 \),

\[
\Phi_j = \Phi_0 + (\nabla \Phi)_0 \cdot \Delta r_i, \quad 1 \leq i \leq d_0
\]  

(7.78)

Such that the filtered value \( \Phi_0 \) is affixed to the vector of unknowns \( x \). The resulting system of equations can be solved using the method described in former paragraphs. This leads to an expression for the filtered values in the form of a weighted sum,
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\[ \Phi_0 = \sum_{i=1}^{d_0} \phi_0 \Phi_i \]  \hspace{1cm} (7.79)

The weight for linear filtering in three dimensions is given by [186]

\[ \bar{\phi}_0 = \frac{1}{r_{44}} \left[ 1 - \left( \frac{r_{44} - r_{12}r_{24} - r_{34}r_{34} - r_{12}r_{33}r_{34} - r_{12}r_{33}r_{33}r_{34}}{r_{11}r_{22} - r_{33}r_{33}} \right) \Delta x_{0i} - \frac{r_{44}r_{33} - r_{33}r_{34}}{r_{22}r_{33}} \Delta y_{0i} - \frac{r_{44}r_{33}r_{33}}{r_{33}} \Delta z_{0i} \right] \]  \hspace{1cm} (7.80)

where the geometric terms \( r_{ij} \) are given by the following expressions:

\[ r_{11} = \sqrt{\frac{1}{d_0} \sum_{i=1}^{d_0} \Delta x_{0i}^2} \]  \hspace{1cm} (7.81)

\[ r_{12} = \frac{1}{r_{11}} \sum_{i=1}^{d_0} \Delta x_{0i} \Delta y_{0i} \]  \hspace{1cm} (7.82)

\[ r_{13} = \frac{1}{r_{11}} \sum_{i=1}^{d_0} \Delta x_{0i} \Delta z_{0i} \]  \hspace{1cm} (7.83)

\[ r_{14} = \frac{1}{r_{11}} \sum_{i=1}^{d_0} \Delta x_{0i} \]  \hspace{1cm} (7.84)

\[ r_{22} = \sqrt{\sum_{i=1}^{d_0} \Delta y_{0i}^2 - r_{12}^2} \]  \hspace{1cm} (7.85)
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\[ r_{23} = \frac{1}{r_{22}} \left( \sum_{i=1}^{d_2} \Delta y_{o_i} \Delta z_{o_i} - r_{12} r_{13} \right) \]  
(7.86)

\[ r_{24} = \frac{1}{r_{22}} \left( \sum_{i=1}^{d_2} \Delta y_{o_i} - r_{12} r_{14} \right) \]  
(7.87)

\[ r_{33} = \sqrt{\sum_{i=1}^{d_3} \Delta z_{o_i}^2} - \left( r_{13}^2 + r_{23}^2 \right) \]  
(7.88)

\[ r_{34} = \frac{1}{r_{33}} \left( \sum_{i=1}^{d_3} \Delta z_{o_i}^2 - \left( r_{13} r_{14} + r_{23} r_{24} \right) \right) \]  
(7.89)

\[ r_{34} = \sqrt{d_3 - \left( r_{14}^2 + r_{24}^2 + r_{34}^2 \right) } \]  
(7.90)

In the interests of improving the spectral behavior of Equation (7.79), it may be replaced by

\[ \Phi_0 = \bar{\omega}_{00} \Phi_0 + (1 - \bar{\omega}_{00}) \sum_{i=1}^{d_i} \bar{\omega}_{0i} \Phi_i \]  
(7.91)

where \(1 \leq \bar{\omega}_{00} \leq 1\) is a user-defined parameter, normally defined as 0.5.

The first issue that needs to be addressed in constructing an operational filtering using above method is the construction of stencil used for the filtering. For every vertex \(P\), all of its \(J\)th neighboring vertexes are used for constructing the filter stencil. If any of
following rules is violated, its 2th neighboring vertexes will be further included to constructing the filter stencil.

1). The number of its Ith neighbors does not give the required stencil size, which is given by

$$d_{0,\text{min}} = \frac{1}{D!} \prod_{i=1}^{D} (q + i)$$  \hspace{1cm} (7.92)

where $q$ denotes the degree of the highest derivative included in $x$. $D$ the space dimension.

Typically, for a second-order filtering operator in three dimensional space, $d_{0,\text{min}}$ is 4.

2). $r11$, $r22$, $r33$, or $r44$ is zero.

7.6 COOPERATING LES WITH IMM

For the simulation of laminar flows or direct numerical simulation (DNS) of turbulence, the IMM formulation discussed in Chapter 5 can satisfy the boundary conditions on the immersed interfaces "exactly" to the second-order accuracy of the spatial discretization scheme for the Navier-Stokes equations. Also, the pressure (as well as continuity) boundary conditions are implicitly satisfied as the results of linearization of the velocity near the interface. However, for the SGS models the treatment of the turbulent viscosity near the immersed boundary has to be considered. The eddy viscosity $\mu_e$ and turbulence Prandtl number $Pr$ at the boundary points are required in the computation of diffusion fluxes near the interface, and their calculations are no longer straightforward due to the
presence of solid body on the fixed grid. In the case of a dynamic SGS model for example, the evaluation of all test-filtered quantities in the vicinity of the immersed boundary, involves points from the interior of the solid body. A schematic of the test-grid stencil on a 2D unstructured grid with an immersed boundary is shown in Fig. 7.2. A direct computation ignoring the interface can be problematic and the resulting eddy viscosity may be contaminated by the non-physical solution at the solid points [187]. Explicit modification of the filtering operator or redefining the test-grid cells as in a cut-cell formulation can be considered, but a large number of cases will be introduced and the algorithm becomes complicated. To avoid complex modifications of the filtering operator at these points, a linear reconstruction procedure similar to that used for the velocity field is also applied on $\mu_t$ and $Pr_t$, which follows the same method proposed in Chapter 5. The linearised eddy viscosity and $Pr_t$ are only approximations of their respective realistic values, which usually do not follow a linear distribution near the solid boundary. In [187] extensive testing of this approach in LES over immersed boundaries has been performed and the error in the results due to the linearised eddy viscosity near the solid boundary has been found to be small.
Figure 7.2 schematic of the test-grid stencil on a 2D unstructured grid with an immersed boundary. Only 1\textit{th} neighboring nodes are used to construct the filtering operator for node \textit{P}. Extrapolated ghost values at \textit{i} and \textit{j} will be used to evaluate the filtering value of node \textit{P}.
CHAPTER EIGHT

NUMERICAL RESULTS AND DISCUSSION

This chapter presents the validation results for the serial and parallel single grid (SG) methods, the multigrid (MG) method, the CSD solver and the immersed membrane method (IMM). In addition, it also presents the numerical simulation of steady/unsteady flows between two rigid disks corotating in a fixed cylindrical enclosure. And finally results from the computation for aeroelastic flutter of an ONERA M6 wing are presented.

In this work, all computations are performed on the SGI Origin 3400 machine with 32 processors based on the Silicon Graphics Scalable Distributed-Shared-Memory (DSM) Multiprocessing architecture. It has a system bandwidth of 44.8 GB/sec, 32 GB onboard memory, 800 MFlops/CPU, 8 nodes and each node has four MIPs 64 Bit R12000 400MHz/8MB RISC CPUs.
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8.1 VALIDATION OF BASELINE COMPRESSIBLE FLOW SOLVER WITH IMM

8.1.1 Steady Flow Induced By a Rotating Sphere in Quiescent Air – Order of Accuracy

First of all, to determine the overall accuracy of the proposed methods, we carry out a grid convergence study for a test problem, which is a three-dimensional analogue of the problem used by Gilmanov et al. [188]. In this case, we simulate flow induced by a sphere of radius $R_0$, rotating at constant angular velocity $\Omega$ about the z-axis in a nearly incompressible, viscous fluid with kinematic viscosity $\nu$. The Reynolds number for this flow is defined as $Re = \Omega R_0^2 / \nu$. For Reynolds numbers in the range $Re = 1 - 100$, benchmark solutions for this problem have been reported by Dennis et al. [189] who solved numerically the steady, axisymmetric Navier-Stokes equations in polar coordinates using a vorticity-stream function formulation. In our studies, the Reynolds number is set to $Re = 100$, and we solve the full three-dimensional and unsteady flow problem with the sphere starting to rotate impulsively from quiescence relative to the stationary Cartesian coordinate system.

The computational domain is a $(10R_0)^3$ cube with its center located at $x = 5.0R_0$, $y = 5.0R_0$ and $z = 5.0R_0$. Four uniformly spaced and successively finer mesh sizes with $20^3$, $40^3$, $80^3$, and $160^3$ grid points respectively are used for error analysis, and the finest-mesh
solution is considered to be the 'exact' solution. The surface of the sphere is discretized with an unstructured triangular mesh consisting of 14,612 elements. The sphere is placed at the center of the cubical domain and starts to rotate impulsively at \( t = 0 \) with constant rotational velocity \( \Omega \) about the z-axis. On all the grids the same physical time step \( (\Delta t = 0.01T) \) is employed in order to concentrate on the spatial resolution of the method, as done in [188]). For all the grids, the simulation is continued for one complete period, at the end of which the \( L_{\infty} \) and \( L_q \) norms of the \( u \)-velocity errors are calculated as follows:

\[
\varepsilon^w_N = \max_{i=1,N^3} |u_i^{(N)} - u_i^e|, \quad \varepsilon_q^q = \left[ \frac{1}{N^3} \sum_{i=1}^{N^3} |u_i^{(N)} - u_i^e|^q \right]^{1/q}
\]  

(8.1)

where \( \varepsilon^w_N \) and \( \varepsilon_q^q \) are the infinity and \( q \)th error norms, \( u_i^{(N)} \) is the \( u \)-velocity component at the \( i \)th node of the \( N^3 \) mesh, and \( u_i^e \) is the 'exact' velocity field calculated on the \( 160^3 \) grid. The results of the grid convergence study are summarized in Figure 8.1, which shows the variation of the \( L_{\infty} \), \( L_1 \) and \( L_2 \) norms of errors with grid spacing in logarithmic coordinates. The lines with slope one and two are also given as reference. It is evident from Figure 8.1 that the method is second order accurate. To further demonstrate the accuracy of our method, we also use the Richardson estimation procedure to study the accuracy of the solver as in [188]. Let \( f^N \) denote the numerical solution on the \( N^3 \) mesh. Assume that the discrete solution is a \( \gamma \)-order approximation to its value \( f^{\text{exact}} \), and the flow field is continuous and has no singularity points, then we
have

\[ \gamma = \log \left( \frac{\| f^N - f^{N/2} \|}{\| f^{N/2} - f^{N/4} \|} \right) / \log(2) \]  

(8.2)

Figure 8.1 Convergence of the \( L_\infty \), \( L_1 \) and \( L_2 \) error norms for the velocity field induced by a rotating sphere. Slope 1 and Slope 2 are the reference lines for 1-order and 2-order accuracy respectively.

where \( \| \cdot \| \) denotes an error norm (\( L_\infty \), \( L_1 \) or \( L_2 \)). If \( \gamma = 2 \) the solution is second-order accurate. We apply the above procedure for \( N = 160 \) (using solutions obtained on meshes \( 40^3 \), \( 80^3 \), and \( 160^3 \)) to calculate \( \gamma \) for successively refined meshes. And we use all three
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norms to compute the error and the results are summarized in Table 8.1, which strongly supports our assertion about the second-order accuracy of our method.

Table 8.1 Rate of convergence $\gamma$ calculated for different error norms

<table>
<thead>
<tr>
<th>Norm</th>
<th>Grids</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$40^3, 80^3, 160^3$</td>
</tr>
<tr>
<td>$L_\infty$</td>
<td>1.82</td>
</tr>
<tr>
<td>$L_1$</td>
<td>2.84</td>
</tr>
<tr>
<td>$L_2$</td>
<td>2.15</td>
</tr>
</tbody>
</table>

Figure 8.2 shows several snapshots of instantaneous streamlines on the plane at $y = 2.5$. To compare the result quantitatively with those in [188, 189], we compute the angle $\theta_z$ between the z-axis and the line that originates from the center of the sphere and passes through the center of the toroidal vortex ring (see Figure 8.3 for definition). In Table 8.2, we compare our $\theta_z$ with those reported in [188, 189] and the agreement is very good.

Table 8.2 Comparison of the measured [188, 189] and calculated angle $\theta_z$

<table>
<thead>
<tr>
<th>Reynolds Number</th>
<th>$\theta_{Dennis}$</th>
<th>$\theta_{Gilmanov}$</th>
<th>$\theta_{calc}$</th>
<th>$\varepsilon$(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>73.8</td>
<td>72.1</td>
<td>74.3</td>
<td>0.68(with [189]), 3.05(with [188])</td>
</tr>
</tbody>
</table>
Figure 8.2 Instantaneous snapshots of streamlines at the $y = 2.5$ plane depicting the early stages of flow evolution toward steady state for $Re = 100$. Time is measured from the start of the impulsive rotation and $T$ is the rotation period of the sphere.
8.1.2 Flow Induced by an Oscillating Sphere in a Closed Cavity

The grid convergence study is also performed for the case where a solid oscillating sphere is immersed in a fluid enclosed with a cube with solid walls. This is to demonstrate the capability of the method in handling objects moving with large displacements. The sphere of diameter $D = 1.0$ units is placed initially at the center of the cube of dimension $2 \times 2$ units and oscillates horizontally with a nondimensional time period of 1.0 and an amplitude of $0.25D$. The oscillation is effected by moving the sphere...
as a rigid body with velocity given by

\[ u = 0.25 \pi \sin(2\pi t), \quad v = w = 0 \]  

(8.3)

The Reynolds number (based on the sphere diameter and maximum velocity) has been set to 20. The following sequence of grid sizes is employed in performing the error analysis: \(20^3, 40^3, 80^3\) and \(160^3\). And the result on the \(160^3\) mesh is taken to be the “exact” solution for this case. A small time step of \(\Delta t = 0.005\) is chosen for all these simulations in order to minimize the effect of temporal errors on the solution. The simulations are carried out for one oscillation period and the velocity components at each grid point are recorded for all the meshes under consideration at the end of the period. The instantaneous streamlines at the end of an oscillation cycle (\(t=1.0T\)) are shown in Figure 8.4. Figure 8.5 presents the error norms for the three meshes (\(20^3, 40^3\) and \(80^3\)). As can be noted, the convergence rates of errors in the simulations are close to the Slope 2 reference line, indicating second-order-accuracy.
Figure 8.4 Instantaneous streamlines at $t = 1.0T$ for flow induced by an oscillating sphere in a closed cube filled with compressible and viscous fluid.
8.1.3 Steady and Unsteady Flow past a Circular Cylinder

Flow past a circular cylinder is a classical benchmark problem, which has been the subject of many theoretical, experimental and computational investigations due to its
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simple geometry and its representative behavior of general bluff body flows. Both low and high Reynolds numbers are used to demonstrate and examine the performance, accuracy and robustness of the parallel-MG compressible solver with the implementation of IMM algorithm for steady and unsteady flows. The computational domain and the immersed cylinder are shown in Figure 8.6. The parallel calculations are performed on the SGI Origin 3400 machine. Three different grids are generated, which have 84,054, 122,202 and 182,536 nodes respectively, and the immersed cylinder surface is discretized using 33,578 triangular elements. All the parameters for the three simulation runs are kept exactly the same and the simulation is run until non-dimensional time, $t = 150.0$ for $Re = 200$ with an inflow Mach number of 0.2. The computed value of lift coefficient, $C_l$, is used as a criterion for convergence as shown in Figure 8.7.

Figure 8.6 The computational domain and the immersed cylinder for viscous flow past a circular cylinder.
Comparing the results shown in Figure 8.7, the peak value of $C_l$ obtained using 84,054 nodes is 0.56 as compared to 0.64 obtained by both grids of 122,202 and 182,536 nodes. And similarly, comparing the results obtained by both 122,202 and 182,536 nodes, the value of $C_l$ does not deviate from each other significantly. Since there is not much difference in the results when the nodes density is increased from 122,202 to 182,536 nodes and to minimize computational time, a grid size of 122,202 nodes is employed in the present work.

Figure 8.7  Lift coefficients versus physical time using 3 different grids for flow over a circular cylinder (Parallel-MG, Preconditioned, $Re = 200$, inflow Mach=0.2).
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8.1.3.1 Steady flow

The low Reynolds number specified in this computation is 40.0 and the inflow Mach number is set to be a very small value. Thus the flow can be considered as steady two-dimensional, which is started from quiescent initial condition in the simulation. It is run using the low speed preconditioning with the parallel-MG method as shown in the convergence history plot in Figure 8.8. It is noted that for the same CPU time there is significant improvement in residual reduction using the preconditioning, i.e., improvement in real convergence rate.

Figure 8.9 (a) and (b) show the streamline plots in the wake region obtained with and without the preconditioning method respectively. Based on qualitative comparison with the experimental result of Dyke et al. [190], the wake formed behind the cylinder predicted by the preconditioning method has better agreement with Dyke’s data than the non-preconditioning one.
Figure 8.8  Convergence histories for steady flow over a circular cylinder.
A quantitative comparison of the aspect ratio (separation bubble length, $S / \text{cylinder diameter, } d$) with the experimental results obtained by Nishioka and Sato [191] is also carried out. Figure 8.10 shows the aspect ratio versus Re. With a Re of 40.0, an aspect ratio of 2.35 is obtained, which agrees well with our preconditioned result (as shown in Figure 8.9 (a)). As can be observed, the low speed preconditioning method not only gives better convergence rate, it also helps to improve the quality of the numerical results when the flow speed is extremely low. This favorable characteristic is very crucial for
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compressible unsteady flow computation, especially for the cases where high speed flow field is embedded in low speed flow region.

![Graph showing length of separation bubbles behind cylinder vs. Re](image)

Figure 8.10 Length of separation bubbles behind cylinder vs. Re [191].

8.1.3.2 Unsteady flow

The purpose here is to validate and assess the capability of the current parallel Navier-Stokes solver utilizing multi-grid and low speed preconditioning method as the
basic convergence acceleration techniques. The computed results are compared with numerical ones obtained by other researchers, and with available experimental results. The computed lift and drag coefficients on the cylinder versus non-dimensional time with parallel-MG for an 8-partition mesh are shown in Figure 8.11.

![Lift and Drag Coefficients](image)

Figure 8.11 Lift and drag coefficients versus physical time for flow over a circular cylinder using 3-level Parallel-MG and preconditioning (number of sub-iterations = 60 V-cycles, Re = 200, inflow Mach = 0.2).

A pronounced asymmetric wake begins to appear at non-dimensional time of 30. And the flow becomes completely periodic at a time of 63. It is found that the number of sub-iterations for MG is much less than that required by single grid (SG) computation,
which signifies that the MG method takes a shorter time than the SG to produce the vortex shedding phenomenon, thus less CPU time is needed for the flow to become fully periodic. Figures 8.12 and 8.13 present the instant streamlines and Mach-number contours in one cycle of the von Kármán vortex shedding. Figure 8.14 shows the convergence history in terms of numbers of subiterations in each physical time step for single grid, MG and MG with preconditioning method for a Reynolds number equal to 200. It is obvious that the combination of preconditioning and MG contributes significantly to the improvement in convergence within each physical time step, which is very useful for efficiently computing 3D unsteady flows. The lift coefficient, $C_l$, drag coefficient, $C_d$, and Strouhal number, $S_t$, obtained in this work are $\pm 0.65$, $1.38 \pm 0.046$ and $0.196$, respectively, and they agree well with numerical solutions obtained by other researchers as well as with experimental measurements [128, 161-163]. And these results are tabulated in Table 8.3.

Table 8.3  
Lift and drag coefficients and Strouhal number for unsteady flow over a three-dimensional circular cylinder ($Re=200$).

<table>
<thead>
<tr>
<th>Researchers</th>
<th>$C_l$</th>
<th>$C_d$</th>
<th>$S_t$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Present (parallel-MG grid)</td>
<td>$\pm 0.65$</td>
<td>1.38$\pm 0.046$</td>
<td>0.196</td>
</tr>
<tr>
<td>Tai and Zhao (parallel-MG grid, incompressible solvers) [128]</td>
<td>$\pm 0.64$</td>
<td>1.31$\pm 0.041$</td>
<td>0.195</td>
</tr>
<tr>
<td>Liu et al. [161]</td>
<td>$\pm 0.69$</td>
<td>1.31 $\pm 0.049$</td>
<td>0.192</td>
</tr>
<tr>
<td>Williamson (Expt.) [162]</td>
<td>--</td>
<td>--</td>
<td>0.197</td>
</tr>
<tr>
<td>Wille (Expt.) [163]</td>
<td>--</td>
<td>1.30</td>
<td>--</td>
</tr>
</tbody>
</table>
Figure 8.12 Streamline patterns showing one cycle of vortex shedding using 3-level Parallel-MG and preconditioning ($z=0.25$, number of sub-iterations = 60 V-cycles, $Re = 200$, inflow Mach=0.2).
The performance of the parallel solver for simulating unsteady flow over a cylinder with $Re = 200$ using both parallel SG and MG is estimated based on the speedup characteristics, efficiency of parallelization and comparison between percentage computation and communication time, as shown in Table 8.4. The speed-up and parallel efficiency of the proposed method is found to be reasonably good. Although parallel MG has slightly low speed-up compared with parallel SG, the MG computation is still much more efficient because it requires much less number of sub-iterations for every physical time step.

Table 8.4  Performance for parallel computation of unsteady flow past a circular cylinder ($Re = 200, M=0.3$ with preconditioning)

<table>
<thead>
<tr>
<th>Performance measuring techniques</th>
<th>Single Grid</th>
<th></th>
<th></th>
<th></th>
<th>Multigrid</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number of CPU</td>
<td></td>
<td></td>
<td></td>
<td>Number of CPU</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>16</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>16</td>
</tr>
<tr>
<td>Speed-up</td>
<td>1.77</td>
<td>3.48</td>
<td>7.02</td>
<td>13.4</td>
<td>1.72</td>
<td>3.29</td>
<td>6.39</td>
<td>10.18</td>
</tr>
<tr>
<td>Efficiency</td>
<td>0.89</td>
<td>0.88</td>
<td>0.85</td>
<td>0.81</td>
<td>0.88</td>
<td>0.83</td>
<td>0.79</td>
<td>0.72</td>
</tr>
<tr>
<td>Computation time and communication time (% to total simulation wall-clock time)</td>
<td>99.3</td>
<td>95.2</td>
<td>87.7</td>
<td>79.3</td>
<td>97.2</td>
<td>91.1</td>
<td>82.4</td>
<td>70.1</td>
</tr>
</tbody>
</table>
Figure 8.13 Mach number contours showing one cycle of vortex shedding using 3-level Parallel-MG and preconditioning ($z=0.25$, number of sub-iterations = 60 V-cycles, Re = 200, inflow Mach=0.2)
8.1.4 Flow over an Immersed Fixed Membrane

This case is to validate and assess the capability and accuracy of the developed method for thin structure problems. The model examined in this case is a 3D channel flow with a sinus cavity in the middle of the bottom wall. A rigid membrane is attached to the rigid
channel just before the sinus cavity. The channel has a length of 10L and a width of 1L (L is equal to 20mm). The radius of the sinus cavity is 0.5L. The immersed membrane has a length of 0.5L and thickness of 0.5L/100, and it is attached to the bottom wall at an angle of $\alpha = 42.5^\circ$. In the region near the membrane the mesh is further refined in order to capture the fine details of the flow. The immersed membrane is discretized into triangular cells. A close-up view of the mesh and the immersed membrane is shown in Figure 8.15. The inflow Mach number is 0.3 and the Reynolds number is 100. The results are then compared with those using an internal boundary calculated by the baseline preconditioned compressible parallel-MG solver. The internal boundary has the same geometry as the immersed membrane, and it is under the same flow conditions as used by the immersed membrane method.
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3D tube meshed with 116,865 nodes and 706,130 elements

In the region which the membrane will span over the mesh is further refined

3D membrane meshed with 6,178 triangular elements

Figure 8.15 Geometry of the computational domain for the flow over an immersed fixed membrane (1 unit length = 20 mm).

The convergence history of the simulation given in Figure 8.16 shows that the new solver based on the IMM actually converges faster and better than the baseline solver. Figure 8.17 confirms that the two flow fields have the same number of vortices with similar shapes, and the u-velocity profiles at the same locations agree well with each other as found in Figure 8.18. Table 8.5 compares the two flow fields quantitatively, which
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demonstrates that the results obtained by the IMM agree well with those obtained by the baseline Navier-Stokes solver using an internal boundary.

Figure 8.16 Convergence histories with immersed membrane and internal boundary.
Figure 8.17 (a. above) Streamlines on the channel central plane with the immersed membrane represented by the IMM; (b. below) flow field with an internal boundary computed by baseline solver.
Figure 8.18 (a. above) Comparison of velocity profiles at X=0, Z=0.5 (b. below) Comparison of velocity profiles at X=1, Z=0.5.
Table 8.5 Properties of vortices of flow field with immersed membrane and flow field with internal boundary.

<table>
<thead>
<tr>
<th></th>
<th>Immersed membrane</th>
<th>Internal boundary</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>center of the</td>
<td>center of the</td>
</tr>
<tr>
<td></td>
<td>primary vortex</td>
<td>primary vortex</td>
</tr>
<tr>
<td></td>
<td>center of the</td>
<td>secondary vortex</td>
</tr>
<tr>
<td></td>
<td>secondary vortex</td>
<td>secondary vortex</td>
</tr>
<tr>
<td>X (mm)</td>
<td>0.932 L</td>
<td>0.923 L</td>
</tr>
<tr>
<td>Y (mm)</td>
<td>0.272 L</td>
<td>0.273 L</td>
</tr>
<tr>
<td>Vorticity</td>
<td>-5.013</td>
<td>-4.997</td>
</tr>
</tbody>
</table>

8.2 VALIDATION OF THE COMPUTATIONAL STRUCTURAL DYNAMICS SOLVER

8.2.1 Deformation of Point Loaded Fixed-Free Cantilever Structures

8.2.1.1 Two-Dimensional Cantilever

A standard problem in structural mechanics is that of a fixed-free cantilever supporting an applied load at the free end [81, 192, 193]. The fixed-free cantilever is shown in Figure 8.19, where \( b = 2.0 \) is the breadth, \( L = 20.0 \) the length of the cantilever and \( F \) the applied load. It is assumed that the depth \( d = 1.0 \). The static solution to this problem given by Timoshenko and Goodier [135] allows a slight distortion at the fixed end of the cantilever, whereas the solution given by Fenner [134] allows no such phenomenon. This test case
requires no such displacement or distortion at the fixed end of the cantilever, hence at \( x = L \) the \( y \) displacement at the free end of the cantilever according to Fenner [134] is given by

\[
d_y = -\frac{4FL^3}{Edb^3}
\]  

(8.4)

where \( E \) is Young's modulus and \( d \) is the depth of the cantilever. The fixed-free cantilever has a load of 200 N at the free end, as depicted by Figure 8.19. Note that the gravity effect is not considered in this study.

Figure 8.19 Schematic of flexural (bending) deformation test of fixed-free cantilever
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The static solution given in equation (8.4) is independent of Poisson's ratio and is applicable to a cantilever undergoing pure flexure, i.e. no axial loads are supported and the out of plane load on the cantilever is zero. Thus for comparison with the analytic solution a zero Poisson's ratio is assumed. With the parameters as given in Table 8.6, equation (8.4) gives the static displacement in y direction at the tip of the cantilever as -0.08 m. Before embarking on a dynamic problem, a grid convergence study for the static displacement problem is carried out. The domain is meshed using triangular elements. The following five meshes are studied for increasingly higher mesh density:

- Coarse mesh, 20*2 elements and 33 nodes.
- First refinement, 40*4 elements and 105 nodes.
- Second refinement, 80*8 elements and 369 nodes.
- Third refinement, 100*10 elements and 561 nodes.
- Final refinement, 200*20 elements and 2121 nodes.

For all of the grids the simulation is initiated by exerting the same load on the right tip of the cantilever until the solution is converged. The percentage errors in the y displacement are shown in Figure 8.20. This percentage error is defined by \( perr = \frac{\Delta y}{Y} \), where \( \Delta y \) is the difference between computed displacement and analytical displacement under a given external force. \( Y \) is the analytical displacement. From this picture, the percentage errors of less than 1.5% for the second mesh and less than 0.1% for the final mesh are observed. Thus the second mesh is considered to be sufficiently accurate and is used for the rest of the analysis. Figure 8.21 shows the stress distribution in the equilibrium state.
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Table 8.6 Computational parameters for the 2D cantilever

<table>
<thead>
<tr>
<th>2D fixed-free cantilever computational parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Load, $F$</td>
<td>200 N</td>
</tr>
<tr>
<td>Length, $L$</td>
<td>20.0 m</td>
</tr>
<tr>
<td>Breadth, $b$</td>
<td>2.0 m</td>
</tr>
<tr>
<td>Density, $\rho$</td>
<td>2600.0 kg/m$^3$</td>
</tr>
<tr>
<td>Young’s modulus, $E$</td>
<td>10 MPa</td>
</tr>
<tr>
<td>Poisson’s ratio, $\nu$</td>
<td>0.0</td>
</tr>
</tbody>
</table>
Figure 8.20 Mesh refinements versus percentage error
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Figure 8.21 Direct and shear stress distribution in the equilibrium state for the static point loaded free-fixed 2D cantilever
In order to test the capability of this method for predicting dynamics of solid structures, we also perform a dynamic bending simulation for the fixed-free cantilever. We use a dynamic load, which is a sinusoidal function of time $t$:

$$F = 200 \sin(0.05t)$$  \hspace{1cm} (8.5)$$

With the other parameters as given in Table 8.6 and depth $d = 1.0 \text{ m}$, equation (8.4) also gives the maximum displacement in $y$ direction at the tip of the cantilever as 0.08 m. The simulation is kept running for a total of 2315 seconds. The cantilever tip displacement-time history in $y$ direction is then plotted in Figure 8.22, which has a maximum displacement of 0.081 m in good agreement with the analytic solution.
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Figure 8.22 Displacement history of the tip in $y$ direction for dynamic point loading on free-fixed 3D cantilever

Ymax = 0.066898
Ymin = -0.081088
8.2.1.2 Three-Dimensional Cantilever

The 2D problem studied in previous section is then extended to three dimensions and all of the computational parameters are given in Table 8.7.

Table 8.7 Computational parameters for the 3D cantilever

<table>
<thead>
<tr>
<th>3D fixed-free cantilever computational parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Load, $F$</td>
<td>1.0 MN</td>
</tr>
<tr>
<td>Length, $L$</td>
<td>20.0 m</td>
</tr>
<tr>
<td>Breadth, $b$</td>
<td>2.0 m</td>
</tr>
<tr>
<td>Depth, $d$</td>
<td>2.0 m</td>
</tr>
<tr>
<td>Density, $\rho$</td>
<td>2600.0 kg/m$^3$</td>
</tr>
<tr>
<td>Young’s modulus, $E$</td>
<td>17.8 GPa</td>
</tr>
<tr>
<td>Poisson’s ratio, $\nu$</td>
<td>0.3</td>
</tr>
</tbody>
</table>

Thus the static $\gamma$ displacement at the neutral axis of the tip given by equation (8.4) is about $-0.1124 \, m$, which provides an upper bound to the amplitude. Similar to the 2D simulation, the 3D statically loaded cantilever is first studied. The following three meshes are tested for grid convergence and multigrid studies:

- Coarse mesh, 2400 tetrahedral elements.
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- First refinement, 3200 tetrahedral elements.
- Final refinement, 10800 tetrahedral elements.

According to our results, the solutions for single grid and 3-level multigrid are identical. And from the numerical solution for the final mesh an amplitude error of 1.36% is observed. The tip displacement for this mesh turns out to be \(-0.11365\) m. Figure 8.23 shows the residual history and the convergence acceleration due to the 3-level multigrid method, which makes the convergence at least 3 times faster than single-grid solver in terms of CPU time.

Figure 8.23 Convergence rate acceleration given by 3-level MG method
CHAPTER 8 – NUMERICAL RESULTS AND DISCUSSION

Next we will study the performance of the scheme for simulating dynamic loading. The natural frequency of a fixed-free cantilever [28] is given by

\[ f = \frac{3.516}{2\pi L^2} \sqrt{\frac{EI}{\rho db}} \]  \hspace{1cm} (8.6)

where \( I \) is the moment of inertia in the plane or the second moment of area of the cantilever about the neutral axis [13] and is given by

\[ I = \int_{A} z^2 dA = \frac{db^3}{12} \]  \hspace{1cm} (8.7)

Using the same parameters in Table 8.7, from equation (8.6) and (8.7), the 3D fixed-free cantilever has a fundamental natural frequency of 2.1134 Hz with a period of oscillation of 0.4732 s. To capture the sinusoidal motion of the structure accurately, the time step for the solver is set to 0.05 s. The load is exerted on the initially un-deformed 3D cantilever and then kept until the static equilibrium state of the cantilever is reached, after which the load is suddenly removed. The calculated tip displacement history is depicted in Figure 8.24. The computed period is 0.4893 s, which again agrees well with the theoretical one. As pointed out by Slone in [28], for accuracy considerations, the updating of the cantilever grid in this study is based on the initial position and the total displacement.
method. In order to accelerate the convergence rate, the multigrid method is used for all of the 3D problems.

Figure 8.24 Tip displacement history in z direction for the point loaded fixed-free 3D cantilever, and 3-level MG method was employed. In the figure, the red curve represents the oscillation history of the beam undergoing an external force. The blue one represents the oscillation history of the beam when the external force is removed.

8.2.2 Three Dimensional Fixed-Free Cantilever Immersed in Fluid Flow
The basic configurations of the problem are shown in Figure 8.25 and the boundary conditions include an inflow boundary on the top of the domain, outflow boundary at the bottom and a non-slip wall boundary to which the cantilever is clamped. A symmetry plane is also used to divide the field into two halves because of its geometric symmetry. The fluid domain is meshed using 1,307,075 tetrahedral elements and the overall dimensions are: depth $d = 2.0$ m, breadth $b = 2.0$ m and length $l = 20.0$ m. The cantilever is meshed using 12,196 tetrahedral elements. The Reynolds number and inflow Mach number are set to $18.7 \times 10^5$ and $0.05$ respectively for this case. The material properties of the cantilever are: Young's modulus $21.0$ GPa, Poisson's ratio $0.3$ and density $2600$ kgm$^{-3}$. According to equation (5.3), the cantilever has a period of oscillation of 0.4356 second. The simulation time step is taken as 0.025s. The gravity force is also ignored in the simulation. The stress distribution in the cantilever in its final equilibrium state is shown in Figure 8.26 and the tip vertical displacement history is depicted in Figure 8.27, while the flow field in the final steady state is shown in Figures 8.28, 8.29 and 8.30 respectively. They show that while the beam is oscillating, a complex flow field is also developing under the beam and the wake region fluctuates with the beam accordingly.
Figure 8.25 Schematic three-dimensional free-fixed cantilever in fluid flow
Figure 8.26 Direct and shear stress distribution in the equilibrium state for the fixed-free cantilever immersed in fluid
Figure 8.27 Immersed cantilever tip vertical displacement history during the FSI process
Figure 8.28 V velocity contours in XY plane, $Re = 18.7 \times 10^5$
Figure 8.29 V velocity contours and streamlines in YZ plane, $Re=18.7*10^5$
Figure 8.30 Volume streamlines pattern depict the separation under the immersed cantilever, $Re=18.7 \times 10^5$.

A grid convergence study on this case was also performed. Four successively finer mesh sizes with 434,572, 921,586, 1,307,075, and 1,908,265 tetrahedron cells respectively are
used for error analysis, and the finest-mesh solution is considered to be the 'exact' solution. On all the grids the same physical time step ($\Delta t = 0.01T$) is employed in order to concentrate on the spatial resolution of the method. For all the grids, the $L_\infty$ and $L_q$ norms of the $u$-velocity errors are calculated as follows,

$$
\varepsilon^\infty_j = \max_{i=1,N} |u_i - \hat{u}_i|,
\varepsilon^q_j = \left[ \frac{1}{N} \sum_{i=1}^{N} |u_i - \tilde{u}_i|^q \right]^{1/q} \quad (j = 1, 4 \text{ is the coarsest grid}) \quad (8.7)
$$

where $\varepsilon^\infty_j$ and $\varepsilon^q_j$ are the infinity and $q$th error norms on the $j$th grid, $u_i$ is the $u$-velocity component at the $i$th node of the current mesh, and $\hat{u}_i$ is the interpolated 'exact' velocity field from the results calculated on the finest grid. $N$ is the number of grid nodes of current grid. The results of the grid convergence study are summarized in Figure 8.31, which shows the variation of the $L_\infty$, $L_1$ and $L_2$ norms of errors with grid spacing in logarithmic coordinates. The lines with slope one and two are also given as reference. It is evident from the figure that the method is second order accurate. To further demonstrate the accuracy of our method, we also use the Richardson estimation procedure to study the accuracy of the solver. Let $f^j$ denote the numerical solution on the $j$th mesh. Assume that the discrete solution is a $\gamma$-order approximation to its value $f^{\text{exact}}$, and the flow field is continuous and has no singularity points, then we have

$$
\gamma = \frac{\log \left( \| f^{(j)} - f^{(j-1)} \| / \| f^{(j-1)} - f^{(j-2)} \| \right)}{\log 2}
$$

(8.8)
where \( \| \| \) denotes an error norm (\( L_\infty \), \( L_1 \) or \( L_2 \)). If \( \gamma = 2 \) the solution is second-order accurate. We apply the above procedure for \( j = 4 \) (involving interpolation of solutions from \( j = 2, 3 \) to \( j = 4 \)) to calculate \( \gamma \) for successively refined meshes. And we use all three norms to compute the error and the results are summarized in following table, which strongly supports our assertion about the second-order accuracy of our method.

<table>
<thead>
<tr>
<th>Norm</th>
<th>Grids</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( j = 2, 3, 4 )</td>
</tr>
<tr>
<td>( L_\infty )</td>
<td>1.93</td>
</tr>
<tr>
<td>( L_1 )</td>
<td>2.18</td>
</tr>
<tr>
<td>( L_2 )</td>
<td>2.15</td>
</tr>
</tbody>
</table>

Table 8.8 Rate of convergence \( \gamma \) calculated for different error norms

To further demonstrate and evaluate the performance of the proposed basic structural solver, both the solver and a commercial solver (ANSYS 9.0) are used to simulate the equilibrium state of the point loaded 3D fixed-free cantilever as used in the above FSI calculation, with a load of 1.0 MN. The geometry and material properties of the cantilever remain the same. Using the given parameters, the theoretical value of the
vertical displacement of the tip is 0.0952381 m. Four meshes are tested here:

- Grid One, 3,950 tetrahedral elements;
- Grid Two, 6,412 tetrahedral elements;
- Grid Three, 12,196 tetrahedral elements;
- Grid Four, 19,183 tetrahedral elements.

Figure 8.32 shows a comparison of the computational times (CPU times on a SGI O3400 workstation) used by the proposed basic structural solver and ANSYS 9.0. It is found that the two solvers use almost the same amount of CPU time to make the residual drop to the same level ($R/R_0 = 10^{-5}$), with the current solver being slightly more efficient when the mesh density is increased. Figure 8.33 shows a comparison of grid convergence for the proposed solver and ANSYS 9.0. It can be observed that the current solver can produce faster convergence toward the exact solution than ANSYS. From the above comparisons, we can conclude that the proposed basic solver is comparable to established solvers in terms of efficiency and accuracy. With the use of multigrid, the efficiency will be significantly improved, as demonstrated in Section 8.2.1.2. For completeness, the comparisons of the first three mode shapes for point loaded cantilever beam between the two solvers are given in Figure 8.33.
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Figure 8.31 Convergence of the $L_\infty$, $L_1$ and $L_2$ error norms for the velocity field with an immersed fixed-free cantilever. Slope 1 and Slope 2 are the reference lines for 1-order and 2-order accuracy respectively.

Figure 8.32 Comparison of CPU times used by the two solvers.
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(a)

(b)

Mode 1

ANSYS
Current Solver
Figure 8.33 (a) Grid convergent comparison between the two solvers; (b), (c) and (d): First three fundamental mode shapes comparison between the two solvers. Note that in all pictures then beam is represented by its central line, and the displacements are normalized to unity.
8.3 SUMMARY

As presented in the previous two sections, a new method combining preconditioning, parallel unstructured MG method and a novel treatment of moving objects in fluids for efficient simulation of 3D unsteady compressible flows has been successfully developed and validated. The convergence of numerical solutions is found to be significantly improved with a combination of the preconditioning and unstructured MG methods. And the use of gauge pressure in pressure gradient terms is found to be important to eliminate round-off errors while the flow speed is very low. The parallel speed-up and efficiency of the method for both steady and unsteady flows are found to be reasonably good. The newly developed immersed membrane method is shown to work well with very large displacements of immersed moving objects. Compared with the immersed boundary method, this method allows sharp changes of fluid conditions across immersed thin structures without complicated and time-consuming interpolation and extrapolation. Results from a flow over a circular cylinder computed by the proposed method are found to agree well with existing numerical and experimental ones. Finally flow over an immersed membrane is calculated and results are compared with those with the membrane erected as a wall, and satisfactory agreement is observed. These studies demonstrate that the method proposed is an effective tool to solve 3D unsteady low-Mach-number compressible flows with arbitrarily moving objects. A novel 3D matrix-free implicit unstructured multigrid structural dynamic finite-volume solver has been successfully developed and validated. The convergence of numerical solutions is found to be significantly improved with the help of the implicit unstructured multigrid method. The efficiency and accuracy of the solver is fully validated using a point loaded
fixed-free cantilever, for which both 2D and 3D static and dynamic cases are thoroughly tested. Through the case involving a fixed-free cantilever immersed in fluid flow it is found that the current FV structural dynamic solver works well with our unstructured grid FV compressible fluid solver TETRAKE as well as the Immersed Membrane method [142]. These studies demonstrate the potential capability of the proposed method for large-scale complex fluid-structure interaction simulation.

To determine the overall accuracy of the proposed methods, we carried out a grid convergence study for a classic test problem, which is a three-dimensional analogue of the problem used by Gilmanov et al. [188]. In this case, we simulate flow induced by a sphere rotating at constant angular in a nearly incompressible, viscous. Benchmark solutions for this problem have been reported by Dennis et al. [189] who solved numerically the steady, axisymmetric Navier-Stokes equations in polar coordinates using a vorticity-stream function formulation. In our studies, the Reynolds number is set to Re=100, and we solve the full three-dimensional and unsteady flow problem with the sphere starting to rotate impulsively from quiescence relative to the stationary Cartesian coordinate system. Four uniformly spaced and successively finer mesh sizes are used for error analysis, and the finest-mesh solution is considered to be the ‘exact’ solution. The results of the grid convergence study are summarized in Figure 8.1, which shows the variation of the $L_\infty$, $L_1$ and $L_2$ norms of errors with grid spacing in logarithmic coordinates. The lines with slope one and two are also given as reference. It is evident from Figure 8.1 that the method is second order accurate. To further demonstrate the accuracy of our method, we also use the Richardson estimation procedure to study the
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accuracy of the solver as in [188]. The results are summarized in Table 8.1, which strongly supports our assertion about the second-order accuracy of our method. Further supporting results can be found in section 8.1.2 (Figure 8.5) and section 8.1.3 (Figure 8.7). As to the structural dynamic solver, grid-invariance studies were also performed in section 8.2, which also support our claim about its 2nd-order accuracy.

8.4 STEADY AND UNSTEADY AIR FLOWS BETWEEN TWO RIGID DISKS COROTATING IN A FIXED CYLINDRICAL ENCLOSURE

The flow field configuration of interest is shown in Figure 8.34. It consists of a pair of disks clamped co-axially on a central hub that rotates in a stationary cylindrical enclosure. Small aspect ratios are considered here since they are especially relevant to industrial and technical applications such as hard disk drives. The configuration of coaxial disks co-rotating in a cylindrical enclosure provides a useful model for investigating flows in the hard disk drives used as data storage devices in computers. A better understanding of the complex unsteady flows that arise in disk storage devices is essential for their improved design and repeatable operation. A disk storage system consists of a stack of equidistant, centrally clamped disks co-rotating in a non-axisymmetric enclosure. Electronic data are distributed along micron-sized circular tracks on the disk surfaces. Data transfer to and from the disks is accomplished by means of magnetic heads suspended at sub-micron distances from the rotating disk surfaces by rigid supports.
For the configuration with \( \Gamma = \frac{H}{(R_2 - R_1 + a)} \approx 0.186 \), past studies show that the
transition from axisymmetric two-dimensional steady flow to non-axisymmetric three-dimensional unsteady flow occurs approximately at $Re=23,150$, where $Re$ is the Reynolds number based on the disk radius, the tip speed of the disks, and the kinematic viscosity of the fluid. Below the critical Reynolds number, the steady flow solutions are characterized by a symmetrical pair of counter-rotating toroidal vortices in the cross-stream ($r$-$z$) plane. This secondary motion is driven by the radial imbalance between the outward-directed centrifugal force and the inward-directed pressure gradient force. Above this critical value the motion is unsteady and periodic, while the features of the cross-stream flow pattern are broadly preserved. The symmetry of the motion about the mid-plane is broken by alternating periodic crossings of the toroidal vortices. This instability is maintained through an interaction that arises between outward-directed fluid in the disk Ekman layers and inward directed fluid in the return core flow. Three-dimensional calculations presented in [199] at $Re=22,200$ and 44,400 show that the toroidal vortices acquire a time-varying sinuous shape in the circumferential direction. These calculations reveal circumferentially periodic reversals of the axial velocity component in the cross-stream plane, including the detached shear layer separating the region of motion in solid-body rotation near the hub from the potential core, in agreement with the flow visualization observations of Humphrey and Gor [200]. The wavelength of this oscillation is shown to be twice that of the circumferential velocity component which is responsible for the nodal distribution of axial vorticity. When plotted on the inter-disk mid-plane, the axial component of vorticity manifests itself as an even integer number, $2n$ ($n = 1, 2 ...$), of circumferentially periodic foci. In this study, the steady and unsteady unobstructed laminar flow of air between the two co-rotating disks is simulated using
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The proposed numerical procedure. The flow configurations with aspect ratio $\Gamma = 0.186$ and Reynolds number ranging from 4,400 to 44,400 are considered, corresponding to rotation rates ranging from 60 to 600 rpm. In the bulk of the calculations, the thickness of the disks is ignored ($b=0$). Nevertheless, a case corresponding to the experimental values of $b=1.91$ is also examined to evaluate the influence of such simplification. For the configurations of interest here, the grid nodes are distributed non-uniformly throughout the calculation domain in order to resolve the strongly sheared regions of the flow. These regions are: the Ekman layers along the respective disk surfaces, the shear layer along the fixed cylindrical enclosure wall, and the detached shear layer lying between the region of flow in solid body rotation and the fully three-dimensional potential core. Estimates of the location and size of these regions provided in References [194, 199 and 200] were used to construct the present grids. This approach permits an effective distribution of nodes while avoiding unnecessary refinement where velocity gradients are weak, e.g. in the solid body rotation region. Four meshes with different grid sizes are tested, with 802,546, 1,316,248, 1,798,149 and 2,348,149 tetrahedron cells respectively.

Due to limited computer time and storage, a grid convergence study was performed to determine the most appropriate mesh for the final test. Calculations are first performed in the configuration of Figure 8.34 for conditions of the experiment of Schuler et al. [197]. Radial profiles of the circumferential velocity component (tangent velocity component in the $u, v$ plane) calculated on the inter-disk mid-plane for $Re=4,440, 7,400, \text{ and } 14,800$ ($\Omega = 60, 100, \text{ and } 200 \text{ rpm}$), are compared in Figure 8.35 with the experimental data of Schuler. The calculations are started from a zero initial velocity condition, and allowed to
evolve in time until the steady-state solution is reached. As can be seen from the figure, the agreement between the measurements and the calculations is very good, with only very slight differences arising in the near wall region. The results of the last two meshes virtually coincide with each other. Notwithstanding, the remaining calculations reported here correspond to the third grid with 1,798,149 elements.

8.4.1 Three-Dimensional Steady Flow

Figure 8.36 shows contours of the velocity components, Mach number and temperature in the cross-stream \((r-z)\) plane for the speeds of rotation of \(Re=7400\) \((\Omega=100\text{ rpm})\). In the figure, the hub is the right boundary, the enclosure wall is the left boundary, and the disks are the top and bottom boundaries. In this simulation, we ignored the thickness of the disks. The structure of the flow is remarkably similar to that predicted analytically by Schuler et al [197].

![Graph showing velocity profiles](image-url)
Figure 8.35 Comparison between measurements and calculations of the circumferential velocity component along the inter-disk mid-plane for (a) $Re=4,440$ (60 rpm), (b) 7,400 (100 rpm), and (c) 14,400 (200 rpm). The results for the last two grids virtually coincide.
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An Ekman layer develops along the surface of each disk, starting at the radial location where the circumferential velocity profile first deviates from solid-body rotation (see Figure. 36). Analysis shows that the thickness of an Ekman layer, marked by an arrow in Figure. 36 (b), is of order $\delta_E = \left( \frac{\nu}{\Omega} \right)^{1/2}$ and uniform. The fluid forced radially outward in the Ekman layers is redirected in the axial direction along the enclosure wall, and then radially inward into the core of the flow about the inter-disk mid-plane, thus creating a pair of symmetrical, toroidally shaped, counter-rotating vortices. A thin shear layer with thickness also of order $\delta_E$, develops very near the fixed enclosure wall. The numerically calculated Ekman layer thicknesses are nearly uniform along with $r$, and in agreement with the above estimate for $\delta_E$, obtained by Schuler et al. The basic structure of the flow is relatively independent of the Reynolds number, also in agreement with the predictions of the theoretical analysis presented in that reference. Figure 8.37 shows the streamline patterns on the same plane. From which, a pair of symmetrical, toroidally shaped, counter-rotating vortices can be easily identified.
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Figure 8.36 Iso-contours of the velocity components, Mach number and Temperature on the r-z plane. Obtained from three-dimensional calculations for Re=7400. In figure (b), an arrow marks the thickness of an Ekman layer, estimated according to \( \delta_E = (v/\Omega)^{1/2} \).
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Figure 8.37 Streamline patterns on the r-z plane. A pair of symmetrical, toroidally shaped, counter-rotating vortices can be easily identified.

Results of current simulation in the form of contours of various flow variables on the inter-disk mid-plane are also shown in Figure 8.38.
Figure 8.38 Contours of $u$ and circumferential velocity components, pressure and temperature on the inter-disk mid-plane.
Section 8.4.2 Three-Dimensional Unsteady Flow

8.4.2.1 Case One: Re=22,200

In contrast to steady flow, the axisymmetric flow at Re = 22,200 oscillates periodically about the inter-disk mid-plane. Figure 8.39 shows the instantaneous flow field on the r-z plane at an instant in time. The oscillation develops without the imposition of a perturbation. Figure 8.40 shows the time variation of the dimensional circumferential, radial and axial velocity components at a monitoring point located on the inter-disk mid-plane. Due to the periodic change in sign of the axial velocity component with respect to the mid-plane, its frequency is half that of the other two velocity components and pressure which do not change sign. Power spectra of these time series (calculated using data for nondimensional time t > 100 only) reveal a pair of dominant frequencies in this flow, namely $2\pi f / \Omega = 10.42$ for radial and circumferential components, and $2\pi f / \Omega = 5.21$ for axial component.
Figure 8.39 (a) Circumferential velocity components; (b) Radial velocity components; (c) Axial velocity components and (d) Streamline patterns in the $r-z$ plane. Obtained from three-dimensional calculations for $Re=22,200$ ($\Omega=300\text{rpm}$) and $t=103$ second.
Figure 8.40 Time history of the dimensional circumferential, radial and axial velocity components, as well as the nondimensional parameter, pressure coefficient ($C_p$), at a monitoring point located on the inter-disk mid-plane ($r/R_z=1.0$). Obtained from three-dimensional calculations for $Re=22,200$ ($\Omega=300$rpm).
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Figure 8.41 compares unsteady three dimensional calculations of the mean and $rms$ (root-mean-square) circumferential velocity components on the inter-disk mid-plane at $\theta=0$, with corresponding measurements for $Re=22,200$. The mean velocity profiles are in reasonable agreement. However, although qualitatively similar, the calculated $rms$ profile is significantly smaller in magnitude than the experimental profile. The under-prediction of the velocity $rms$ by the current numerical procedure, and the higher predicted value of the Reynolds number for the transition to unsteady flow, can be attributed to several factors as discussed in [199]. First, the thickness of the disks is ignored in the calculations. The tip of a disk represents an additional source of instability for the flow ejected radially outward in the Ekman layer. Second, small but unavoidable imperfections in the disks, in the curvature of the enclosure wall, and in the relative orientation of various parts of the test section can induce perturbations in the experiment that result in higher $rms$ and lower critical speed of rotation for transition to unsteady flow than calculated numerically. Finally, numerical diffusion error tends to stabilize the calculated flow, making necessary the use of extraordinarily refined grids or higher-order low diffusion schemes to counteract this effect.
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Figure 8.41 Comparison between measurements (circles) and calculations (line with triangles) of the nondimensional circumferential velocity component (a) mean and (b) $rms$ along the inter-disk mid-plane for $Re=22,200$ ($\Omega=300$ rpm).

8.4.2.2 Case Two: Re=44,400

Three-dimensional calculations are performed for a configuration very similar to that investigated numerically by Humphrey et al. [199], in which the effects of the disk
rim-enclosure wall gap are considered but the thickness of the disks is neglected. The configuration is defined by setting R1=56.4 mm, R2=105 mm, a=2.7 mm, H=9.53 mm and b=0 in Figure 8.34, and fixing a symmetry boundary condition in the gap. The configuration has been calculated in this study for the same aspect ratio but different rotational speed (600 rpm, in this case corresponding to Re=44,400). Humphrey et al. predicted six foci in a converged calculation with Re=44,400. The calculation of this flow was performed using the previously calculated flow field shown in Figure 8.39 as the initial condition. With no perturbation applied to this initial flow field, the result after 0.1 second (one-third of a disk revolution) show little difference with the solution provided initially. Thus, a non-axisymmetric perturbation \( w_{\text{disk}} \) was applied in the form of a simulated wobble of the disks. The perturbation was imposed for 0.1 second and was circumferentially sinusoidal, with amplitude 5\% of the local disk speed: \( w_{\text{disk}} = 0.05Qr\sin\theta \). This axial velocity was applied in phase to both disks in such a way that global continuity was preserved. The result was an irregular (non-periodic) oscillatory flow field. The calculation was repeated with a quiescent fluid as an initial condition, and a similar irregular oscillatory flow was obtained. This ensured that the initial condition was not a factor in determining the fully developed flow.

Results of the present converged calculation in the form of instantaneous contours of the z-vorticity component, \( \omega_z \), on the inter-disk mid-plane are shown in Figure 8.42. (Here by converged we mean that the present flow acquired a steady periodic state with primary oscillation frequencies corresponding to \( 2\pi f/\Omega = 10.42 \) for the radial and circumferential velocity components and \( 2\pi f/\Omega = 5.21 \) for the axial). The contour
levels plotted are specifically selected to display the circumferentially periodic foci of axial vorticity described by Humphrey *et al.* [199].

Figure 8.42 Iso-contours of the axial vorticity component, $\omega_z$, on the inter-disk mid-plane from three-dimensional calculations for $Re=44,400$ (600 rpm). 6 positive foci (colored by red) can be clearly identified.
Figure 8.43 shows the three dimensional iso-surface of axial velocity component, which is color-contoured by Mach number. In this figure, the non-axisymmetric 3D flow structure is fully revealed.

Figure 8.43 Iso-surface of the axial velocity component, $u_z$, from three-dimensional calculations for $Re=44,400$.

Plots of the r-z cut-plane mesh and cross-stream flow field for an instant of time are
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shown in Figure 8.44 for the flow at Re=44,400.

Figure 8.44 Instantaneous plot of the cross-stream flow field from three-dimensional calculation for Re=44,400 (600 rpm). (b) Circumferential velocity components; (c) Radial velocity components; (d) Axial velocity components; (e) Mach number and (f) Pressure
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8.4.2.3 Effects of Disk-Enclosure Gap and Disk Thickness

Numerical calculations were also performed for the configuration shown in Figure 8.34, with $R_1 = 56.4$ mm, $R_2 = 105$ mm, $H = 9.53$ mm, $a = 2.7$ mm and $b = 1.91$ mm, in order to assess the effects of the disk thickness and rim-enclosure wall gap on the flow. These dimensions yield the same aspect ratio, $\Gamma \approx 0.186$, as the previous configuration with $a = 0$ and $R_2 = 107.7$ mm. Figure 8.45 shows the instantaneous flow field on $r-z$ plane at an instant in time. No significant discrepancies were found between these results and the former results shown above without considering the disk thickness. Except that the critical value of the Reynolds number for the flow transitioning to the unsteady region changes to about 15,000.
Figure 8.45 (a) Circumferential velocity components; (b) Radial velocity components; (c) Axial velocity components and (d) Streamline patterns on the r-z plane. Obtained from three-dimensional calculations for Re=15,000.
8.4.2.4 Remarks

Three-dimensional calculations performed for the unsteady laminar flow between a pair of disks corotating in a fixed cylindrical enclosure provide new insight for the interpretation of experimental observations and the improved understanding of this class of flows. The calculations results show good overall qualitative agreement with the experimental results available and reveal the instability phenomenon in the region near the curved enclosure wall, where the disk Ekman layers turn to collide against each other.

8.5 LARGE-EDDY SIMULATION OF AEROELASTIC FLUTTER FOR THE ONERA M6 WING IN THE TRANSONIC FLOW

In this case we study the flow over an ONERA M6 wing. It was tested in a wind tunnel at transonic Mach numbers (0.7, 0.84, 0.88 and 0.92) and various angles-of-attack up to 6 degrees by Schmitt and Charpin [202]. The Reynolds numbers were about 12 million based on the mean aerodynamic chord. The wind tunnel tests are documented in the AGARD Report AR-138 published in 1979 [202]. The ONERA M6 wing is a classic CFD validation case for external flows because of its simple geometry combined with complexities of transonic flow (i.e. local supersonic flow, shocks, and turbulent boundary layers separation). It has almost become a standard for CFD codes because of its inclusion as a validation case in numerous CFD papers over the years. To evaluate the accuracy of the steady aerodynamic solution, calculations for this wing are firstly carried out and compared to available experimental data. In this step, the wing body will be considered as a rigid solid and the structural domain will be ignored during the
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calculations. In reference [202], the ONERA M6 wing was tested throughoutly, and the pressures at various span-wise locations were recorded, which will be served as a main source of validation for the current study. Next, the former aerodynamic result is employed as the initial state in the full fluid-structure interaction simulation and the wing flutter will be predicted using the proposed method. The transonic flutter of the M6 wing has been extensively studied by many researchers [203-205] and numerous results are available for validation purpose.

8.5.1 Geometry and Calculation Parameters

The ONERA M6 wing, which is a swept, semi-span wing with no twist, has a leading-edge sweep angle of 30°, an aspect ratio of 3.8, and a taper ratio of 0.562. It uses a symmetric airfoil using the ONERA D section, which is a 10% maximum thickness-to-chord ratio conventional section. Figure 8.46 shows the geometric layout and some of the geometric properties of the wing. The values of the parameters for the steady aerodynamic and static aeroelastic calculations are as follows:

- Angle of Attack, $\alpha$ = 3.06°
- Angle of Side-Slip, $\beta$ = 3.06°
- Freestream Mach Number, $M_o$ = 0.8395
- Density of Air, $\rho_o$ = 1.223 kg/m³
- Freestream Velocity, $U_o$ = 285 m/s
- Root Chord, $c_r$ = 0.8059 m
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Reynolds Number, \( R_e \) = \( 11.72 \times 10^6 \)

Freesteam Temperature, \( T_{\infty} \) = 460.0° Rankine

Freesteam Pressure, \( P_{\infty} \) = 45.8299 psia

The computational domain is depicted in Figure 8.47 below. Three successively refined
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grids are used for the grid convergence study purpose:

Grid one 1,769,472 elements, 306,577 nodes
Grid two 3,566,552 elements, 604,583 nodes
Grid three 5,308,416 elements, 909,521 nodes

Figure 8.48 shows the grid about the tip of the wing. The grid is clustered about the wing surface to resolve the turbulent boundary layer.

Figure 8.47 Schematic of computational domain of the ONERA M6 wing
8.5.2 LES of Steady Aerodynamic Computation of M6 Wing

The computation is performed using the time-marching capabilities of TETRAKE to march to a convergent solution starting from a uniform initial solution tabulated above. Local time stepping is used at each sub-iteration to enhance the convergence rate. The flow is assumed to be in transitional regime. Figure 8.49, 8.50 and 8.51 show the convergence histories of the lift coefficients $C_l$ and the drag coefficients $C_d$, as well as the moment coefficient $C_m$ along z-axis, respectively. A mean lift coefficient $C_l$ and a mean drag coefficient $C_d$ are derived from the limited time samples. They are listed in Table 8.9, and show good agreements with other published results. Results for three different grids are tabulated for ease of comparison.

Figure 8.48 Computational grids near the tip of the ONERA M6 wing
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![Graph of drag coefficient](image1)

Figure 8.49 Time history of the drag coefficient of the ONERA M6 wing.

![Graph of lift coefficient](image2)

Figure 8.50 Time history of the lift coefficient of the ONERA M6 wing.
Table 8.9 Predicted mean Lift and Drag coefficients

<table>
<thead>
<tr>
<th>Grid Type</th>
<th>Mean Lift Coefficient</th>
<th>Mean Drag Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Finest Grid</td>
<td>0.1428</td>
<td>0.0084704</td>
</tr>
<tr>
<td>Intermediate Grid</td>
<td>0.1420</td>
<td>0.0084663</td>
</tr>
<tr>
<td>Coarse Grid</td>
<td>0.1347</td>
<td>0.0073866</td>
</tr>
</tbody>
</table>

Figure 8.51 Time history of the moment coefficient of the ONERA M6 wing.
Due to the fact that the computation on the intermediate grid (with 3,566,552 elements and 604,583 nodes) already gives satisfactory result, and in order to minimize the necessary computational time, this grid will be exclusively use in the following computation. All of the shown results hereafter are all corresponding to this mesh unless specified. The time averaged Mach number distribution on the symmetric plane and upper wing surface is shown in Figure 8.52. It shows that on the inboard region of the wing, the main shock is located slightly behind mid-chord. A leading edge shock at around $0.1c$ ($c$ is local chord length) is also observed.

Figure 8.52 Time averaged Mach number distribution on the symmetric plane and upper surface of the ONERA M6 wing.
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For a wing calculation, another piece of important information is the pressure coefficient on the wing surface. The chord-wise time averaged pressure coefficient distributions on the wing surface at seven span-wise locations (defined in Figure 8.46) are presented in Figure 8.53. The collected sample time mean pressure coefficients data at the same locations of the wing from referenced experiment [202] are also identified in the figures for ease of comparison. These figures show that the predicted pressure coefficient agrees well with the experimental result, which in turn exhibits the accuracy of proposed Immersed Membrane method as well as the LES modeling.
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(b).

(c).
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Figure 8.53 Time averaged pressure coefficients distributions on seven selected locations on ONERA M6 wing.
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The distributions of time averaged pressure coefficient, temperature and density on the symmetric plane and upper wing surface are shown in Figure 8.54.
Figure 8.54 Distributions of Time averaged pressure coefficient, temperature and density on symmetric plane and wing surface.
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Figure 8.55 shows the contours of the ratio between the test filtering width and grid filtering width on the symmetric plane. Figure 8.56 shows the time averaged streamline ribbons around the wing surface, where the symmetric plane and the ribbons are contoured by velocity magnitude.

Figure 8.55 Distributions of ratio between test filtering width and grid filtering width on symmetric plane.
8.5.3 LES of ONERA M6 Wing Flutter

The M6 wing flutter computation is based on the same flow parameters listed in the previous section and the intermediate grid. The immersed structural domain (represented...
CHAPTER 8 – NUMERICAL RESULTS AND DISCUSSION

by the ONERA M6 wing body) is meshed by 42,150 tetrahedron elements and 9,094 nodes. The wing surface is meshed with 7,868 boundary triangles. The structure material parameters are as follows:

Young’s Modulus, $E$ = $7.102 \times 10^{10}$ Pa
Material Density, $\rho$ = 2770.0 kg/m$^3$
Poisson’s Ratio, $\nu$ = 0.32

The simulation begins by employing the converged solution from the former computation as the initial solution for the flow domain and the initial wing velocity is zero (an initial tip displacement has been given). A fixed time step ($\Delta t = 0.05s$) is employed in the current simulation. Figure 8.57 shows the flutter responses of the ONERA M6 wing at $M_\infty = 0.8395$ and 3.06° angle of attack.
Figure 8.57 Flutter responses for ONERA M6 wing using intermediate grid at $M_a = 0.8395$ and $3.06^\circ$ angle of attack (Displacement in $y$ direction)
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While Figure 8.58 shows the time variation of lift and drag coefficients for the ONERA M6 wing during the flutter process.
As can be seen from the figures, the constant energy difference \((E_{tor} - W_E)\) is equal to the initial energy. This verifies that the energy exchange between the structure and the fluid satisfies the global conservation law for the total energy. We also find that the maximum tip displacement at leading edge is about 87.6\% of that at trailing edge, which means that the flutter of M6 wing is a composition motion of the first bending and first torsion mode while dominated by the former.
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Figure 8.59 shows the Mach number distributions on the upper surface of the M6 wing at three different moments \( t_1, t_2 \) and \( t_3 \) during the flutter. At \( t = t_3 \), the tip \( y \)-displacement of the wing reaches the maximum value.
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(a) $T = t_1$

(b) $T = t_2$
Figure 8.59 Instantaneous Mach number distributions at three different moments in one cycle of the wing flutter
CHAPTER NINE

CONCLUSIONS AND FUTURE WORK

This chapter concludes the thesis with a summary of the achievements and contributions of the present research work, which aims to develop efficient and accurate numerical methods for moving boundary and fluid-structure interaction problems in compressible fluid dynamic applications. This chapter will summarize the works based on the two main parts, namely, (i) the development and validation of the three-dimensional parallel Navier-Stokes compressible turbulent flow solver with the immersed membrane method for fluid-structure interaction phenomena, and (ii) the application of the developed solver to compute the steady and unsteady flows induced by two co-rotating disks in a fixed enclosure, and simulate the fluttering of the ONERA M6 wing immersed in high speed transition air flow. Finally this chapter proposes possible directions for future researches.
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9.1 CONCLUSIONS

In this work, a parallel unstructured multigrid preconditioned implicit solver for the simulation of fluid-structure interaction (FSI) between three-dimensional turbulent compressible flows and arbitrarily immersed elastic solid objects has been successfully developed. The novel feature of the solver is that it employs a unique combination of a parallel multi-grid scheme with low-Mach-number preconditioning and the immersed membrane method so that the FSI for very complex geometry can be efficiently simulated. The low Mach number preconditioning method has been used as a remedy to the ill-conditioned time-marching density-based algorithms to tackle the mixed flows with very low Mach-number regions embedded in regions of high Mach-number flows. A novel matrix-free finite-volume solver for structural dynamic has been successfully developed. It is designed to simply reuse the existing iteration algorithms and data structures available in the existing fluid solver for ease of integration. The fluid and structural solvers are loosely coupled through the introduction of IMM. IMM serves as an intermediator between the two models, which enables the fluid-structure interaction to be efficiently simulated. The numerical methods proposed are validated by a number of benchmark cases. The framework is then applied to analyze the air flow between two co-rotating disks in a fixed enclosure. And then, it is applied to simulate the aero-elastic fluttering of an ONERA M6 wing in transonic flow. The results show that the current numerical methods can efficiently simulate the moving boundary problems, as well as fluid-structure interaction problems with satisfactory accuracy. The main achievements are summarized in the following sections.
9.1.1 Development and Validation of Numerical Schemes and Algorithms

The 3D parallel-MG solver used in this work is developed from the finite volume scheme based on unstructured tetrahedral meshes for compressible flows. The inviscid convection flux is computed by employing 3rd order Roe's scheme in an edge-based manner, while the viscous flux is computed by employing a 2nd order Galerkin type formulation in a cell-based manner. The unsteady flow is calculated with a matrix-free implicit dual time stepping scheme. A five-stage Runge-Kutta time integration algorithm is used between each physical time step to march the numerical solution in pseudo time until convergence is reached.

The low Mach number preconditioning methods have been used to circumvent the convergence difficulties due to an inappropriate structure of the algorithms rather than the physics of the governing equations. At low Mach numbers a wide disparity in the magnitudes of the eigenvalues creates a stiff system, resulting in the need for an incompressible formulation. However, in many practical and important classes of engineering problems, mixed flows with very low Mach-number regions embedded in regions of high Mach-number ones exist. Therefore, incompressible formulation cannot be used and traditional time-marching density-based schemes suffer from convergence deterioration. Hence, preconditioning extends the applicability of the high-speed flow algorithms into the very low Mach number flow regions by rescaling the eigenvalues of the governing equations. Unfortunately promising characteristic methods based on the continuous system of equations do not always perform very well when implemented in a practical flow solver, especially for realistic test cases involving...
stagnation points. It must be noted that, in general, the use of most low-speed preconditioners are plagued by robustness issues, mainly arising from the problem of stagnation points. We have found that in order to obtain high rates of convergence in a robust fashion one needs to pay attention to a number of specific issues, including the selection of the slope limiter for the MUSCL Interpolation, the values of coefficients and parameters, and most importantly, the form of the entropy fix (for shock capture problems) and the formulation of the Roe average matrix.

The computation of complex turbulent flows of practical interest to engineers continues to be a challenge. The Large-Eddy simulation has been chosen to calculate the possible arising turbulent phenomena in this study. Despite its inherent superiority compared to other techniques for turbulence modeling, several issues have impeded the application of LES to practical problems. Firstly, non-periodic inflow and outflow boundary conditions that can sustain a realistic turbulent simulation have been elusive. Simulations have had to rely on periodic boundary conditions, where turbulence exiting the domain is fed back into the inlet the domain. Secondly, there are many deficiencies in the subgrid-scale (SGS) modeling. The present available models tend to break down for complex geometries and do not work well with low-order numerical schemes. Furthermore, such models have not been developed or adequately evaluated for many SGS contributions to the compressible form of the filtered energy equation. In this work, a compressible dynamic form of Smagorinsky SGS model has been implemented to calculate the SGS stress tensor. This model relies upon the Germano identity, which has been generalized in order to be applied to other subgrid-terms arising in the filtered energy equation. Furthermore, an improved formulation of the dynamic mixed model has been proposed for better representing the backscatter of turbulence energy which
has been proven to be important for compressible flows. The unstructured grid filtering was adapted from a new filtering approach based on the least-squares technique. This approach can filter a function to any given level of commutation error on unstructured grids. When used together with IMM, to avoid complex modifications of the filtering operator at the vicinity of the fluid-structure interface, a linear reconstruction procedure similar to that used for the velocity field is also applied for turbulent viscosity $\mu_t$ and Prandtl number $Pr_t$. As shown in the test case of ONERA M6 wing reported in Chapter 8, the proposed dynamic SGS models give satisfactory answers.

In many engineering applications, there is an emerging need to model multiphysics problems in a coupled manner. As another end product of this study, a novel matrix-free structural dynamic finite-volume solver has been successfully developed and validated. It is designed to simply reuse the existing iteration algorithms and data structures available in our fluid solver for ease of integration. The convergence of numerical solutions is found to be significantly improved with the help of the unstructured multigrid method. The efficiency and accuracy of the solver is fully validated using a point loaded fixed-free cantilever, for which both 2D and 3D static and dynamic cases are tested. It should be noted that the approach proposed in this work belongs to a special class of cell-vertex methods that employ non-overlapping control volumes. It should also be noted that the approach is different from previous non-overlapping FV methods in that we do not utilize shape functions at all and we have developed an effective implicit unstructured multigrid method for fast solution convergence.

With the aim of coupling the fluid and structural solvers in an efficient manner, the immersed membrane method (IMM) is developed in this work. IMM is adopted so that
no mesh update is required and allowance of capturing accurate ‘jump’ conditions across the immersed structure surface is possible. Thus more accurate cross-structure fluid conditions can be captured without smoothing procedures. The influence of the structure on ambient fluids is conveyed by enforcing the velocity continuity condition along the fluid-structure interface. And the enforcement of velocity continuity is implemented by the one-sided linear extrapolations of flow variables for ghost nodes along cell edges only. With the ghost fluid nodes, the conventional mesh update strategies, such as re-meshing or Arbitrary Lagrange-Euler (ALE) techniques, are consequently avoided. Hence, the computational cost for mesh treatment is greatly reduced. This method is unique in two main aspects compared with existing methods using ghost nodes: (i) Extrapolation of ghost values along fluid mesh edges instead of surface-normal directions of the structural wall. The surface normal vector of the structural wall is difficult to find, besides one also has to find out the intersection points between the normal vector and the 3D unstructured fluid mesh. Consequently no complicated interpolations to distribute interface conditions to nearby fluid nodes are required; (ii) Multiple ghost nodes are used for the same fluid node. The use of a particular value depends on the edge being considered. The implementation of multiple ghost nodes increases the accuracy of the method. Many efforts have been made to enhance the numerical stability and accuracy of proposed schemes, while performing the moving boundary simulations. Special treatment has been introduced during the ghost value extrapolation process to avoid extremely big unrealistic ghost values. The 3rd-order one-side MUSCL like flux computation is also adopted to further increase the overall accuracy. Level-based treatment for freshly cleared fluid nodes is developed to avoid unphysical solutions in the moving boundary simulations.
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A parallel-MG solver has been successfully developed to accelerate the convergence rate, and at the same time, to reduce the time for simulating turbulent flows with complex geometries and without very large single processor memory requirements in sequential processing. This is demonstrated by various test cases listed in chapter 8. The numerical solutions obtained for all these cases show good agreement with published numerical results, as well as others’ experimental measurements. For steady flow computation, the number of physical time steps and CPU time using the MG method are significantly reduced compared with SG one.

9.1.2 Applications to Rotating-Disk Flow and Aeroelastic Wing

Flutter

To demonstrate the capability of the methods for simulating high-speed swirling flow, the developed solver is used to compute steady and unsteady flows between two rigid disks co-rotating in a fixed cylindrical enclosure. The computational configuration consists of a pair of disks clamped co-axially on a central hub that rotates in a stationary cylindrical enclosure. Small aspect ratios are considered here since they are especially relevant to industrial and technical applications such as hard disk drives. A better understanding of the complex unsteady flows that arise in disk storage devices is essential for their improved designs and repeatable operations. In this study, the air flow between the two co-rotating disks is simulated using proposed numerical procedure. The flow configurations with aspect ratio $\Gamma \approx 0.186$ and Reynolds number ranging from 4,400 to 44,400 are considered, corresponding to rotation rates ranging from 60 to 600 rpm. In the bulk of the calculations, the thickness of the disks is ignored ($b=0$). Nevertheless, a case corresponding to the experimental values of $b=1.91\text{mm}$ is also
examined to evaluate the influence of such simplification. For the configurations of interest here, the grid nodes are distributed non-uniformly throughout the calculation domain in order to resolve the strongly sheared regions of the flow. These regions are: the Ekman layers along the respective disk surfaces, the shear layer along the fixed cylindrical enclosure wall, and the detached shear layer lying between the region of flow in solid body rotation and the fully three-dimensional potential core. As exhibited in the low Reynolds number calculation (Re=4,400), an Ekman layer develops along the surface of each disk, starting at the radial location where the circumferential velocity profile first deviates from solid-body rotation. Analysis shows that the thickness of an Ekman layer, marked by an arrow in each insert, is of order $\delta_E \approx \left( \frac{\nu}{\Omega} \right)^{1/2}$ and uniform.

The fluid forced radially outward in the Ekman layers is redirected in the axial direction along the enclosure wall, and then radially inward into the core of the flow about the interdisk midplane, thus creating a pair of symmetrical, toroidally shaped, counterclockwise rotating vortices. A thin shear layer with thickness also of order $\delta_E$, develops very near the fixed enclosure wall. The numerically calculated Ekman layer thicknesses are nearly uniform with radial relative position, and in agreement with the above estimate for $\delta_E$, obtained by Schuler et al [197]. The basic structure of the flow is relatively independent of the Reynolds number, also in agreement with the predictions of the theoretical analysis presented in that reference. The calculations of higher Reynolds number (Re=22,200 and Re=44,400) reveal an instability in the region near the curve enclosure wall. The cross-stream flow oscillations calculated when Re>22,200 can be explained as follows. Assume that at a particular instant in time the inward-directed radial jet is nearer the top disk. As a result, fluid with a smaller circumferential component of momentum is brought closer to the top Ekman layer, increasing the axial gradient of circumferential velocity there. At the same time, since the jet is farther away from the
lower disk, the gradient of circumferential velocity near the bottom Ekman layer decreases. Because the axial gradient of circumferential velocity determines the intensity of the radial flow in the Ekman layers, the radial flow in the top Ekman layer will increase, relative to that in the lower layer. This intensified radial flow is redirected axially along the enclosure wall to displace the stagnation point and the radial jet downward, toward the bottom disk. Once jet is located below the geometrical symmetry plane, the same mechanism will operate in reverse to raise the jet. These calculations show that the current proposed methods are accurate enough to simulate the high-speed swirling flow.

To further demonstrate the capability of simulating the FSI phenomena, the developed solver is then used to predict the aeroelastic fluttering of ONERA M6 wing. To evaluate the accuracy of the steady aerodynamic solution, calculations are firstly carried out and results obtained are compared to available experimental data. In this step, the wing body will be considered as a rigid solid and the structural domain is ignored during the aerodynamic calculations. Next, the steady aerodynamic result is employed as the initial condition and the full FSI simulation is then carried out and the wing flutter predicted using the proposed method. As demonstrated by the numerical results shown in the previous chapter, a mean lift coefficient $C_l=0.1428$ and a mean drag coefficient $C_d=0.0084704$ are derived from the limited time samples. The Mach number distribution on the symmetric plane and upper wing surface shows that on the inboard region of the wing, the main shock is located slightly behind mid-chord. A leading edge shock at around $0.1c$ ($c$ is local chord length) is also observed. The collected sample time mean pressure coefficients data at the same locations of the wing as in the experiment [202] are also calculated. It is shown that the predicted pressure coefficient
agrees well with the experimental result, which in turn exhibits the accuracy of proposed Immersed membrane method as well as the LES modeling.

In summary, the developed Navier-Stokes solver as well as structural dynamic solver coupled by the proposed immersed membrane method is very efficient and robust in solving moving rigid and elastic body problems with FSI in 3D unsteady flows. In this work, the proposed numerical models are found to give a reasonably accurate representation of the dominant flow patterns between co-rotating disks in a fixed enclosure. And the solver is found to be an effective computational tool to predict aeroelastic wing fluttering. All of these achievements serve as the first step in an effort to develop a high performance computational tool that hopefully can be used in the rational design and test of new rotating machineries.

9.2 FUTURE WORKS

In the present work, a high performance computational tool based on a parallel-unstructured unsteady Multigrid Navier-Stokes compressible solver with the immersed membrane method for fluid-structure interaction problems has been developed and validated. However, in the course of the work, several problems regarding the developments of numerical methods and algorithms are identified, which deserve future attentions as listed below:

(1) Complex geometrical configurations and existence of very small gaps, together with high-speed swirling turbulent flows pose a big challenge to the author while he simulate disk flutter in hard disk drives. Despite the fact that IMM is
designed to handle the complex configuration with the existence of non-symmetric geometry, further enhancements will still be needed to remove instabilities introduced by the small gaps as well as the thin rotating disks. In this study, the immersed disks are all treated as rigid bodies. The extension to simulate fully fluid-structure interaction is one of his future works.

(2) Large Eddy Simulation (LES) has been implemented as a versatile simulation tool to treat all flow conditions including laminar, turbulent flows and flows with laminar-to-turbulence transition. The incorporation of LES in compressible solvers is currently an active research area, which is still in its early stage. The numerical stability is still a problem, especially for solvers employing unstructured meshes. Due to the limitation of time and computational hardware, the newly developed SGS models as well as the adopted explicit filtering operator are not validated in a systematic manner. The grid utilized in the LES computation of ONERA M6 wing case is far from enough fine to capture the turbulence detail accurately, such as the instantaneous spanwise and streamwise vorticity components. These works need further efforts.

(3) The biggest challenge in this study while simulating the FSI problems is how to couple the two modules (fluid solver and structural solver) and synchronize them. Due to the differences in physics and scales, the time step limitation poses a big problem to us. Further improvements may be necessary for the structural solver to alleviate its time step restriction.
(4) Currently what is proposed can be applied to simulate the FSI cases with relatively small structural displacements. We need to make sure that the structure will not move out of the priorly refined region. Failing to ensure this may lead potential problems, for example, the inaccurate capturing of flow patterns inside boundary layers. Incorporation of the capability to handle large structural displacements is currently in progress. Take the Figure 9.1 for example; the basic idea is to employ three separated grids to deal with the problem associated with the extremely fine grid requirement in the boundary layer regions. Besides the background fluid mesh and the structural mesh, we further introduce an overlapping mesh, which is moving along with the structural mesh. This overlapping mesh could be fully refined to resolve the boundary layer around the structure. In every sub-iteration, the flow condition is firstly transferred from the fluid mesh to the overlapping mesh using higher-order interpolation scheme. Then the IMM scheme is applied between the overlapping mesh and the structure mesh. Next, the flow governing equations are solved on the overlapping mesh. Finally, the new flow condition is transferred back to the background fluid mesh. This method is currently under development.
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Figure 9.1 Demonstration of overlapping grid in IMM method dealing with the boundary layer around the structure; this method make it possible to simulate the FSI involving large deformation of structure.
APPENDIX

Preconditioning Matrix Definition [61]

\[
\Gamma_1 = \begin{pmatrix}
1/\beta' y T' & 0 & 0 & 0 & -\rho / T' \\
u/\beta' y T' & \rho & 0 & 0 & -\rho u / T' \\
v/\beta' y T' & 0 & \rho & 0 & -\rho v / T' \\
w/\beta' y T' & 0 & 0 & \rho & -\rho w / T' \\
H / \beta' y T' - 1 & \rho u & \rho v & \rho w & \rho [\gamma / (\gamma - 1) - H / T']
\end{pmatrix}
\]

Where:

\[
\gamma = C_p / C_v \\
c^3 = \gamma p / \rho \\
T' = p / \rho = c^3 / \gamma \\
H = (\rho e + p) / \rho \\
\beta' = \beta / [1 + (\gamma - 1) \beta]
\]

Noted that \( \Gamma_1 \) is a rank one modification of \( M \) (which is defined in the main body) allows one to easily compute the matrix products \( \Gamma_1^{-1} M \) and \( M^{-1} \Gamma_1 \) (which will be needed) via the Sherman-Morrison-Woodbury formula.

The general preconditioned Jacobian matrix is:
\[ \hat{H}_p = \Gamma_0^{-1} H_p = \Gamma_0^{-1} \frac{\partial F}{\partial W_p} = \]

\[
\begin{bmatrix}
\beta U & \rho \beta T \nu_x & \rho \beta T \nu_y & \rho \beta T \nu_z & 0 \\
\nu_x / \rho & U & 0 & 0 & 0 \\
\nu_y / \rho & 0 & U & 0 & 0 \\
\nu_z / \rho & 0 & 0 & U & 0 \\
U(\gamma - 1)(\beta - 1)/(\rho \gamma) & (\gamma - 1) \beta T \nu_x & (\gamma - 1) \beta T \nu_y & (\gamma - 1) \beta T \nu_z & U
\end{bmatrix}
\]

Where \( U = n_x u + n_y v + n_z w \), with \( n_x, n_y, n_z \) are the unit normalized vectors. The eigenvalues of \( \hat{H}_p \) are

\[ \lambda(\hat{H}_p) = \left( \lambda_0 = U, \lambda_0 = U, \lambda_0 = U, \lambda_{1,2} = \frac{(\beta + 1)U \pm S}{2} \right) \]

where: \( S = \sqrt{U^2 (\beta - 1)^2 + 4 \beta c^2} \)

The right eigenvectors of \( \hat{H}_p \) are:

\[ X_{\hat{H}_p,R} = \]

\[
\begin{bmatrix}
0 & 0 & 0 & (\beta U - \lambda_2)S & (\lambda_1 - \beta U)S \\
0 & -n_z & n_y & n_z(\rho S) & -n_x(\rho S) \\
n_z & 0 & -n_z & n_y(\rho S) & -n_y(\rho S) \\
n_x & n_z & 0 & n_z(\rho S) & -n_z(\rho S) \\
n_x & n_y & n_z & (\gamma - 1)(\beta U - \lambda_2)/(\gamma \rho S) & (\gamma - 1)(\lambda_1 - \beta U)/(\gamma \rho S)
\end{bmatrix}
\]

And the corresponding left eigenvectors matrix is given by:
### APPENDIX

\[
X_{\tilde{\rho}, L} = \\
\begin{bmatrix}
-\frac{(\gamma - 1) n_x}{\gamma p} & 0 & n_z & -n_y & n_x \\
-\frac{(\gamma - 1) n_z}{\gamma p} & -n_z & 0 & n_x & n_y \\
-\frac{(\gamma - 1) n_y}{\gamma p} & n_y & -n_x & 0 & n_z \\
1 & \rho (\lambda_1 - \beta U) n_x & \rho (\lambda_1 - \beta U) n_y & \rho (\lambda_1 - \beta U) n_z & 0 \\
1 & \rho (\lambda_2 - \beta U) n_x & \rho (\lambda_2 - \beta U) n_y & \rho (\lambda_2 - \beta U) n_z & 0
\end{bmatrix}
\]
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