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Summary

A real-time communication requires a video coding strategy with high compression ratio to achieve the best video quality at a given bitrate, small buffer for low-delay interactive communication, low computing complexity for easy implementation with personal video application terminals (e.g. handphone and PDA), and high scalability to provide an embedded bitstream with adaptive capability for various video quality, frame rate and spatial resolution. This thesis investigates the existing video coding standards, especially the newest H.264/AVC and its scalable extension. To produce the best visual quality of the reconstructed video with a given coding resource constraint and help meet the requirements of real-time communication, three aspects of resource allocation are considered in this thesis.

The first aspect is bit allocation to regulate the generated bitstream at a given bandwidth and to prevent the buffer from overflowing and underflowing. This could be realized with an efficient rate control scheme. After analyzing the problems (inaccurate mean absolute difference (MAD) prediction and inaccurate texture bits prediction) of the existing rate control scheme for H.264/AVC, a rate control scheme with adaptive MAD prediction and sum bits R-Q model is proposed for low delay application of H.264/AVC standard.
Summary

The second aspect of this thesis is region-of-interest (ROI) based resource allocation. Most of the video encoders give equal importance to every part of the video regardless of its relative importance to the human visual system (HVS). However, in many video applications, clients might pay more attention to the region of their interest, so more coding resources, including bits and computing power, should be allocated to the parts that will capture more visual attention. An ROI based resource allocation scheme for H.264/AVC standard is developed in this thesis. With the direct frame difference and skin-tone information, the ROI could be detected quickly. Then the ROI based bits allocation is achieved by adjusting the quantization parameter with rate control process, and the computing power allocation is realized by adaptively adjusting other coding parameters, such as the candidates for mode decision, the number of referencing frames, the accuracy of motion vectors and the search range of motion estimation, according to the relative importance of each MB. Moreover, to achieve a decoding-friendly encoder, the decoding complexity could also be optimized at the encoder side by utilizing an ROI based rate-distortion-complexity (R-D-C) cost function. In this way, the encoding resources could be allocated properly and the overall subjective visual quality could also be improved.

The third aspect is bit allocation of rate control for scalable video coding. The bit allocation for fixed bitrate coding and buffer control are also required at the scalable enhancement layers. This thesis presents a rate control scheme for H.264/AVC scalable extension. With our algorithm, the rate control for all the SNR (quality), spatial, and temporal enhancement layers could be achieved. The encoder could encode all the scalable layers into bitstreams with fixed bitrates, and the buffer is well controlled by our scheme to prevent its overflowing and underflowing.
Summary

In comparison to the existing video coding schemes, the video coder with our proposed resource allocation strategy achieves better subjective and objective visual quality, the coding complexity of the video coding system is also significantly reduced, and the buffer is well controlled for low delay real-time application.
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Chapter 1

Introduction

1.1 Background

The demands for multimedia services are rapidly increasing and the expectation of the quality for these services is becoming higher. To attain the highest possible quality and to be free from noise and waveform distortion during transmission and storage, analog signals (such as speech, audio, images, and video) should be sampled and digitized to digital data for transmission/recording and reconstructed at the receiving ends. However, the volume of these directly digitized data is usually huge. Although the technology is continuously pushing up the bandwidth capacity and reducing the transmission or storage cost, the channel bandwidths and storage capacities are still limited and relatively expensive in comparison with the volume of these raw digital data. To make all the digital services feasible and cost effective, data compression is desired. All the digital signals carry redundant information and could be compressed by removing these redundancy for efficient use of bandwidth at the lowest possible cost.

In the area of data compression, video coding have attracted a lot of attention due to many challenging research topics and immediate or potential applications [1],
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such as video conferencing, videophone, video on demand, high definition television (HDTV), interactive TV, telemedicine, etc. Video compression is the basic technology for these video applications, and it is achieved by removing the redundancy from the original video sequence. There are three kinds of redundancy within the digital video data: temporal redundancy, spatial redundancy and statistic redundancy. The temporal redundancy could be explored by either the traditional motion estimation and motion compensation technique of MPEG standards [2] or the recently proposed motion compensated temporal filtering (MCTF) [3] [4]. The spatial redundancy could be reduced by transform coding, such as discrete cosine transform (DCT) [5] and discrete wavelet transform (DWT) [6]. The statistic redundancy could be removed by entropy coding methods, such as Huffman coding [7], arithmetic coding [8] and run-level coding (RLC) [9].

With the development of video coding technology, the coding efficiency is improved significantly. The H.264/AVC is the latest international video coding standard which could achieve a significant improvement in rate-distortion efficiency. The H.264/AVC could provide half bit-rate savings when compared with MPEG-2 [10] which is the most common standard used for video storage and transmission, and the compression gain of H.264/AVC over H.263 [11] is in the range of 25% to 50% due to different type of applications. However, such improvement is achieved at the expense of extremely high computing complexity caused by the newly adopted technologies in H.264/AVC.

Besides the coding efficiency, to satisfy the increasing demands of video streaming over computer networks, the transmission of video over heterogeneous networks should be more reliable, which requires efficient coding, as well as scalability to different client capabilities, system resources, and network conditions [12]. For example, clients may have different display resolutions, systems may have different
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caching or intermediate storage resources, and networks may have various bandwidths, loss rates, and best-effort or quality of service (QoS) capabilities. Scalable video coding has been proposed to increase the adaptability of video coding system for various networks and client conditions. There are many applications that require scalable video coding: Internet video, wireless LAN video, mobile wireless video for conversational, video on demand (VOD), live broadcasting purposes, end-to-end Internet/wireless video delivery, multi-channel content production and distribution, storage applications, multi-point surveillance systems, and so on. Highly scalable coding is intended to accommodate decoding for various video applications with diverse needs in resolution, video quality and frame rate. The scalable functions provided in the H.264/AVC scalable extension include SNR (quality) scalability, spatial scalability, temporal scalability and combined scalability.

1.2 Motivations

With the fast development of video communication technology, real-time multimedia services, such as live video broadcasting, video telephony and video conferencing, have become important components of daily communication [13]. This kind of real-time communication requires a video coding strategy that can provide feasible solutions to the following problems:

(a) How to encode the video sequences into bitstreams with given bitrates?

(b) How to control the buffer to prevent it from overflowing and underflowing?

(c) How to improve the subjective visual quality with concern of the human visual system?

(d) How to reduce the computing complexity for easy implementation of the video
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coding system with personal video application terminals (e.g. handphone and PDA)?

(e) How to solve the problems stated in (a) and (b) for scalable video coding?

The motivations of the research in this thesis are to address these problems from the following three aspects:

(1) **Bit allocation of Rate Control for H.264/AVC:**

   The motivation of this part is to solve the problems (a) and (b) stated above. Bit allocation of rate control has played an important role in video services, especially for real-time communication. In many video applications, the compressed video signal is to be delivered through constant bitrate channels, but the information within each frame is inherently compressed into variable bits. Due to the complex video encoding process, it seems not feasible to adjust only the encoding parameters to allocate extremely accurate fixed bits to every encoded frame. Therefore, one buffer should be added between the video encoder and the transmission channel to regulate the bitstream before transmission. With a proper rate control strategy, the encoding parameters could be adjusted to prevent the buffer from overflowing and underflowing. This is important because buffer overflowing and underflowing will cause frame skipping and wasting of channel resource, respectively.

   Every video coding standard has its own rate control technique, such as TM5 [14] for MPEG-2 [10], TMN8 [15] and TMN12 [16] for H.263 [11] [17], VM8 [18] [19] for MPEG-4 Visual part 2 [20], JVT-G012 [21] for H.264/AVC [22] and so on. The rate control for H.264/AVC is more difficult than that for MPEG-4 Visual part 2. This is because the quantization parameter (QP) is used for both rate control and rate distortion optimization (RDO) [23]. That
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is to say, the statistic information of residual data (mean absolute difference (MAD)) needed by the rate control algorithm is available only after the RDO has used a QP value to generate it. To solve this QP-MAD dilemma, Li et al. [21] suggested an estimate for MAD based upon the available information of the previous frames. It is a temporal linear model for MAD prediction. The temporal linear model assumes that the statistic information varies gradually from frame to frame. However, if a scene change or high motion occurs, information collected from the previous frames is no longer useful and the temporal linear model fails to predict an accurate MAD. In that case, the rate control result degrades significantly. Meanwhile, in H.264/AVC, the amount of non-texture bits fluctuates with unpredictable property and a higher percentage is required than that of the previous standards (MPEG-1, MPEG-2, H.261, H.263), especially at low bitrates [24]. So the amount of non-texture bits of the current basic unit cannot be simply predicted from the recent encoded basic units, and the error from the simple prediction of non-texture bits will impair the final rate control result. Therefore, we should investigate a more robust bit allocation strategy with better rate control result to overcome the inaccuracies in MAD prediction and non-texture bits estimation.

(2) Region-Of-Interest (ROI) based resource allocation for H.264/AVC:

The main objective of this part is to solve the above stated problems (c) and (d).

Most of the available video encoders allocate bits [14–16,18,19,21] or computing power [25–32] with equal importance to every part of the video regardless of its relative importance to the human visual system (HVS). However, in many video applications, clients might pay more attention to the region of their interest, so more coding resources including bits and computing power
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should be allocated to parts that will attract more visual attention. With the ROI based coding resource allocation, the subjective visual quality could be improved with concern of the human visual system, and the computing complexity could be reduced for easy implementation.

(3) Bit allocation of rate control for H.264/AVC scalable enhancement layers:
The main focus in this part is to solve problem (e) mentioned earlier. Besides H.264/AVC, bit allocation of rate control is also desired for all the SNR, spatial, and temporal enhancement layers. In the current JSVM reference software [33], there is no rate control mechanism for each scalable layer. We could extend our bit allocation strategy for H.264/AVC rate control to the scalable enhancement layers, by taking into account the compression method used for spatial enhancement, temporal enhancement, as well as SNR enhancement layers.

1.3 Major Contributions

The major contributions of this thesis are as follows:

(i) Proposal of a bit allocation scheme for H.264/AVC rate control:
A switched mean absolute difference (MAD) prediction scheme is introduced to enhance the traditional temporal MAD prediction model, which is not suitable to predict abrupt MAD fluctuation. Moreover, an accurate sum bits R-Q model is also formulated to describe the relationship between the total amount of bits for both texture and non-texture information and quantization parameter (QP), so that the negative effect caused by inaccurate non-texture bits estimation is removed. By exploring the relationship between the PSNR
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and QP value, our proposed sum bits R-Q model could further optimize the QP calculation at the MB level. When compared with the bit allocation scheme JVT-G012 [21] which is adopted in the latest JVT H.264/AVC reference model JM9.8, our algorithm could reduce the mismatch between actual bits and target ones by up to 75%. To meet the low delay requirement, the buffer is better controlled to prevent it from overflowing and underflowing. The average luma PSNR of reconstructed video is increased by up to 1.13dB at low bitrates, and the subjective video quality is also improved.

(ii) Development of ROI based resource allocation schemes for H.264/AVC:

Due to the complexity of H.264/AVC, it is very challenging to apply this standard to design a conversational video communication system. This problem is addressed in this thesis by using ROI based bit allocation and computing power allocation schemes. In our system, the ROI is first detected by using the direct frame difference and skin-tone information. Several coding parameters including quantization parameter (QP), candidates for mode decision, number of referencing frames, accuracy of motion vectors and search range of motion estimation are adaptively adjusted at the MB (macro-block) level according to the relative importance of each MB. Subsequently, the encoder could allocate more resources such as bits and computing power to the ROI, and the decoding complexity is also optimized at the encoder side by utilizing an ROI based rate-distortion-complexity (R-D-C) cost function. The encoder is thus simplified and decoding-friendly, and the overall subjective visual quality can also be improved. When compared to the latest H.264/AVC reference model JM9.8, our simplified encoder can be used to achieve much better subjective visual quality with comparable PSNR value. The mismatch between the actual frame bits and the target ones is reduced by up to 80%.
Meanwhile, our proposed encoder could save the motion estimation time by up to 73%, save the overall coding time by up to 63% and reduce the decoding interpolation complexity by up to 48%.

(iii) **Presentation of a bit allocation scheme of rate control for H.264/AVC scalable extension:**

Based on our new result for H.264/AVC rate control, a switched model is proposed to predict MAD by the available MAD information from the previous frame of the current layer and the current frame of the previous layer. Thus, abrupt MAD fluctuations could be predicted properly in the enhancement layer. Moreover, a bit allocation scheme for hierarchical B frame prediction structure is proposed. With our algorithm, the rate control for all the SNR, spatial, and temporal enhancement layer could be realized, and the encoder could achieve fixed bitrate encoding for each scalable layer. When compared with the FGS based fixed bitrate coding method in JSVM 7.9, the coding efficiency is improved by up to 9.4 dB using our rate control algorithm, because the adjusted QP value could achieve a good balance between the motion and texture bits due to rate distortion optimization (RDO). Compared with the fixed QP encoding method, which iterates the coding process for up to 15 times, our scheme encodes the sequence only once. Moreover, to meet the low delay requirement, the buffer is well controlled by our scheme to prevent it from overflowing and underflowing.

### 1.4 Thesis Outline

The rest of the thesis is organized as follows:
1.4 Thesis Outline

Chapter 2 first overviews the basic ideas behind the hybrid video coding structure. It then summarizes the new features adopted in the H.264/AVC video coding standard, and compares the differences between H.264/AVC and its previous standards in terms of specific features and coding efficiency. Finally, the H.264/AVC scalable extension is briefly introduced at the end of this chapter.

Chapter 3 proposes a bit allocation scheme of H.264/AVC rate control for low delay video communication. The rate distortion optimization (RDO) employed in H.264/AVC standard is first described. Then, the observation of a relationship between direct MAD and actual MAD motivates the proposal of a direct MAD prediction model. A prediction model switching strategy is also introduced to adaptively choose a prediction model with higher accuracy. Moreover, we propose a new sum bits R-Q model to solve the inaccurate texture bit prediction problem, and the quantization parameters could be next optimized at the MB level by Lagrange theory. With the proposed adaptive MAD prediction method and the sum bits R-Q model, our rate control algorithm is then described in detail. Finally, several experimental results and relevant discussions are provided.

Chapter 4 develops the ROI based resource allocation schemes for H.264/AVC. It first presents our ROI detection scheme for H.264/AVC standard. Based on the rate control scheme for H.264/AVC proposed in Chapter 3, an ROI based bit allocation is implemented. Meanwhile, the computing power could also be properly allocated with the determined ROI information. At the end of this chapter, our simplified system is compared with the JVT H.264/AVC reference software JM9.8 with experimental results and discussions.

Chapter 5 presents a bit allocation scheme for rate control of H.264/AVC scalable extension. Based on the rate control scheme for H.264/AVC proposed in Chapter 3, the bit allocation algorithm for hierarchical B frame, SNR, spatial and...
temporal enhancement layers are respectively described in this chapter. The efficiency of our rate control scheme for H.264/AVC scalable extension is supported by experimental results.

Chapter 6 concludes this thesis with concluding summaries and discussions for future research directions.
Overview of H.264/AVC and its Scalable Extension

2.1 Hybrid Video Coding

Although there exists several other video coding schemes, such as the wavelet based sub-band video coding [34] [35] [36], the hybrid video coding [10] is the most common algorithm with successful applications. In the hybrid video coding scheme, the reconstructed previous frame is used as the reference for motion estimation and motion compensation to remove temporal redundancy. The resulting displaced frame difference, which has much lower energy as compared with the original frame, is then processed with discrete cosine transform (DCT) to remove the spatial redundancy.

The data structure in a video sequence is shown in Figure 2.1. Based on the group of pictures (GOP) structure, the encoder side needs to determine whether the incoming frame is coded as an intraframe (I) or an interframe (P/B). Each I-frame is then divided into blocks, each block of pixels is converted through a DCT unit to DCT coefficients, which are then quantized according to a quantization
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The DC coefficients of neighboring blocks are arranged in a group and processed by means of differential pulse code modulation (DPCM) to generate differential DC values. The AC coefficients are reordered in a zigzag way and then translated to entropy coding. For B/P frames, as shown in Figure 2.2, motion estimation could be performed on each block, based on the current frame and the reconstructed reference frame. For B frames, both the forward and the backward motion predictions are needed. With the determined motion vectors, predictive motion compensation is used on the reconstructed reference frame to generate the motion compensated frame residual. This residual is then passed through the DCT unit and a quantization unit to generate a set of quantized DCT coefficients. All the coefficients are next coded in the same way as the intraframe. The determined motion vectors are first coded with the DCPM method, and then coded with entropy coding [1].

The hybrid coding algorithm has been employed in the present digital video compression standards, e.g., H.261 [37], H.263 [11] [17], MPEG-1 [38], MPEG-2 [39], MPEG-4 Visual part 2 [40] [41] and H.264/AVC [42] [22]. H.261 [37] is developed by CCITT (Consultative Committee for International Telephone and Telegraph) in 1988-1990, designed for video conferencing and video-telephone applications over ISDN telephone lines, and the targeting bitrate is \( p \times 64 \) (1 ≤ \( p \) ≤ 30) kb/sec. H.263 [11] [17] was proposed in 1995 and designed for low bitrates (less than 64 kb/sec) communication. MPEG-1 [38] was released in 1991 targeting the VHS (Video Home System) quality on a CD-ROM or VCD. Unlike MPEG-1 which is basically a standard for storing and playing video on a single computer at relatively low bitrates, MPEG-2 [39] is a standard proposed in 1994 for digital TV and meets the requirements for HDTV (High Definition Television) and DVD. MPEG-4 Visual part 2 video coding [40] [41] is the first standard to consider
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![Diagram of video sequence and block units](image)

Figure 2.1: From video sequence to block unit.

content-based coding and introduces the concept of video object, each video frame could be segmented into several objects and coded separately. MPEG-4 Visual part 2 supports all functions which are already provided by MPEG-1 and MPEG-2. Although these standards are operating at different bitrates and targeting for different applications, they all follow a similar hybrid video coding framework in terms of the coding algorithms. The encoder side and decoder side of the hybrid

![Diagram of backward motion prediction for P and B frames](image)

Figure 2.2: Backward motion prediction for P frames (up) and bi-directional motion prediction for B frames (low).
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In 1995, after finalizing the H.263 standard, the ITU-T Video Coding Experts Group (VCEG) started the work to develop a new standard for low bitrate visual communication. In 1998, VCEG issued a call for proposal on a project called H.26L.
with the target to double the coding efficiency as compared with the previous ITU-T standards. In 2001, the Joint Video Team (JVT), which includes the experts from VCEG and MPEG (the ISO Motion Picture Experts Group), was formed to realize the H.26L draft into a real International Standard. The official title of this new standard is Advanced Video Coding (AVC) [42] [22], and it is also well known by its previous working name, H.26L and H.264. In fact, there are other two identical titles ... AVC: ITU-T H.264 and ISO MPEG-4 Part 10 [42] [22]. In this thesis, this new standard is simply specified by the name “H.264/AVC”.

Besides providing higher coding efficiency than previous standards (MPEG-1, MPEG-2, MPEG-4 Visual part 2, H.261 and H.263), the H.264/AVC standard is a straightforward video coding strategy designed to achieve a network-friendly video representation, simple syntax specifications, seamless integration of video coding into all current protocols and more error robustness. H.264/AVC could be employed in a wide range of applications for video content including but not limited to the following [42] [22]:

- Direct broadcast (DBS) satellite video services;
- Multimedia services over packet networks (MSPN);
- Real-time conversational (RTC) services (videoconferencing, videophone, etc.);
- Remote video surveillance (RVS);
- Digital terrestrial television broadcasting (DTTB), cable modem, DSL;
- Interactive storage media (ISM) (optical disks, etc.);
- Multimedia mailing (MMM);
- Serial storage media (SSM) (digital VTR, etc.);
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- Digital Cinema, Content contribution, content distribution, studio editing, post processing.
- Video Streaming over the internet;
- Cable TV (CATV) on optical networks, copper, etc.;

In practice, a compliant encoder and decoder of H.264/AVC are likely to include the functional elements shown in Fig. 2.3 and Fig. 2.4. Most of the basic functional elements (prediction, transform, quantization, entropy encoding) of H.264/AVC are also presented in the previous video coding standards (MPEG-1, MPEG-2, MPEG-4 Visual part 2, H.261, H.263) but the important changes in H.264/AVC occur in the details of each function block. Compared to the previous video coding methods, some features to enable enhanced coding efficiency are newly introduced in H.264/AVC, including but not limited to the following [42] [22]:

- **Multiple reference frame motion estimation and compensation:**
  In MPEG-2 and its previous standards, the motion estimation and compensation is carried out between the current frame and the previously reconstructed frame. H.264/AVC extends the enhanced reference frame selection method used in H.263. It enables the encoder to choose the reference frame from multiple reconstructed frames with highest predicting efficiency. This method with multiple reference frames could be used in both single directional and bi-directional motion estimation.

- **Weighted prediction:**
  For some abnormal video sequence such as the one with fades, the motion compensation method used in the previous standards does not work well. H.264/AVC allows the motion-compensated residual data to be weighted
and offset by the amounts specified by the encoder. This can significantly improve the coding efficiency for the sequence containing fades, and it can also be used for other purposes.

- **Directional spatial prediction for intra coding:**
  More flexible intra prediction method is provided in H.264/AVC to explore the correlation between the edges of the previously reconstructed neighboring macro-blocks and the current coding macro-block. This method improves the predicting efficiency when the temporal correlation is not effective for prediction.

- **Decoupling of referencing order from display order:**
  In the previous standards, there is a strict dependency between the ordering of motion estimation reference frames and the ordering of frames to be displayed. In H.264/AVC, this restriction is removed by allowing the encoder to choose the ordering of reference frames and displaying frames with a high degree of flexibility, only with the constraint of a total memory capacity limit to ensure decoding ability.

- **In-loop de-blocking filter:**
  In the block-based video coding algorithms, the blocking artifacts (due to block-based motion compensation and quantization) significantly adverse the subjective visual quality. Based on a concept from an optional feature of H.263, the de-blocking filter in the H.264/AVC design improves both objective and subjective visual quality of the reconstructed frames. Because the reconstructed frames serve as the reference frames for further motion estimation, the de-blocking filter also increases the temporal prediction efficiency.

- **Quarter-sample-accurate motion estimation and compensation:**
The quarter-sample-accurate motion estimation and compensation was first used in the advanced profile of the MPEG-4 Visual part 2 standard, and most of the previous standards only enable half-sample-accurate motion estimation and compensation. The new design of H.264/AVC employs the quarter-sample-accurate motion vector by reducing the interpolation complexity compared to the advanced profile of the MPEG-4 Visual part 2.

- **Variable partition motion estimation and compensation with small block size:**
  The MB partition of H.264/AVC varies from 16x16 to 4x4, it provides more flexible MB partition choice for motion estimation and motion compensation than any previous standard.

- **Motion vectors over frame boundaries:**
  The frame boundary extrapolation method, which was fist used in H.263, is also employed in H.264/AVC. In the MPEG-2 and its previous video coding standards, only the pixels within the previous reconstructed frames are used as reference for motion estimation and compensation.

- **Decoupling of frame displaying methods from frame referencing capability:**
  In H.264/AVC, the bi-directional predicted frames could also be used as references for prediction of other frames, they are forbidden in the previous standards. In this way, H.264/AVC provides the encoder with more flexibility to choose the reference frame with higher prediction efficiency.

- **Improved “skipped” and “direct” motion modes:**
  In H.264/AVC, the “skipped” mode of motion estimation could contain motion information to improve the predicting efficiency for the sequences with global motion. Otherwise, the motion information is not included for the
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"skipped" area in the previous standards. Meanwhile, the "direct" mode is newly introduced in H.264/AVC for bi-directional motion estimation.

- **Arithmetic entropy coding:**
  As arithmetic coding was previously found as an optional feature of H.263, H.264/AVC provides an advanced arithmetic entropy coding method, named CABAC (context-adaptive binary arithmetic coding).

- **Context-adaptive entropy coding:**
  In H.264/AVC, two entropy coding methods are employed: CABAC and CAVLC (context-adaptive variable-length coding). Both these entropy coding methods are adaptively context-based and outperforms the entropy coding methods used in previous standards.

- **Small block-size transform:**
  In the previous video coding standards, the block transform size is fixed to 8x8. To reduce the "ringing" artifacts, H.264/AVC enables the encoder to transform the spatial signal data based on a 4x4 block. Meanwhile, the smaller block size also corresponds to a smaller macro-block partition for motion estimation and compensation.

- **Hierarchical block transform:**
  Although the small 4x4 block size transform is perceptually beneficial in most cases, it is still desired to provide some transforms with longer basis functions for the signal with sufficient correlations. H.264/AVC uses a hierarchical transform to extend the effective block size for low frequency chroma information to 8x8. For intra coding, the length of the luminance transform for low-frequency information could be extended to a 16x16 block size.
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- **Short word-length transform:**
  H.264/AVC standard only requires 16-bit calculation for transform, while the previous ones usually requires 32-bit processing. In this way, the short word-length induces a simple transform calculation.

- **Exact-match inverse transform:**
  Based on an optional feature in the H.263, H.264/AVC is the first standard to achieve exact equality of decoded video content from all decoders. In previous video coding standards, because the exact match to the ideal specified inverse transform is impractically achieved, the DCT transform is generally specified within an error tolerance boundary. This causes a drift problem between the encoder and decoder, so each decoder design would produce slightly different reconstructed video.

- **Redundant frames:**
  The H.264/AVC standard allows the encoder to send some regions of the frame multiple times when some important parts of the frame is lost during transmission. In this way, the coding system is more robust to data loss.

- **Data Partitioning:**
  Because some data, such as the header and motion information is more important than others in terms of reconstructing the video content, the H.264/AVC standard provides the syntax of each slice to be separated into up to three different partitions for transmission. This method is based on some previous work of MPEG-4 Visual part 2 and an optional part of H.263.

- **SP/SI synchronization/switching frames:**
  The H.264/AVC standard introduces some new frame types that allow synchronization function of the decoding process of some decoders with the help
from other decoders, rather than decreasing the coding efficiency of all decoders by sending an I frame.

- **Parameter set structure:**
  Because the loss of a few key bits of header information (such as sequence header or frame header information) could induce a disastrous impact on the decoding process of the previous standards, the H.264/AVC provides a parameter set structure to separate the header information and handles them in a more flexible and specialized manner.

- **Unit syntax structure:**
  Each syntax structure in H.264/AVC is placed into a logical data packet called a NAL (Network Abstraction Layer) unit. Unlike forcing a specific bitstream interface to the system as in the previous video coding standards, the NAL unit syntax structure allows more flexibility of carrying the video content in a manner appropriate for each specific network.

- **Flexible macro-block ordering (FMO):**
  In H.264/AVC, a new ability to partition the frame into regions called slice groups is newly introduced. In this way, each slice could be decoded independently as a subset of a slice group, and this method can significantly enhance robustness to data losses by managing the spatial relationship between the regions that are coded in each slice.

- **Arbitrary slice ordering (ASO):**
  Because each slice of a coded frame can be decoded independently on the other slices of the frame, the H.264/AVC standard allows the sending and receiving of the slices of the frame without constrained order. This technique
is based on an optional part of H.263, and it could improve the end-to-end delay for real-time applications.

- **Flexible slice size:**

  In MPEG-2, the slice structure is fixed and the coding efficiency is reduced by decreasing the effectiveness of prediction and increasing the quantity of header data. 'Flexible slice sizes in H.264/AVC are highly flexible as earlier standard MPEG-1.

### Table 2.1: Comparison between Video Coding Standards.

<table>
<thead>
<tr>
<th>Feature/Standard</th>
<th>MPEG-1</th>
<th>MPEG-2</th>
<th>MPEG-4 Visual part 2</th>
<th>H.264/AVC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Macro-block size</td>
<td>16x16</td>
<td>16x16</td>
<td>(frame mode) 16x8 (field mode)</td>
<td>16x16</td>
</tr>
<tr>
<td>Block Size</td>
<td>8x8</td>
<td>8x8</td>
<td>16x16, 16x8, 8x8</td>
<td>16x16, 8x16, 16x8, 8x8, 4x8, 8x4, 4x4</td>
</tr>
<tr>
<td>Transform</td>
<td>8x8 DCT</td>
<td>8x8 DCT</td>
<td>8x8 DCT/wavelet</td>
<td>4x4, 8x8 Int DCT 4x1, 2x2 Hadamard</td>
</tr>
<tr>
<td>Quantization</td>
<td>Scalar quantization with step size of constant increment</td>
<td>Scalar quantization with step size of constant increment</td>
<td>Scalar quantization with step size of constant increment</td>
<td>Scalar quantization with step size increase at the rate of 12.5%</td>
</tr>
<tr>
<td>Entropy coding</td>
<td>VLC</td>
<td>VLC</td>
<td>VLC</td>
<td>VLC, CABAC, CABAC</td>
</tr>
<tr>
<td>Motion Estimation &amp; Compensation</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes, more flexible up to 16 MVs per MB</td>
</tr>
<tr>
<td>Playbk &amp; Random Access</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>ME accuracy</td>
<td>Integer, 1/2-sample</td>
<td>Integer, 1/2-sample</td>
<td>Integer, 1/2-sample, 1/4-sample</td>
<td>Integer, 1/2-sample, 1/4-sample</td>
</tr>
<tr>
<td>Profiles</td>
<td>No</td>
<td>5</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>Reference frame</td>
<td>One</td>
<td>One</td>
<td>One</td>
<td>multiple</td>
</tr>
<tr>
<td>Bidirectional prediction mode</td>
<td>forward/backward</td>
<td>forward/backward</td>
<td>forward/backward</td>
<td>forward/backward/forward/backward/forward/backward</td>
</tr>
<tr>
<td>Frame Types</td>
<td>I, P, B, D</td>
<td>I, P, B</td>
<td>I, P, B</td>
<td>I, P, B, SP, SI</td>
</tr>
<tr>
<td>Error robustness</td>
<td>Synchronization &amp; concealment</td>
<td>Data partitioning, FEC for important packet transmission</td>
<td>Synchronization, Data partitioning, Header extension, Reversible VLCs</td>
<td>Data partitioning, Parameter setting, Flexible macroblock ordering, Redundant slice, Switched slice</td>
</tr>
<tr>
<td>Transmission rate</td>
<td>Up to 1.5Mbps</td>
<td>2-15Mbps</td>
<td>64kbps - 2Mbps</td>
<td>64kbps - 240Mbps</td>
</tr>
<tr>
<td>Compatibility with previous standards</td>
<td>n/a</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Encoder complexity</td>
<td>Low</td>
<td>Medium</td>
<td>Medium</td>
<td>High</td>
</tr>
</tbody>
</table>
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Figure 2.5: Compare the coding efficiency of H.264/AVC and other standards. "H.263 HLP" is the H.263 High Latency Profile, "ASP" is the MPEG-4 Advanced Simple Profile, "H.26L" is Test Model Long Term which is finalized as H.264.

With the above mentioned features, H.264/AVC outperforms previous standards in terms of coding efficiency and network adaption. One example to compare the coding efficiency of H.264/AVC and other standards is given in [43] and as shown in Fig. 2.5. The most significant features that contribute to the superior rate-distortion performance of H.264/AVC are the flexible motion estimation strategy and the context based arithmetic coding scheme. The comparison of specific coding algorithms among H.264/AVC and other previous video coding standards is also given in Table 2.1 [44].

2.3 Scalable Extension of H.264/AVC

Although the H.264/AVC standard provides high coding efficiency at a fixed bitrate, when video data is transmitted over error-prone and variable bandwidth channels, it is desirable to provide an embedded bitstream with highly adaptive capability for various video quality, frame rate and spatial resolution. A new promising technology providing these features is named scalable video coding
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(SVC), which is under development as MPEG-21 part 13. During the 68-th MPEG meeting in March 2004, 15 proposals were received for the SVC request. The MPEG meeting decided to choose the Work Draft (WD) from two most impressive schemes: wavelet based three-dimensional sub-band video coding [34] (proposed by MicroSoft Research Asia), and scalable extension of H.264/AVC [45] (proposed by Fraunhofer Institute for Telecommunications - Herinrich Hertz Institute). After improvements and comparisons for about more than half a year, in January 2005, the MPEG meeting finally selected the scalable extension of H.264/AVC [46] as the Scalable Video Model (SVM) reference software.

In this thesis, our contributions for scalable video coding are based on the scalable extension of H.264/AVC proposed by Fraunhofer Institute for Telecommunications - Herinrich Hertz Institute (HHI). Compared to the H.264/AVC standard, its scalable standard provides SNR, spatial and temporal scalability, and the methods of MCTF (Motion Compensated Temporal Filtering) and “hierarchical B frame” are employed as two options to remove temporal redundancy.

2.3.1 MCTF

Because of a high similarity between the adjacent frames, efficient video coding technique requires an effective removal of temporal redundancy. The traditional video compression method is hybrid coding [10], which employs closed-loop motion compensation in the temporal domain and 2-D discrete cosine transform (DCT) algorithm in the spatial domain, as described in Section 2.1. This method has been taken in the present digital video compression standards, e.g., H.261, H.263, MPEG-1, MPEG-2, MPEG-4 Visual part 2. In this scheme, the reconstructed previous frame is used to predict the current frame before motion compensation. The resulting displaced frame difference, which has much lower energy as compared
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with the original frame, is then encoded and transmitted to the decoder side.

There are some disadvantages in this method. First, the reconstructed reference frame has lower quality than the original frame, especially at low bitrate. So using this distorted reconstructed frame to perform ME/MC can lead to decrease in the temporal prediction efficiency. Second, the closed-loop based video coding scheme employs layered coding and bitplane scheme to achieve quality (SNR) scalability, such as fine granular scalability (FGS) method [47] and its improvement versions [48–50]. Due to only the reconstructed frames in the base layer are used as reference for motion prediction, the prediction gain is relatively low at high bitrate. Third, if there is some error occurring during video transmission, the error will propagate (the quality of the subsequent reconstructed frames will keep decreasing) until the next intra(I)-frame is received. So this closed-loop ME/MC scheme is not suitable for the heterogeneous network environments, such as internet.

To overcome such disadvantages, open-loop ME/MC based video coding is proposed and becoming the focus of attention in scalable video coding. There is one more option to remove temporal redundancy for the scalable video coding, which is called motion-compensated temporal filtering (MCTF). MCTF was first introduced by Ohm [4] and later improved by Choi and Woods [3]. By derivation from the lifting scheme [35,36], MCTF ensures perfect reconstruction of the input even when non-linear operations are used during the lifting process.

At the decomposition (analysis) side of MCTF, the input signal is $L^n$, where $n$ is the temporal decomposition level ($n = 0$ for the original frames). The temporal high-pass and low-pass subbands at temporal level $n + 1$ are respectively derived by the following equations (Note that for simple expression, the spatial coordinate and the corresponding motion vectors are not specified):
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\[
H^{n+1}[k] = L^n[2k + 1] - P(L^n[2k]) \quad (2.1)
\]

\[
L^{n+1}[k] = L^n[2k] + U(H^{n+1}[k]) \quad (2.2)
\]

where \( k \) is the temporal coordinate for each temporal level, \( H^{n+1}[k] \) and \( L^{n+1}[k] \) are the temporal high-pass and low-pass subbands at temporal level \( n + 1 \), and \( P(\bullet) \) and \( U(\bullet) \) are prediction and update operations, which are different for Haar or 5/3 transform based temporal decomposition:

\[
P_{\text{Haar}}(L^n[2k]) = L^n[2k] \quad (2.3)
\]

\[
P_{5/3}(L^n[2k]) = \frac{1}{2}(L^n[2k] + L^n[2k + 2]) \quad (2.4)
\]

\[
U_{\text{Haar}}(H^{n+1}[k]) = \frac{1}{2}H^{n+1}[k] \quad (2.5)
\]

\[
U_{5/3}(H^{n+1}[k]) = \frac{1}{4}(H^{n+1}[k] + H^{n+1}[k - 1]) \quad (2.6)
\]

It can be seen from the above equations that Haar transform based temporal decomposition only covers temporal information of one directional neighboring frame, on the other hand 5/3 transform based temporal decomposition covers both directions. The uni-directional ME/MC generates less motion data as compared with bi-directional ME/MC. It could save more bits for the spatial information at a given bitrate. However uni-directional ME/MC explores less temporal correlation, this increases the energy of residual data in temporal high-pass subband. Therefore, to balance this pair of opposite effects and to achieve high coding efficiency, uni-directional and bi-directional MCTF should be adaptively employed at macro-block level for temporal decomposition.
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The MCTF structure of for one GOP with 12 frames is shown in Fig. 2.6, where $H^n$ and $L^n$ are the temporal high-pass and low-pass subbands at temporal level $n$.

![MCTF structure diagram](image)

Figure 2.6: The MCTF based temporal decomposition for one GOP.

The reconstruction (synthesis) equations for MCTF are easily derived from the decomposition (analysis) side:

\[
L^n[2k] = L^{n+1}[k] - U(H^{n+1}[k]) \quad (2.7)
\]

\[
L^n[2k + 1] = H^{n+1}[k] + P(L^n[2k]) \quad (2.8)
\]
2.3 Scalable Extension of H.264/AVC

2.3.2 Hierarchical B Frame

When the temporal update procedure is removed from 5/3 wavelet based MCTF, a predictive video coding structure is formed with hierarchical B frame. An example of hierarchical B frame prediction structure with four temporal levels is shown in Fig. 2.7. In one GOP, the key frame (e.g. 0-th, 8-th, 16-th display order in Fig. 2.7) [51], is first coded as an intra frame or inter frame with prediction from the key frame of the previous GOP. The remaining frames are hierarchical bi-directionally predicted, the coding order within one GOP is “I₀/P₀, B₁, B₂, B₃, B₃, B₃, B₃”. The key frames are only predicted from other key frames, and the non-key frames are predicted from the nearest frames of the lower temporal level. In this way, the hierarchical B frame structure could also provides the temporal scalability as MCTF.

2.3.3 SNR Scalability

For the SNR base layer, H.264/AVC based transform coding is used. The predicted frames contain intra or residual macro-blocks as in the hybrid video coding described in the Section 2.1. The residual macro-blocks are encoded with DCT and
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quantization, and the intra macro-blocks are coded using the intra coding modes, the same as H.264/AVC. The intra frames are coded independently of each other as H.264/AVC intra frames. The SNR base layer provides the minimal visual quality with an initial quantization step size.

On top of the SNR base layer, SNR enhancement layers are coded using an embedded quantization approach [46]. The quantization error between the SNR base layer and the original predicted frames is re-quantized with a smaller quantization step size, and further coded with the same remaining procedures as for the base layer. This enhancement layer together with its corresponding base layer could be combined as the base layer for the next enhancement layer encoding, and this FGS refinement could be applied repeatedly with additional SNR enhancement layers. In this way, multiple SNR enhancement layers could be achieved by repeatedly decreasing the quantization step size and applying DCT transform with a corresponding entropy coding. The SNR enhancement layers provide progressive refinement to the SNR base layer by the bit plane coding method. The progressive refinement can be truncated at any arbitrary point, so that the quality of the SNR base layer can be improved in a fine granular way, similar to the fine granular scalable work proposed for MPEG-4 Visual part 2 [47].

2.3.4 Spatial Scalability

For spatial enhancement layer, the inter-layer prediction is introduced in the H.264/AVC scalable extension to remove the inter-layer correlation with the base layer, as shown in Fig. 2.8 [52].

There are three parts of the inter-layer prediction:
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![Flow Chart for Spatial Scalable Extension](image)

Figure 2.8: The flow chart for spatial scalable extension.

(i) **Inter-layer motion prediction:** To predict the motion vectors from the available motion information of the lower resolution spatial layer, two more macro-block modes are utilized besides the MB partitions used in H.264/AVC: “BASE.LAYER” and “QPEL.REF” [46]. For these two modes, the macro-block partition is obtained by up-sampling the partition of the corresponding 8x8 block of the lower resolution layer, as shown in Fig. 2.9 [46]. The reference frame for the macro-block in the enhancement layer is the same as the corresponding sub-macro-block partition of the base layer, and the associated motion vectors are scaled by a factor of 2. While for MB with “BASE.LAYER” mode, no additional motion information is coded or transmitted, for the “QPEL.REF” mode, a quarter-sample motion vector refinement is further transmitted for each motion vector. Meanwhile, the up-sampled motion vector from the lower spatial resolution layer could also be used as the motion vector predictor for the MB of the spatial enhancement layer. A flag would be transmitted with each motion vector difference to indicate whether the motion vector predictor is estimated from the spatial neighboring MBs or from the corresponding scaled base layer motion vector.
(ii) **Inter-layer intra texture prediction:** In order to enable the inter-layer prediction of low-pass signals, an additional intra macro-block mode is introduced [46]. In this mode, the predicted intra texture information is generated by up-sampling the reconstructed intra texture information from the lower resolution layer using the 6-tap filter which is defined in H.264/AVC for the purpose of half-sample interpolation. Note that, this intra texture prediction is only allowed for the MBs whose corresponding 8x8 block of the base layer is located in an intra coded MB. The prediction residual is transmitted using the H.264/AVC residual coding. In this way, the intra prediction signal is directly obtained by de-blocking and up-sampling the corresponding 8x8 luminance block inside the corresponding lower spatial resolution layer. Therefore, the decoding complexity is significantly reduced, since the inverse MCTF is only required for the MBs that is actually decoded.

(iii) **Inter-layer residual texture prediction:** The residual information coded in the lower spatial resolution layer is also adaptively used to predict the residual information of the spatial enhancement layer [46]. To achieve this, a flag
indicating the application of residual signal prediction from the lower spatial resolution layer is transmitted for each macro-block. If the flag is true, the base layer residual signals is block-wise up-sampled using a bi-linear filter with constant border extension and used as prediction for the residual signal of the current layer. In this way, only the corresponding difference signal is coded.

2.3.5 Temporal Scalability

The temporal decomposition with hierarchical coding structure permits temporal scalability by removing the information which corresponds to the frames that are not used as reference frame for the subsequent motion estimation and compensation [46].

An example for the temporal scalability provided by the MCTF based temporal decomposition of a group of 12 frames using 3 decomposition stages is given in Fig. 2.11, where \( L \) indicates the temporal low-pass frame, \( H \) indicates the
2.3 Scalable Extension of H.264/AVC

temporal high-pass frames, and \( M_p \) indicates the motion information after motion prediction. If all the high-pass frames are discarded and only \( L^3 \) is received at the decoder side, the reconstructed video is with \( \frac{1}{12} \) temporal resolution of the original input sequence. If the two high-pass frames \( H^3 \) are additionally received, the decoder could reconstruct the sequence as \( L^2 \), which is with \( \frac{1}{4} \) temporal resolution of the original input sequence. In a same way, the sequence with half of the original temporal resolution could be achieved with further receiving \( H^2 \), and the full temporal resolution sequence could be obtained if \( H^1 \) is finally added. Therefore, the low-pass frame \( L^3 \) is the temporal base layer, while \( H^3, H^2 \) and \( H^1 \) refer to the progressive temporal enhancement layers.

Similar to MCTF, the hierarchical B frame prediction structure can also be employed for supporting several temporal scalability levels. As shown in Fig. 2.7, the key frames (\( I_0/P_0 \)) represents the coarsest supported temporal resolution, and the temporal resolution could be refined by further including the B frames of the next temporal levels.

2.3.6 Combined Scalability

The wide range of spatial, temporal and SNR scalability can be easily combined into a layered coding scheme. The coding structure depends on the scalability space that is required by the application.

An example of the combined scalable video coding scheme is provided in Fig. 2.11, where \( L_m^a \) and \( H_m^a \) represent the temporal low-pass and high-pass frames, \( m \) is the index of the scalable layer, and \( n \) indicates the temporal level (same as in Fig. 2.6). The sequence with QCIF spatial resolution is first encoded at a frame rate of 15Hz as Layer 1. By using the inter-layer prediction method, Layer 2 with CIF spatial resolution is encoded from the up-sampled information of Layer 1. Layer
Figure 2.11: An example of combined scalability.

3 is achieved based on Layer 2 by the SNR refinement. By additionally encoding the high-pass frames $H_4^0$, the temporal frame rate is refined to 30Hz in Layer 4. Similar to Layer 3, Layer 5 is the SNR enhancement layer based on Layer 4.
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Bit allocation of rate control is an important issue in video streaming applications. If the original video sequence is encoded with fixed quantization parameter (QP), a fairly constant quality reconstructed video could be achieved. However, the bits used for each frame can vary drastically, because the complexity of frames is continually changing in a real video sequence. In the video application, constraints imposed by decoder buffer size and network bandwidth require the encoder to compress the video sequence at a near constant bitrate. For the real-time video communication, a smaller buffer size is used to satisfy the low delay requirement. Here, rate control becomes more challenging because a smaller buffer size can easily cause overflowing and underflowing problems. So, low delay video communication requires more accurate bit allocation strategy.

There are two essential issues that should be considered when designing a bit allocation scheme for rate control. The first issue is about how to assign proper
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target bits to each basic unit based on the current network bandwidth and buffer status. The second issue is about how to adjust the encoder parameters (i.e. quantization parameter) when encoding each basic unit to meet the target allocated bits. According to the size of the basic unit, rate control could be implemented at the MB level, the slice level or the frame level [21]. The rate control at smaller basic unit level could achieve more accurate target bits matching and better buffer regulation, at a cost of slight coding efficiency loss.

Based on the classic bit allocation work [53] [54] and combined with appropriate buffer control [55] [56], rate control has been widely studied in digital video coding standards and applications, such as TM5 [14] for MPEG-2 [10], TMN8 [15] and TMN12 [16] for H.263 [11] [17], VM8 [18] [19] for MPEG-4 Visual part 2 [20], JVT-G012 [21] for H.264/AVC [22] and so on. For example, a simple linear rate-distortion model is employed in TM5:

$$R = \frac{K}{Q_s}$$  \hspace{1cm} (3.1)

where $K$ is a constant, $R$ is the bits to encode each basic unit, $Q_s$ is the quantization step. It can be seen that a very simplified R-Q model is used in TM5, thus it cannot achieve accurate rate control. An improvement proposed in [57] [58] is based on TM5 by introducing an offset to indicate the overhead bits as:

$$R = \frac{K}{Q_s} + C$$  \hspace{1cm} (3.2)

where $C$ is a parameter to specify the non-texture bits. However, the improved TM5 still cannot provide precise rate control due to its simple R-Q model and rough estimation of the offset.
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In TMN8, a quadratic R-Q model is used:

\[ R = \sigma^2 \times \left( \frac{K}{Q_s^2} + C \right) \]  \hspace{1cm} (3.3)

where \( \sigma^2 \) is the variation of the coding coefficients within the basic unit. The TMN8 rate control algorithm is designed for P frames in H.263 video coding. Compared to TM5, the TMN8 could achieve the target bit rate more precisely. However, because there is no boundary for the QP value adjustment at MB level, the TMN8 could suffer large rate control error when scene changes or high motion occurs.

In VM8, the employed R-Q model is:

\[ R_{\text{texture}} = \text{MAD}_{\text{actual}} \times \left( \frac{K1}{Q_s^2} + \frac{K2}{Q_s} \right) \] \hspace{1cm} (3.4)

where \( \text{MAD}_{\text{actual}} \) is the actual mean absolute difference of the current basic unit, \( K1 \) and \( K2 \) are the second and first order parameters of the R-Q model, and \( R_{\text{texture}} \) is the target texture bits and derived from

\[ R_{\text{texture}} = R_{\text{sum}} - R_{\text{non-text}} \] \hspace{1cm} (3.5)

with \( R_{\text{sum}} \) and \( R_{\text{non-text}} \) being respectively the target sum bits and the predicted non-texture bits to encode the current basic unit. Note that both \( \sigma^2 \) in TMN8 [15] and MAD in VM8 [18] [19] are used to indicate the coding complexity of the spatial information. In G012 [21] and our scheme, MAD is used as the complexity indicator. The VM8 algorithm is not suitable for H.264/AVC rate control. Due to the way rate distortion optimization (RDO) is used in H.264/AVC [22], the \( \text{MAD}_{\text{actual}} \) is not available before QP calculation. And the \( R_{\text{non-text}} \) is very hard to predict in H.264/AVC because of more complicated motion determination.
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Besides the above standard rate control algorithms, a rate control scheme with \( \rho \)-domain source modelling is proposed in [59–61], where the relation of coding bits and quantization step is indirectly connected with \( \rho \), which is the percentage of zeros among the quantized DCT coefficients. For the transform coding systems, the rate function of the \( \rho \)-domain is a linear function. A rate control scheme is proposed based on the \( \rho \)-domain model. In [59–61], it was reported that the \( \rho \)-domain scheme could achieve accurate and robust rate control and buffer regulation. Besides, the \( \rho \)-domain model could estimate the R-D curve before quantization and entropy coding with low complexity. Thus, the \( \rho \)-domain based rate control is a potential candidate for real-time visual communication. However, the derivation of the \( \rho \)-domain rate control is based on previous standards (MPEG-1, MPEG-2, MPEG-4 Visual part 2, H.261 and H.263), where the RDO is not employed for motion determination. When RDO is used in H.264/AVC, \( \rho \) (the percentage of zeros among the quantized DCT coefficients) cannot be estimated before motion estimation. Therefore, it is desired to develop a rate control for the current H.264/AVC video coding standard.

Compared with previous standards of MPEG-1, MPEG-2, MPEG-4 Visual part 2, H.261 and H.263, there are two more challenges for rate control in H.264/AVC:

(i) Since rate distortion optimization (RDO) is used to search for motion information in H.264/AVC [22], the quantization parameter (QP) affects both the motion estimation and the spatial quantization steps. This means that before the QP value is determined, the actual MAD is not available to indicate the coding complexity of the current frame. On the other hand, MAD is an important variable for determining the QP value. How to adjust QP without the actual MAD is a QP dilemma.

(ii) With a much more complicated motion estimation strategy adopted by the
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H.264/AVC standard [22], a higher percentage of the bits for encoding motion information is required when compared to the previous standards (MPEG-1, MPEG-2, H.261, H.263), especially at low bitrates. And the amount of these non-texture bits fluctuates with hard-to-predict property, so it cannot be simply predicted.

One rate control scheme with temporal MAD prediction method and VM8 [18] [19] based R-Q quadratic model was proposed by Z. G. Li et al. in JVT-G012 [21] and was adopted by JVT in the H.264/AVC reference model JM9.8 [62]. In this scheme,

\[
R_{texte}[i] = MAD_{pred, temp}[i] \times \left( \frac{K_1}{Q_s^2} + \frac{K_2}{Q_s} \right)
\]  

(3.6)

and

\[
MAD_{pred, temp}[i] = Y_1[i] \times MAD_{actual}[i - 1] + Y_2[i]
\]  

(3.7)

where \(MAD_{pred, temp}[i]\) denotes the temporal predicted MAD of the current basic unit in frame \(i\), \(MAD_{actual}[i - 1]\) denotes the actual MAD of the co-sited basic unit in the temporal previous residual frame, \(Y_1[i]\) and \(Y_2[i]\) are the first-order and zeroth-order parameters of this linear prediction model, which would be updated after encoding every basic unit.

However, there are two problems in this existing H.264/AVC rate control scheme:

(a) Inaccurate MAD prediction:

If MAD fluctuates due to high motion or scene changes in the test sequence, the linear model performs poorly for such sudden changes. And the updated
model parameters after the abnormal data training can lead to adverse effect in subsequent MAD linear predictions.

(b) Inaccurate non-texture bit estimation:

In JVT-G012, the amount of non-texture bits of the current basic unit is simply predicted from the recent encoded basic units, for example by averaging. But actually the amount of non-texture bits fluctuates with unpredictable property and a higher percentage is required than that of the previous standards (MPEG-1, MPEG-2, H.261, H.263), especially at low bitrates. So the error from the simple prediction of non-texture bits will impair the final rate control result.

Although some improvement works of H.264/AVC rate control have been recently published [63–65], the above mentioned two problems are still not solved. If these two problems could be solved properly, improvements and refinements to the rate control scheme for H.264/AVC can be achieved.

The rest of this chapter is organized as follows. We first review the rate distortion optimization (RDO) [23] employed in H.264/AVC standard in Section 3.2. In Section 3.3, we observe the relationship between $MAD_{direct}$ and $MAD_{actual}$ and propose a direct MAD prediction model. A prediction model switching strategy is also introduced to adaptively choose a prediction model with higher accuracy. In Section 3.4, we propose a new sum bits R-Q model to solve the inaccurate texture bit prediction problem. The MB level quantization parameters are optimized in Section 3.5. With the proposed adaptive MAD prediction method and the sum bits R-Q model, our rate control algorithm is described in Section 3.6 and Section 3.7 presents the experimental results and discussions. The concluding remarks are given in Section 3.8.
3.2 Rate Distortion Optimization in H.264/AVC

In the rate control schemes, the statistics of the current predicted residual frame could be used as a measure of coding complexity, such as the variance of residual coefficients used in TMN8 [15] and the mean absolute difference (MAD) used in VM8 [18]. These actual statistical data must be calculated based on determined motion information. In the previous video coding standards (MPEG-1, MPEG-2, H.261, H.263), the motion information is estimated by:

\[ mv = \arg \min_{m \in r} \{ D_{mv} \} \]  \hspace{1cm} (3.8)

where \( mv \) is the determined MB motion vector, \( r \) is the motion search range, and \( D_{mv} \) is the mean absolute difference between the current original MB and the reference MB. As the QP value is not involved in the motion estimation step, the actual statistical information could be derived independent of the QP value. Therefore, the QP value could be naturally adjusted between the motion compensation step and the spatial quantization step to meet the required coding bits of rate control, as shown in Fig. 3.1.

Figure 3.1: The flowchart of rate control for previous standards (MPEG-1, MPEG-2, H.261, H.263).
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One of the distinguishing properties of the H.264/AVC standard is its implementation of rate distortion optimization (RDO) to determine motion information [23]. This work is based on the classic rate-distortion theory [66]. With RDO, Lagrangian method is used to provide optimal bit allocation between motion information and residual coefficients. Moreover, in H.264/AVC, the partition of one MB for motion compensation varies from the set \{INTRA16x16, INTRA4x4, INTER16x16, INTER16x8, INTER8x16, INTER8x8, INTER8x4, INTER4x8, INTER4x4, SKIP, DIRECT\} [42]. Both motion estimation and mode decision should be optimized by using the Lagrangian method [23]. The motion estimation to determine motion vector of every partition is obtained by minimizing:

\[
J_{mv} = \{D_{mv} + \lambda_{motion} \times R_{mv}\}
\]

where \(R_{mv}\) denotes the bits to encode the motion vector, and \(\lambda_{motion}\) is the Lagrange multiplier for motion estimation. After the motion vectors for all kinds of motion modes are estimated, the best motion mode is chosen by minimizing:

\[
J_{mode} = \{D_{rec} + \lambda_{mode} \times (R_{mv} + R_{coeff})\}
\]
where $D_{rec}$ is the sum of squared difference (SSD) between the original MB and the reconstructed MB, $R_{coeff}$ is the bits to encode the quantized residual coefficients, and $\lambda_{mode}$ is the Lagrange multiplier for motion mode decision. The above $\lambda_{motion}$ and $\lambda_{mode}$ are decided empirically in [23] as:

$$\lambda_{mode} = 0.85 \times 2^{(Q_p-12)/3}$$  \hspace{1cm} (3.11)$$
$$\lambda_{motion} = \sqrt{\lambda_{mode}}$$  \hspace{1cm} (3.12)$$

Therefore, in H.264/AVC, QP affects both the motion determination and spatial residual quantization. In this way, the statistical data of the residual frame, such as the actual MAD used in VM8, changes with the QP value adjustment as the adjusted QP value also influences the motion information. As shown in Fig. 3.2, QP value adjustment with actual MAD requires the processing of the motion determination multiple of times. This is not desirable in real-time applications as motion determination is the most time consuming part of the whole video coding procedure.

### 3.3 Improved MAD Prediction

To solve the QP dilemma caused by RDO in H.264/AVC, one simple linear model is proposed in [21] to predict the MAD using previous temporal information, as described in Eq. 3.13. This MAD prediction using previous temporal information is not accurate when MAD changes abruptly due to high motion or scene changes. Moreover, this temporal prediction model is only updated by the available actual MAD data, which means that this linear model only propagates the inherited temporal property of the previous actual MAD. Thus, the updated model is unable to predict current changes, and is less sensitive to input data fluctuations. This is
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not desirable for a model which is to be used to capture abrupt input changes.

![Graph 1: CREW QCIF 15Hz](image)

![Graph 2: FOOTBALL QCIF 15Hz](image)

Figure 3.3: The comparison of actual MAD and direct MAD at frame level. Analysis of the P frames from CREW@QCIF-15Hz and FOOTBALL@QCIF-15Hz sequences, IPPP structure with QP=40.

If some other information that is helpful for predicting MAD could be collected before motion determination, then the QP dilemma could be solved. For the frame level rate control (where the basic unit is one frame), after analyzing the original input frames, we find that $MAD_{direct}$ is somewhat related to $MAD_{actual}$. $MAD_{direct}$ is a measure to evaluate the difference between the current original frame and the previous reconstructed frame, which could be calculated without motion information (as all motion vectors are set to zero). Two example curves of $MAD_{direct}$ and
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\( \text{MAD}_{\text{actual}} \) at the frame level are shown in Fig. 3.3. It could be observed that the fluctuation of \( \text{MAD}_{\text{direct}} \) always reflects a fluctuation of \( \text{MAD}_{\text{actual}} \), especially for abrupt changes. Thus, \( \text{MAD}_{\text{direct}} \) is a kind of spatial information of the current frame, and could help in the prediction of \( \text{MAD}_{\text{actual}} \) through another spatial linear prediction model:

\[
\text{MAD}_{\text{pred,spat}}[i] = Z_1[i] \times \text{MAD}_{\text{direct}}[i] + Z_2[i]
\]  

(3.13)

where \( \text{MAD}_{\text{pred,spat}}[i] \) is the spatial predicted MAD of the current basic unit in frame \( i \), \( \text{MAD}_{\text{direct}}[i] \) represents the direct MAD of the current basic unit in frame \( i \), \( Z_1[i] \) and \( Z_2[i] \) are the first-order and zeroth-order parameters of this linear prediction model, which would be updated after encoding every basic unit.

Although the above spatial MAD prediction could efficiently predict the abrupt changes of MAD, for some sequences with fine texture details or irregular regional motion, this spatial prediction model sometimes does not work as well at the frame level. Therefore, we introduce the following two similarity measures to indicate the efficiencies of temporal MAD prediction model and spatial MAD prediction model:

\[
\Gamma_{\text{temp}}[i] = \sum_{n=i-S}^{i} |\text{MAD}_{\text{pred,temp}}[n] - \text{MAD}_{\text{actual}}[n]|
\]  

(3.14)

\[
\Gamma_{\text{spat}}[i] = \sum_{n=i-S}^{i} |\text{MAD}_{\text{pred,spat}}[n] - \text{MAD}_{\text{actual}}[n]|
\]  

(3.15)

where \( S \) is the number of MAD samples used to measure \( \Gamma \). The method to predict MAD could then be adaptively switched between the spatial model and the temporal model:

if \( \Gamma_{\text{spat}}[i] > \Gamma_{\text{temp}}[i] \) then

\[
\text{MAD}_{\text{pred,adapt}}[i + 1] = \text{MAD}_{\text{pred,temp}}[i + 1]
\]
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```math
\text{else}

\text{MAD}_{\text{pred, adapt}}[i + 1] = \text{MAD}_{\text{pred, spat}}[i + 1]

\text{end if}
```

The comparison of \( \text{MAD}_{\text{pred, temp}} \) and \( \text{MAD}_{\text{pred, adapt}} \) is given is Fig. 3.4. Meanwhile, the prediction errors of different models and the percentage of temporal model in use are measured at the frame level. The details are shown in Table 3.1.

![Graphs showing comparison](image)

**Figure 3.4:** The comparison of actual MAD, linear predicted MAD and proposed adaptively predicted MAD at frame level. Analysis of the P frames from CREW@QCIF-15Hz and FOOTBALL@QCIF-15Hz sequences, respectively. IPPP structure with QP=40.

From Fig. 3.4 and Table 3.1, it is clear that our adaptive model could adaptively switched between the temporal model and spatial model to achieve a more accurately predicted MAD. Compared with the temporal MAD prediction model...
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Table 3.1: The Percentage of Temporal Model in Use and The Prediction Error of Different Models at Frame Level. IPPP structure with QP=40.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>QCIF 15Hz</th>
<th>temp. predictor</th>
<th>temp. prediction error</th>
<th>spat. prediction error</th>
<th>adapt. prediction error</th>
</tr>
</thead>
<tbody>
<tr>
<td>TABLE</td>
<td>19.6%</td>
<td>0.49 (7.3%)</td>
<td>0.24 (3.6%)</td>
<td>0.22 (3.2%)</td>
<td></td>
</tr>
<tr>
<td>FOOTBALL</td>
<td>16.2%</td>
<td>0.11 (0.8%)</td>
<td>0.15 (1.2%)</td>
<td>0.10 (0.8%)</td>
<td></td>
</tr>
<tr>
<td>BUS</td>
<td>51.1%</td>
<td>0.77 (11.8%)</td>
<td>0.59 (9.1%)</td>
<td>0.59 (9.1%)</td>
<td></td>
</tr>
<tr>
<td>CREW</td>
<td>23.3%</td>
<td>0.21 (2.0%)</td>
<td>0.34 (3.2%)</td>
<td>0.19 (1.8%)</td>
<td></td>
</tr>
</tbody>
</table>

proposed in JVT-G12 [21], our adaptive model is significantly better, especially for the sequences with high motion or scene changes.

Similar idea can also be applied to the MB level MAD prediction. Here, the \( MAD_{direct} \) could be calculated based on neighboring predicted motion information, which is easily available without motion estimation. Because the motion vectors for neighboring partitions are often highly correlated, the motion vector predicted from nearby vectors is often close to the final determined motion information. So in the MB level rate control, \( MAD_{direct} \) derived based on predicted motion vector is more correlated to \( MAD_{actual} \) than \( MAD_{direct} \) derived without any motion information, and in this way \( MAD_{direct} \) could reflect more regional properties such as regional high motion and fine texture. The similarity measurement could also be employed to adaptively choose the more efficient MB level MAD prediction scheme, as described before.

Fig. 3.5 compares our adaptive MAD prediction model and the temporal MAD prediction model at the MB level. It is clear that our proposed scheme is better at predicting regional abrupt changes due to regional high motion and fine texture.

In summary, our proposed MAD prediction model can accurately estimate the statistical property before motion estimation, especially when high motion or scene change happens. Our MB level adaptive MAD prediction further improves the prediction efficiency when regional high motion or fine texture occurs.
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Figure 3.5: The comparison of actual MAD, linear predicted MAD and proposed adaptively predicted MAD at MB level. Randomly analyzed the 67th frame from HARBOUR@QCIF-15Hz, 90th frame from FOREMAN@QCIF-15Hz, 35th frame from FOOTBALL@QCIF-15Hz and 5th frame from CREW@QCIF-15Hz sequences, with QP=40.
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In the rate control schemes for the previous standards (MPEG-1, MPEG-2, H.261, H.263) [14–16, 18, 19], the amount of non-texture bits of the current basic unit is simply predicted from the recent encoded basic units, for example by averaging. So, the amount of texture bits is derived as Eq. (3.5). In previous standards, the amount of bits used for non-texture encoding is much less than the texture bits, and the amount of non-texture bits varies smoothly. So the prediction error of Eq. (3.5) is still acceptable. However, the H.264/AVC standard newly introduces many complicated motion estimation modes [22], which leads to some increase of the non-texture bits. At the same time, due to the development of more efficient motion estimation, the energy in the residual frame is reduced. Therefore, non-texture bits occupy a higher percentage of the sum bits, especially at low bitrates. And there also exists hard-to-predict fluctuations in the non-texture bits, as shown in Fig. 3.6. So Eq. (3.5) might not be suitable for estimating the amount of texture bits for H.264/AVC. The prediction of non-texture bits with fluctuation is a very complicated task, and the error of such prediction will finally yield a poor rate control result.

To solve this problem, we found that the process of predicting the amount of non-texture bits might be abridged if one model could be formulated to directly relate the amount of sum bits to the QP value. From empirical results, the MAD could be used as a complexity indicator to encode one frame into sum bits. The linear relationship between sum bits and MAD could also be observed in Fig. 3.7. To construct an R-Q model, one approach is to analyze the structure of the video processing and the statistical properties of the video data. This is called the analytical approach. Another approach is to derive the R-Q relationship based on several sampled values, which is called the empirical approach. Our proposed
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Figure 3.6: The variation of the amount of texture bits and non-texture bits. Analysis of HARBOUR@CIF-15Hz, FOREMAN@QCIF-15Hz, FOOTBALL@QCIF-15Hz and CREW@QCIF-15Hz sequences, with QP=40.
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approach is based on the result in [14] and [21], which belongs to the analytical approach, but we make some improvements according to the empirical result.

Figure 3.7: The relationship between sum bit and MAD with fixed QP=40. Analysis of FOOTBALL@QCIF-15Hz and CREW@QCIF-15Hz sequences.

Because the QP value affects both motion and texture information in H.264/AVC, it is not sufficient to just consider the relationship between QP value and texture bits. One example of the relationship among MAD, QP and texture/non-texture/sum bits is shown in Fig. 3.8. It can be observed that both $\frac{\text{TextBit}}{\text{MAD}}$ and $\frac{\text{Non-TextBit}}{\text{MAD}}$ are monotonic increasing with $\frac{1}{Q_p}$, so their summation should also be a monotonic increasing function. The relation between $\frac{\text{SumBit}}{\text{MAD}}$ and $\frac{1}{Q_p}$ is also shown in Fig. 3.8. The problem here is to find a mathematical model to approximate this monotonic increasing relation between $\frac{\text{SumBit}}{\text{MAD}}$ and $\frac{1}{Q_p}$. One can employ either the quadratic or the linear model:

\[
R_{\text{sum}}[i] = MAD_{\text{pred,adapt}}[i] \times \left( \frac{X1[i]}{Q_p[i]} + \frac{X2[i]}{Q_p[i]^2} \right) \tag{3.16}
\]

\[
R_{\text{sum}}[i] = MAD_{\text{pred,adapt}}[i] \times \frac{X1[i]}{Q_p[i]} + X2[i] \tag{3.17}
\]
where $R_{sum}[i]$ is the target sum bit of the basic unit to be encoded, which could be calculated according to the buffer status and the remaining bits. $X1[i]$ and $X2[i]$ are two parameters of the R-Q model, that could be updated with linear regression method after encoding each frame, and $Q_p[i]$ is the QP value.

Table 3.2: Comparison of R-Q Model Accuracy. IPPP structure with initial QP=40.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Target Bits</th>
<th>Mismatch</th>
</tr>
</thead>
<tbody>
<tr>
<td>QCIF 15Hz</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CREW</td>
<td>2000</td>
<td>638</td>
</tr>
<tr>
<td>CITY</td>
<td>800</td>
<td>186</td>
</tr>
<tr>
<td>MOBILE</td>
<td>2266</td>
<td>524</td>
</tr>
</tbody>
</table>

Mathematically, the quadratic model could achieve more accurate approximation. One simulation is carried out to test the R-Q model accuracy, and the result is given in Table 3.2. In this simulation, all the three R-Q models are used at the frame level, the target bits for each frame is set to a fixed value. All the R-Q models are updated with linear regression method after encoding each frame. The sum bits and adaptive MAD prediction methods are employed in our quadratic and linear models as in Eqs. (3.16) and (3.17). From Table 3.2, both our quadratic and linear R-Q models with sum bits and adaptive MAD prediction outperform the G012 model (Eqs. (3.6) and (3.13) ). The quadratic and linear models have comparable approximation accuracies, but the QP calculation and the model training process of quadratic model are more complicated. If MB level rate control is activated, the QP calculation and model training of quadratic model for each MB will significantly increase the encoding complexity. To trade-off the complexity and accuracy, linear model is chosen in our scheme. Compared to the G012 model, the approximation error is reduced by up to 33% with our linear model. The accuracy of the linear approximation is also specified in Fig. 3.8 by the R-squared value.
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\((R^2)\):

\[
R^2 = 1 - \frac{SSE}{SST}
\]  

(3.18)

where

\[
SSE = \sum (Y_i - \bar{Y}_i)^2
\]  

(3.19)

and

\[
SST = \left( \sum Y_i^2 \right) - \frac{\left( \sum Y_i \right)^2}{n}
\]  

(3.20)

\(R^2\) is an indicator from 0 to 1 that reveals how closely the approximated linear function \((\hat{Y}_i)\) is to the actual data \((Y_i)\). The approximated linear function is most reliable when its R-squared value is at or near 1. SSE stands for the sum-of-squares error, and SST is the sum-of-squares total. Note that, in H.264/AVC, the relationship between QS (quantization step) and QP is logarithmic as shown in Eq. (3.24). QP values of 20 to 40 correspond to QS values of 6.5 to 64. So the bitrate at QP=20 is almost 10 times that of the bitrate at QP=40. This bitrate range is sufficient to cover the video quality from high to low. The QP values outside this range are seldom used for real time video communication. Therefore, in Fig. 3.8, the relationship between \(\frac{\text{Sum Bit}}{\text{MAD}}\) and \(\frac{1}{QP}\) is only shown for QP value that ranges from 20 to 40, and the QP values of this range are widely used in this research area [65,67,68]. Moreover, QP value is usually adjusted within a small range for the successive frames to maintain a smooth visual quality. Clearly, the proposed linear model can also work properly within such a small range, even with very high or very low QP values.
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Therefore, with the linear R-Q model of Eq. (3.17), $Q_p[i]$ could be calculated based on $R_{\text{sum}}[i]$ and $MAD_{\text{pred,adapt}}[i]$, which are both available before motion estimation.

![Graphs showing linear relationship between TextureBit, Non-TextureBit, SumBit and QP for FOOTBALL]

Figure 3.8: The linear relationship among TextureBit, Non-TextureBit, SumBit and QP. Randomly chosen 1st and 2nd P frames from FOOTBALL@QCIF-15Hz sequence, QP=20:2:40 (QP values are set from 20 to 40, with increase step of 2).

A similar linear R-Q model has been used in some rate control work [65] based on TM5 [14] for MPEG-2 rate control:

$$R_{\text{sum}}[i] = MAD_{\text{actual}}[i] \times \frac{K}{Q_s[i]} + C$$  \hspace{1cm} (3.21)

where $K$ and $C$ are two constants and could be calculated based on the texture.
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bits and non-texture bits after encoding each frame. The zeroth-order parameter $C$ is the average bits to encode the motion information and other header bits, and it is a kind of simple predicted value of non-texture bits, which is not suitable for the H.264/AVC standard.

Compared with Eq. (3.21), there are three differences in our proposed model:

(i) $X2[i]$ in our proposed sum bits R-Q model denotes the prediction residual. Here, $X1[i]$ and $X2[i]$ are not related to the texture bits and non-texture bits. They could be updated by a linear regression method after encoding each frame. In this way, the inaccurate estimation for the amount of non-texture bits is abridged. The final rate control result is improved because the negative effect of inaccurate texture bits estimation is eliminated;

(ii) “Q” in our proposed R-Q model is the quantization parameter instead of quantization step in Eq. (3.21). So the calculation procedure between quantization parameter and quantization step is also abridged. This reduces the computing complexity.

(iii) MAD, which is used to specify the coding complexity, is a predicted value in our sum bits R-Q model, instead of actual value in Eq. (3.21).

3.5 Optimized QP Adjustment at MB level

It is known that, for a zero-mean i.i.d. source, the distortion ($D$) versus uniform quantization step relation could be approximated as follows [69] [54]:

$$D(Q_s) = \frac{Q_s^2}{\epsilon}$$

(3.22)
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where $Q_s$ is the quantization step and $\epsilon$ is a source dependent parameter.

In the previous standards, the relationship between quantization step and quantization parameter is always linear:

$$Q_s = 2 \times Q_p$$  \hspace{1cm} (3.23)

H.264/AVC has newly proposed integer transform and division free quantization [70], and the relationship between $Q_s$ and $Q_p$ becomes

$$Q_s = 2^{Q_s/6} \times \nu(Q_p \text{ mode 6})$$  \hspace{1cm} (3.24)

where

$$\nu(0) = 0.675$$
$$\nu(1) = 0.6875$$
$$\nu(2) = 0.8125$$
$$\nu(3) = 0.875$$
$$\nu(4) = 1.0$$
$$\nu(5) = 1.125$$

The relation between $Q_s$ and $Q_p$ could be accurately approximated as an exponential function, as shown in Fig. 3.9:

$$Q_s = C_1 \times C_2^{Q_p}$$  \hspace{1cm} (3.25)

where $C_1$ and $C_2$ are two constants. According to Eqs. (3.22) and (3.25), if we use
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![Graph showing the relation of QP and QS in H.264/AVC.](image)

Figure 3.9: The relation of QP and QS in H.264/AVC.

Mean square error (MSE) to indicate the $D(Q_s)$, the PSNR could be derived as

$$\text{PSNR} = 10 \log_{10} \frac{255^2}{\text{MSE}}$$

$$= 10 \log_{10} \frac{255^2}{Q^2}$$

$$= 10 \log_{10} \frac{\varepsilon \times 255^2}{(C_1 \times C_2^Q)^2}$$

$$= a \times QP + b \quad (3.26)$$

where $a$ and $b$ are two constants. This linear relation of QP and PSNR could be observed in Fig. 3.10.

At MB level rate control, some MBs within one region may share the same QP value to reduce the extra bits to encode QP differences, one region may contain several continuous MBs which are connected to each other horizontally or vertically. To obtain reconstructed video quality over the whole frame, the PSNR value of the whole frame should be maximized with given target bits, as

$$\max \sum_{i=1}^{N} [(a \times Q_p[i] + b) \times w_i] \quad (3.27)$$

where $N$ is the number of regions within each frame, and $w_i$ is the number of MBs
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Figure 3.10: The linear relationship between PSNR and QP. Randomly chosen 1st, 2nd, 3rd and 4th P frames from FOOTBALL@CIF-15Hz sequence, QP=20:2:40.
within the $i$-th region. According to Eq. (3.17), the sum bits constraint is

$$R_{\text{sum}} = \sum_{i=1}^{N} [(MAD_{\text{pred,adapt}}[i] \times \frac{X1[i]}{Q_p[i]} + X2[i]) \times w_i]$$  \hspace{1cm} (3.28)$$

The classic Lagrange theory \cite{71} can be used to obtain the optimized QP value for each region:

$$Q_p[i] = \frac{X1[i]}{R_{\text{sum}} - X2[i] \sum_{k=1}^{N} w_k \sqrt{MAD_{\text{pred,adapt}}[i]}}$$
$$\times \sum_{k=1}^{N} (\sqrt{MAD_{\text{pred,adapt}}[k]})$$  \hspace{1cm} (3.29)$$

For simplicity, the number of MBs within one region is set to 1 in our scheme, that means $w_i = 1, 1 \leq i \leq N$. Then Eq. (3.29) becomes

$$Q_p[i] = \frac{X1[i]}{R_{\text{sum}} - NX2[i] \sqrt{MAD_{\text{pred,adapt}}[i]}}$$
$$\times \sum_{k=1}^{N} (\sqrt{MAD_{\text{pred,adapt}}[k]})$$  \hspace{1cm} (3.30)$$

where $N$ is now the number of MBs in one frame. Eq. (3.30) would be used to adjust QP at MB level in our rate control scheme, which will be described in details in the next Section.

### 3.6 Proposed Rate Control Algorithm

With the adaptive MAD prediction method and the sum bits R-Q model, the detailed block diagram of our rate control scheme at the frame level is shown in Fig. 3.11. There are essentially five stages for frame level rate control: frame level MAD prediction, frame level target bit allocation, frame level QP adjustment, MB
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Figure 3.11: The block diagram of our rate control scheme at frame level.
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level rate control, parameter updates of frame level sum bits R-Q model and MAD prediction model.

1. **Frame level MAD prediction:**

   The encoder adaptively chooses the MAD prediction model with higher prediction efficiency from either temporal or spatial MAD prediction model, as described in Section 3.3.

2. **Frame level target bit allocation:**

   The target bit to encode each frame is calculated from

   \[ R_{\text{sum}}[i] = (1 - \alpha) \times R_1[i] + \alpha \times R_2[i] \]  \hspace{1cm} (3.31)

   where \( R_{\text{sum}}[i] \) is the target sum bits to encode the \( i \)-th frame, including texture, motion and other header information; \( \alpha \) is a constant that is set to 0.5 in JVT-G012 [21];

   \[ R_1[i] = \frac{W}{f} + \beta \times (B_t - B_c) \]  \hspace{1cm} (3.32)

   i.e. \( R_1[i] \) is estimated from the previous actual buffer occupancy \( B_c \), target buffer occupancy \( B_t \), frame rate \( f \) and the available bandwidth \( W \), with \( \beta \) set to 0.75 in JVT-G012 [21] with concern of tight buffer regulation;

   \[ R_2[i] = \gamma \times \frac{R_r[i]}{N_r[i]} + (1 - \gamma) \times \sigma \times \overline{R_{\text{act}}}[i - 1] \]  \hspace{1cm} (3.33)

   i.e. \( \overline{R_{\text{act}}}[i - 1] \) is the average value of actual sum bits used to encode the previous frame, \( R_2[i] \) is adaptively assigned according to the remaining bits and frame complexity. In Eq. (3.32), \( R_r[i] \) and \( N_r[i] \) are the amount of remaining bits and the
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number of remaining frames in the current GOP before encoding the $i$-th frame:

$$R_r[i] = \begin{cases} \frac{W}{J} \times GOP_{size} & : i = 1 \\ R_r[i-1] - R_{act}[i-1] & : i > 1 \end{cases}$$ (3.34)

$$N_r[i] = \begin{cases} GOP_{size} & : i = 1 \\ N_r[i-1] - 1 & : i > 1 \end{cases}$$ (3.35)

$GOP_{size}$ is the size of GOP, $\gamma$ is a weighting factor that is set to 0.875 in our experiments, and $\sigma$ is a variable to specify the ratio of coding complexity between the current frame and previously encoded frame. $\sigma$ is introduced with the aim to adaptively allocate more bits to encode the frame with more information, and it is given by

$$\sigma = \frac{MAD_{pred,adapt}[i]}{MAD_{actual}[i-1]}$$ (3.36)

where $MAD_{actual}$ is the average value of previous $MAD_{actual}$. $\sigma$ is further restrained as

$$\sigma = \begin{cases} 1 & : 0.5 < \sigma < 1.5 \\ \sigma & : \text{else} \end{cases}$$ (3.37)

Eq. (3.37) aims to activate the impact of $\sigma$ only when a sudden MAD fluctuation happens, e.g. caused by a real scene change or motion change. An example to show the effect of $\sigma$ is given in Section 3.7.

Finally, with the hypothetical reference decoder (HRD) which has been defined
in H.264/AVC [72], the target sum frame bits are bounded by

$$R_{\text{sum}}[i] = \max\{L_{\text{HRD}}[i], \min\{R_{\text{sum}}[i], U_{\text{HRD}}[i]\}\}$$ (3.38)

where $L_{\text{HRD}}[i]$ and $U_{\text{HRD}}[i]$ are respectively the lower and upper bounds of HRD for the current frame, they could be calculated as

$$L_{\text{HRD}}[i] = \begin{cases} R_{\text{preGOP}} + \frac{W}{T} & : i = 1 \\ L_{\text{HRD}}[i-1] + \left(\frac{W}{T} - R_{\text{act}}[i-1]\right) & : i > 1 \end{cases}$$ (3.39)

$$H_{\text{HRD}}[i] = \begin{cases} (R_{\text{preGOP}} + B_{\text{full}}) \times \rho & : i = 1 \\ H_{\text{HRD}}[i-1] + \left(\frac{W}{T} - R_{\text{act}}[i-1]\right) \times \rho & : i > 1 \end{cases}$$ (3.40)

where $R_{\text{preGOP}}$ is the difference between the target bits and actual bits of the previous GOP, $B_{\text{full}}$ is the full buffer size, which is determined by the current bandwidth $W$ and minimal buffer delay time $t_{\text{delay}}$:

$$B_{\text{full}} = W \times t_{\text{delay}}$$ (3.41)

where $\rho$ is a constant with the value of 0.9.

3. Frame level QP adjustment:

When the target sum bit to encode the $i$-th frame is determined, the QP value could be calculated by Eq. (3.17). Since the inaccurate estimation of the amount of texture bits is abridged by our refined R-Q model proposed in Section 3.4, the adverse effect caused by the rough setting of non-texture bits as a predicted value is eliminated.

To maintain the smoothness of visual quality within one sequence, the QP value
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is further adjusted by

\[ Q_p[i] = \min\{\overline{Q_p[i]} + 2, \max\{\overline{Q_p[i]} - 2, Q_p[i]\}\} \quad (3.42) \]

where \( Q_p[i] \) is the QP value for the \( i \)-th frame, and \( \overline{Q_p[i]} \) is the average QP value for all MBs in the previous frame.

The adjusted QP value derived from Eq. (3.42) is applied as the initial QP to the MB level rate control of current frame.

4. MB level rate control:

The MB level rate control could be viewed as an optional function in our scheme. If the size of the basic unit is set as one frame, the MB level rate control is skipped by directly using the frame level predicted QP to encode all MBs within the frame. For low delay application with small buffer size, the MB level rate control is always activated as it could help the encoder to achieve more accurate target bit matching and buffer control at the cost of minor coding efficiency loss.

MB level rate control could be further enhanced by another five steps including: MB level remaining bits calculation, MB level MAD prediction, MB level QP adjustment, MB actual encoding, parameters update of MB level sum bits R-Q model and MAD prediction model. The detailed block diagram of our rate control scheme at the MB level is illustrated in Fig. 3.12.

4.1 MB level remaining bits calculation:

The remaining bits of MB level rate control is initialized as \( R_{sum} \), which is the amount of target bits for current frame. For the following MBs, \( T \) is calculated at the subsequent of MB level rate control for each MB:

\[ T[i] = \begin{cases} R_{sum} & : \quad i = 0 \\ T[i - 1] - R_{mb}[i - 1] & : \quad \text{else} \end{cases} \quad (3.43) \]
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Figure 3.12: The block diagram of our rate control scheme at MB level.
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where $R_{mb}[i - 1]$ is the actual sum bits used to encode previous MB.

4.2 MB level MAD prediction:

At the MB level, the $MAD_{direct}$ is calculated based on the motion information predicted from spatial neighboring MBs, as described in Section 3.3. Note that the spatial correlation which could be used to predict motion information is only available for the current MB. For all other remaining MBs, the predicted motion vectors are zero, so their $MAD_{direct}$ should be calculated in the same way as the frame level. Our $MAD_{pred,adapt}$ always yields a more accurate MAD prediction because of the switching policy as described in Section 3.3.

Sometimes when the encoding sequence is characterized with high regional motion, such as FOOTBALL, a rough motion estimation could be activated as an optional function to obtain more accurate MAD prediction. At the start of MB level rate control, INTRA16, INTER16 and the most possible mode could be utilized to achieve mode decision with the predicted frame QP for all the MBs within the current frame, here the most possible mode is set to the determined motion mode of the co-site MB within the previous frame due to similarity of the temporal motion. The information of these three modes are saved at the encoder side, and the derived MAD is assigned to $MAD_{pred,adapt}$. With this rough motion estimation, $MAD_{pred,adapt}$ becomes more related to the $MAD_{actual}$. In the following motion determination step, these three modes of rough motion estimation are not carried out anymore, their information could be obtained directly from previously saved data, so this rough motion estimation would not incur more computing complexity. The only expense for this method is that the three modes are first processed with fixed QP for all MBs, but other modes are with adjusted QP. However, this effect could be neglected when the QP adjustment varies within a small boundary.

4.3 MB level QP adjustment:
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If the current MB is the first one in the current frame, its QP value is directly set to the frame level predicted QP.

If the remaining bits before encoding the current MB $T[i] < 0$, the QP value is increased by 1 to achieve frame level actual bits that are closer to target bits, i.e.

$$ Q_p[i] = Q_p[i - 1] + 1 $$

(3.44)

Otherwise, the MB level QP could be adjusted according to Eq. (3.45):

$$ Q_p[i] = \frac{X1[i]}{T[i] - (N - i)X2[i]} \sqrt{MAD_{pred,adapt}[i]} \times \sum_{k=i}^{N} (\sqrt{MAD_{pred,adapt}[k]}) $$

(3.45)

The derived QP value should also be restricted by the QP value of the previously encoded MB to reduce blocking artifacts:

$$ Q_p[i] = \min\{Q_p[i - 1] + 1, \max\{Q_p[i - 1] - 1, Q_p[i]\}\} $$

(3.46)

Moreover, the boundary to maintain visual smoothness along the temporal direction should also be considered, i.e.

$$ Q_p[i] = \min\{\overline{Q_p} + 3, \max\{\overline{Q_p} - 3, Q_p[i]\}\} $$

(3.47)

where $\overline{Q_p}$ specifies the average QP value for all MBs in the previous frame.

Finally, the QP value should be restricted between 0 and 51, which is provided by H.264/AVC [42].
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\[ Q_p[i] = \min\{51, \max\{0, Q_p[i]\}\} \]  \hspace{1cm} (3.48)

4.4 MB actual encoding:

The final adjusted QP value derived from Eq. (3.48) could be applied to motion estimation with RDO to the current MB. The QP value is also used to derive QS which is applied to quantize the spatial data before entropy coding. The relationship between QP and QS of H.264/AVC is specified in Eq. (3.24).

4.5 Parameters updates of MB level sum bits R-Q model and MAD prediction model:

After encoding each MB, the encoder should update the parameters of the MB level sum bits R-Q model and the linear MAD prediction model.

First, one sliding-window mechanism [18] is employed to adaptively choose the previous \( H \) MBs to update the model as sample data. The sliding-window size \( H \) depends on the fluctuation extent of coding complexity (\( \text{MAD}_{\text{actual}} \)). For example, if the coding complexity changes abruptly due to scene changes or high motion, \( H \) should be adaptively set to a smaller value so that less recent data is used. This sliding-window mechanism could be mathematically expressed as:

If \( \text{MAD}_{\text{actual}}[i - 1] \geq \text{MAD}_{\text{actual}}[i] \),

\[ H = H_{\text{max}} \times \left( \frac{\text{MAD}_{\text{actual}}[i]}{\text{MAD}_{\text{actual}}[i - 1]} \right) \]  \hspace{1cm} (3.49)

else,

\[ H = H_{\text{max}} \times \left( \frac{\text{MAD}_{\text{actual}}[i - 1]}{\text{MAD}_{\text{actual}}[i]} \right) \]  \hspace{1cm} (3.50)
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where $H_{\text{max}}$ is the maximal sliding-window size predefined as 20 in our experiments. $MAD_{\text{actual}}[i]$ is the actual MAD of the $i$-th MB of the current frame.

After encoding each MB, the first-order and zeroth-order parameters ($X1[i], X2[i]$) of the R-Q model could be updated with the recent $H$ sample data using linear regression method. To reduce the negative impact of some erroneous data points during the R-Q model update process, some poor data should be further removed as outliers. The amount of target bits could be recalculated by the first updated R-Q model with given actual QP value, and some statistical properties (such as standard deviation) between the amount of actual bits and recalculated target bits could be used as an indicator to reject poor data. Therefore, only representative data from the recent $H$ candidates are selected to finally update the R-Q model. In this way, the R-Q model could be further calibrated by introducing the rejection criterion of outliers.

Similar parameter update strategy with outlier removal is also employed to update the first-order and zeroth-order parameters ($Y1[i], Y2[i]$) of the traditional linear MAD prediction model. Note that there is no parameter update for our proposed direct MAD prediction model.

5. Parameters updates of frame level sum bits R-Q model and MAD prediction model:

The parameters of frame level sum bits R-Q model and linear MAD prediction model could also be updated after the encoding of each frame. This procedure is similar to the MB level parameter update, except that the training sample data is from the frame level encoding.

All the parameters mentioned in our scheme are listed in Table 3.3 and 3.4 for the frame level and the MB level rate control respectively. Some parameters are predefined heuristically as constants. For example, $\alpha$ is a weighing factor to
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Table 3.3: The parameters used in the frame level rate control.

<table>
<thead>
<tr>
<th>parameters</th>
<th>description</th>
<th>default value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( i )</td>
<td>the index of frame</td>
<td>-</td>
</tr>
<tr>
<td>( R_{\text{sum}} )</td>
<td>the target sum bits to encode one frame</td>
<td>-</td>
</tr>
<tr>
<td>( R_1 )</td>
<td>the bits estimated from buffer occupancy</td>
<td>-</td>
</tr>
<tr>
<td>( R_2 )</td>
<td>the bits estimated from remaining bits and frame complexity</td>
<td>-</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>a constant</td>
<td>0.75</td>
</tr>
<tr>
<td>( \beta )</td>
<td>a constant</td>
<td>0.5</td>
</tr>
<tr>
<td>( W )</td>
<td>the available bandwidth</td>
<td>-</td>
</tr>
<tr>
<td>( f )</td>
<td>the frame rate</td>
<td>-</td>
</tr>
<tr>
<td>( B_t )</td>
<td>the target buffer occupancy</td>
<td>-</td>
</tr>
<tr>
<td>( B_c )</td>
<td>the actual buffer occupancy</td>
<td>-</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>a constant</td>
<td>0.875</td>
</tr>
<tr>
<td>( R_r )</td>
<td>the amount of the remaining bits</td>
<td>-</td>
</tr>
<tr>
<td>( N_r )</td>
<td>the number of the remaining frames</td>
<td>-</td>
</tr>
<tr>
<td>( \sigma )</td>
<td>the parameter to indicate relative frame complexity</td>
<td>-</td>
</tr>
<tr>
<td>( \overline{R}_{\text{act}} )</td>
<td>the average bits to encode previous frames</td>
<td>-</td>
</tr>
<tr>
<td>( \text{GOP}_{\text{max}} )</td>
<td>the size of GOP</td>
<td>-</td>
</tr>
<tr>
<td>( \text{MAD}_{\text{actual}} )</td>
<td>the average actual MAD of previous frames</td>
<td>-</td>
</tr>
<tr>
<td>( L_{\text{HRD}} )</td>
<td>the lower HRD bound</td>
<td>-</td>
</tr>
<tr>
<td>( H_{\text{HRD}} )</td>
<td>the higher HRD bound</td>
<td>-</td>
</tr>
<tr>
<td>( R_{\text{preGOP}} )</td>
<td>the remaining bits of previous GOP</td>
<td>-</td>
</tr>
<tr>
<td>( B_{\text{full}} )</td>
<td>the full buffer size</td>
<td>-</td>
</tr>
<tr>
<td>( t_{\text{del}} )</td>
<td>the buffer delay time</td>
<td>-</td>
</tr>
<tr>
<td>( \rho )</td>
<td>a constant</td>
<td>0.9</td>
</tr>
<tr>
<td>( Q_p )</td>
<td>the initial QP of the MB level rate control</td>
<td>-</td>
</tr>
<tr>
<td>( Q_p )</td>
<td>the average MB QP value within one frame</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 3.4: The parameters used in the MB level rate control.

<table>
<thead>
<tr>
<th>parameters</th>
<th>description</th>
<th>default value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( i )</td>
<td>the index of MB</td>
<td>-</td>
</tr>
<tr>
<td>( T )</td>
<td>the remaining bits for current frame</td>
<td>-</td>
</tr>
<tr>
<td>( R_{\text{mb}} )</td>
<td>the bits used for one MB</td>
<td>-</td>
</tr>
<tr>
<td>( Q_p )</td>
<td>the calculated QP for the MB</td>
<td>-</td>
</tr>
<tr>
<td>( H )</td>
<td>the window size of update</td>
<td>-</td>
</tr>
<tr>
<td>( H_{\text{max}} )</td>
<td>the maximal window size</td>
<td>20</td>
</tr>
</tbody>
</table>

balance \( R_1 \) and \( R_2 \), and it is set to 0.5. \( \beta \) is constant to weight the buffer mismatch, and it is set to 0.75 for tight buffer regulation. Other reasonably different setting of these parameters will not affect the final results significantly.

Besides the advantages of adaptive MAD prediction model and sum bits R-Q model which we already described in Sections 3.3 and 3.4, there are two other improvements in our rate control strategy as compared to JVT-G012 [21]:

(a) \( \sigma \) defined by Eq. (3.36) and (3.37) are newly introduced with the aim to adaptively allocate more bits to encode the frame with higher MAD. It improves the subjective video quality for the frame with more information.
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(b) The frame level predicted QP value is used as the initial QP at the MB level rate control, instead of using the average QP of the previous frame. This ensures that the MB level rate control starts from a closer range to meet the target frame bits.

3.7 Experimental Results

The performance of our proposed rate control scheme for H.264/AVC is evaluated in this section. The simulation is implemented with the JVT reference software JM9.8 [62], in which JVT-G012 [21] is adopted to achieve rate control. To compare our scheme with JVT-G012 for real-time application, the MB level rate control is activated for both schemes, all the test sequences are intra-coded for the first frame (I frame) and followed with subsequent inter-coded frames (P frames).

<table>
<thead>
<tr>
<th>Sequence</th>
<th>FR RC</th>
<th>MB RC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>G012</td>
<td>Ours</td>
</tr>
<tr>
<td>CREW</td>
<td>30.2%</td>
<td>22.0%</td>
</tr>
<tr>
<td>FOOTBALL</td>
<td>16.4%</td>
<td>13.4%</td>
</tr>
<tr>
<td>HARBOUR</td>
<td>34.1%</td>
<td>22.4%</td>
</tr>
<tr>
<td>FOREMAN</td>
<td>55.4%</td>
<td>35.8%</td>
</tr>
</tbody>
</table>

Table 3.5: The Comparison of the Target Frame Bits Mismatch.

We first compare the percentage of target frame bits mismatch in Table 3.5 with frame skipping being turned off, as the comparison of target bits mismatch for the two schemes with different number of skipped frames is unfair. The comparison is implemented in both the frame level rate control ("FM RC" in Table 3.5) and the MB level rate control ("MB RC" in Table 3.5) for four sequences. The target bits mismatch is reduced by up to 28% with our scheme. Fig. 3.13 shows this comparison frame by frame at the MB level rate control for the sequences FOREMAN and HARBOUR. Fig. 3.14 presents the corresponding PSNR plots to Fig. 3.13.
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Figure 3.13: The comparison of target frame bits mismatch between our scheme and JVT-G012 at MB level rate control. Analysis of FOREMAN@QCIF-15Hz and HARBOUR@QCIF-15Hz sequences, with sequence initial QP=40.
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Figure 3.14: The comparison of PSNR between our scheme and JVT-G012 at MB level rate control. Analysis of FOREMAN@QCIF-15Hz and HARBOUR@QCIF-15Hz sequences, with sequence initial QP=40.
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Figure 3.15: The comparison of buffer status between different coding scheme at MB level rate control. Analysis of CITY@QCIF-15Hz, FOREMAN@QCIF-15Hz, BUS@QCIF-15Hz and MOBILE@QCIF-15Hz sequences, with sequence initial QP=40.
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#### Table 3.6: The Comparison of Final Rate Control Result.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>RC Sch.</th>
<th>Bitrate (kb/s)</th>
<th>Frame Sk.</th>
<th>Bit Was.</th>
<th>Tgt. bit Mism.</th>
<th>PSNR (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FOREMAM QCIF</td>
<td>G012</td>
<td>19.06</td>
<td>15</td>
<td>0</td>
<td>468</td>
<td>27.55</td>
</tr>
<tr>
<td>15Hz</td>
<td>Ours</td>
<td>19.02</td>
<td>4</td>
<td>0</td>
<td>237</td>
<td>27.81</td>
</tr>
<tr>
<td>Ours #</td>
<td>19.04</td>
<td>4</td>
<td>0</td>
<td>210</td>
<td>27.86</td>
<td></td>
</tr>
<tr>
<td>FOOTBALL QCIF</td>
<td>G012</td>
<td>63.87</td>
<td>27</td>
<td>4253</td>
<td>641</td>
<td>26.01</td>
</tr>
<tr>
<td>15Hz</td>
<td>Ours</td>
<td>63.98</td>
<td>21</td>
<td>4321</td>
<td>440</td>
<td>26.27</td>
</tr>
<tr>
<td>Ours #</td>
<td>63.98</td>
<td>8</td>
<td>4110</td>
<td>340</td>
<td>27.14</td>
<td></td>
</tr>
<tr>
<td>HABOUR QCIF</td>
<td>G012</td>
<td>20.07</td>
<td>8</td>
<td>0</td>
<td>300</td>
<td>24.54</td>
</tr>
<tr>
<td>15Hz</td>
<td>Ours</td>
<td>20.02</td>
<td>8</td>
<td>0</td>
<td>142</td>
<td>24.84</td>
</tr>
<tr>
<td>Ours #</td>
<td>20.02</td>
<td>8</td>
<td>0</td>
<td>112</td>
<td>24.95</td>
<td></td>
</tr>
<tr>
<td>SOCCER QCIF</td>
<td>G012</td>
<td>32.09</td>
<td>3</td>
<td>0</td>
<td>458</td>
<td>28.74</td>
</tr>
<tr>
<td>15Hz</td>
<td>Ours</td>
<td>32.07</td>
<td>1</td>
<td>0</td>
<td>193</td>
<td>28.85</td>
</tr>
<tr>
<td>Ours #</td>
<td>32.07</td>
<td>1</td>
<td>0</td>
<td>172</td>
<td>28.95</td>
<td></td>
</tr>
<tr>
<td>TABLE QCIF</td>
<td>G012</td>
<td>32.03</td>
<td>5</td>
<td>40</td>
<td>661</td>
<td>30.69</td>
</tr>
<tr>
<td>15Hz</td>
<td>Ours</td>
<td>32.03</td>
<td>4</td>
<td>0</td>
<td>344</td>
<td>30.92</td>
</tr>
<tr>
<td>Ours #</td>
<td>32.03</td>
<td>4</td>
<td>0</td>
<td>331</td>
<td>31.03</td>
<td></td>
</tr>
<tr>
<td>CREW CIF</td>
<td>G012</td>
<td>96.04</td>
<td>2</td>
<td>420</td>
<td>753</td>
<td>30.10</td>
</tr>
<tr>
<td>15Hz</td>
<td>Ours</td>
<td>96.04</td>
<td>1</td>
<td>488</td>
<td>376</td>
<td>30.05</td>
</tr>
<tr>
<td>Ours #</td>
<td>96.02</td>
<td>1</td>
<td>431</td>
<td>355</td>
<td>30.08</td>
<td></td>
</tr>
<tr>
<td>CITY CIF</td>
<td>G012</td>
<td>40.07</td>
<td>10</td>
<td>0</td>
<td>852</td>
<td>26.73</td>
</tr>
<tr>
<td>15Hz</td>
<td>Ours</td>
<td>40.04</td>
<td>10</td>
<td>0</td>
<td>473</td>
<td>26.81</td>
</tr>
<tr>
<td>Ours #</td>
<td>40.04</td>
<td>10</td>
<td>0</td>
<td>451</td>
<td>26.85</td>
<td></td>
</tr>
<tr>
<td>ICE QCIF</td>
<td>G012</td>
<td>30.14</td>
<td>5</td>
<td>0</td>
<td>552</td>
<td>29.49</td>
</tr>
<tr>
<td>15Hz</td>
<td>Ours</td>
<td>30.03</td>
<td>3</td>
<td>0</td>
<td>139</td>
<td>29.83</td>
</tr>
<tr>
<td>Ours #</td>
<td>30.03</td>
<td>3</td>
<td>0</td>
<td>137</td>
<td>29.89</td>
<td></td>
</tr>
<tr>
<td>MOBILE QCIF</td>
<td>G012</td>
<td>21.95</td>
<td>7</td>
<td>372</td>
<td>839</td>
<td>22.90</td>
</tr>
<tr>
<td>7.5Hz</td>
<td>Ours</td>
<td>21.95</td>
<td>7</td>
<td>337</td>
<td>824</td>
<td>23.05</td>
</tr>
<tr>
<td>Ours #</td>
<td>21.97</td>
<td>7</td>
<td>334</td>
<td>528</td>
<td>23.14</td>
<td></td>
</tr>
<tr>
<td>BUS QCIF</td>
<td>G012</td>
<td>25.82</td>
<td>8</td>
<td>668</td>
<td>524</td>
<td>24.57</td>
</tr>
<tr>
<td>7.5Hz</td>
<td>Ours</td>
<td>25.82</td>
<td>8</td>
<td>597</td>
<td>367</td>
<td>24.66</td>
</tr>
<tr>
<td>Ours #</td>
<td>25.82</td>
<td>8</td>
<td>532</td>
<td>288</td>
<td>24.76</td>
<td></td>
</tr>
</tbody>
</table>
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Figure 3.16: The comparison of reconstructed video quality, the 77th, 78th, 79th and 80th frames of FOREMAN. (a) reconstructed with our scheme, (b) reconstructed with JVT-G012.

Figure 3.17: The comparison of reconstructed video quality, the 62th, 63th, 64th and 65th frames of FOOTBALL. (a) reconstructed with our scheme, (b) reconstructed with JVT-G012.
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Figure 3.18: The comparison of reconstructed video quality. (a) reconstructed without $\sigma$ effect, (b) reconstructed with $\sigma$ effect, (c) details of (a), (d) details of (b).
For real-time video communication, the buffer size is set as $0.1 \times \text{bitrate}$. In other words, the maximal buffer delay is limited to 100ms to satisfy the low delay requirement. When the buffer is full, the encoder skips frames until there is available space in the buffer. When the buffer is empty and the input bit to the buffer is smaller than the output bandwidth, buffer underflowing will cause low channel utilization. The major objectives of our rate control scheme are to regulate the amount of sum bit to encode each P frame, efficiently utilize the buffer resource and prevent the buffer from overflowing and underflowing. Due to our proposed accurate bit allocation scheme, the buffer is well controlled. The buffer fullness status is compared in Fig. 3.15. Our scheme in Fig. 3.15 is without the rough motion estimation which is mentioned in Section 3.6. It is obvious that the encoder with our proposed rate control scheme outperforms JVT-G012 for buffer control. In terms of buffer overflowing and underflowing, the effect of rate control could also be observed from Table 3.6, where the scheme marked with # denotes the rough motion estimation (described in Section 3.6) being turned on. Our scheme could prevent frame skipping and bandwidth wasting more effectively. Note that due to the small buffer size for low delay applications, after intra-coding the first I frame, some P frames are always skipped to decrease the buffer occupancy below 100%. This kind of frame skipping is unavoidable for low delay communication with small size buffer. This is the reason why frame skipping also happens with our rate control scheme, albeit to a much less extent.

When frame skipping is turned on, the difference between the actual frame bits and the target frame bits in terms of MAD is compared in Table 3.6. If the current frame is skipped due to buffer overflow, its bit mismatch is not calculated in the comparison. Because if a frame is skipped, the encoder only uses a few bits to encode the "skip" information, this will induce a large mismatch between
the target frame bits and the actual encoded bits for the skipped frames, so the skipped frame is not included when calculating the MAD of frame level target bits mismatch to achieve a fair comparison. In Table 3.6 the target bits mismatch is reduced by up to 75% with our scheme.

Because of the optimized bit allocation and accurate QP adjustment, the encoder with our proposed rate control scheme could also achieve better or comparable reconstructed visual quality for most of the test sequences. Although the main advantage of our scheme is to improve the accuracy of the target bits matching, the experiment results presented in Table 3.6 shows an increase of luminance PSNR by up to 1.13dB (average around 0.33dB) at low bitrates. With a given target bitrate, if one rate control scheme skips more frames, then it would definitely allocate more bits to encode the other frames to achieve the target bitrate. In the same way, the rate control scheme with less skipped frames uses less average bits to encode its non-skipped frame, and thus achieves less PSNR value per encoded (non-skipped) frames. Using this PSNR to compare rate control schemes is unfair, because the distortion of the skipped frame should also be of concerned. In the rate control tests at MPEG-4 Visual part 2, frame repetition method is decided as the common method to calculate PSNR, because the frame is also repeatedly displayed at the decoder side if the following frame is skipped. In this chapter, this kind of PSNR calculation is used, the same as that employed in [15].

From this comparison which is carried out with various test sequences, it is found that the function of rough motion estimation (marked with # in Table 3.6 when activated) could help the encoder to perform better rate control for sequences with high motion (e.g. FOOTBALL), but it has not such effect on normal sequences. So it is recommended that this optional rough estimation function is turned on only when the encoding sequence has the property of continuous high
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motion.

Note that CREW is a kind of sequence with abrupt scene changes due to camera flash, and our scheme adaptively allocates more bits to the frames with higher coding complexity. So, more bits are assigned to encode the frames with camera flash to improve the quality of such frames. This induces less bits left to encode other frames, and it is the main reason for the slight average PSNR drop. However, this 0.07 dB average PSNR drop is very difficult to observe subjectively. And besides PSNR, the number of skipped frames, which is reduced by our scheme in CREW, is also important to evaluate subjective visual quality. So even for CREW, our proposed scheme also outperforms JVT-G012 with comparable PSNR value and reduced number of skipped frames.

The subjective comparison of reconstructed video quality is also shown in Figs. 3.16 and 3.17. With JVT-G012, the encoder skips the 78th and 80th frames of FOREMAN and the 63th and 65th frames of FOOTBALL due to ineffective buffer control. In contrast, our scheme provides better motion continuity.

The effect of the $\sigma$ parameter, which is specified in Eqs. (3.36) and (3.37), is shown in Fig. 3.18. There is a scene change at the 131th frame of the Table sequence. Since human visual system always pays more attention to new scene, more bits should be allocated to the beginning of the new scene to improve its visual quality. Meanwhile, due to high quality referencing frames, the prediction of subsequent frames can be improved. As a result, the coding efficiency can be improved.
3.8 Conclusions

In this chapter, we addressed the problems associated with the existing H.264/AVC bit allocation strategy for rate control JVT-G012 [21]: inaccurate MAD prediction and inaccurate estimation of the amount of texture bits. We proposed a bit allocation scheme with adaptive MAD prediction and sum bits R-Q model for low delay application of H.264/AVC standard. Both the frame level and MB level rate control could be achieved by our scheme.

There are five new results/improvements introduced in our scheme:

1. A spatial MAD prediction model is presented, and it could capture the abrupt MAD changes more efficiently. The MAD could be predicted adaptively by choosing either the spatial or temporal model with the help of real-time estimation of MAD prediction. This adaptive prediction model could achieve more accurate MAD prediction at both the frame level and the MB level.

2. One sum bits R-Q model relating the amount of sum bits and the QP value is created by abridging the inaccurate estimation process of texture bits.

3. With our proposed sum bits R-Q model and the relation of QP and PSNR in the H.264/AVC standard, the QP adjustment is optimized at the MB level with Lagrange theory.

4. More bits are adaptively allocated to the frame when scene change or high motion happens.

5. Instead of using the average QP of the previous frame, the initial QP at the MB level rate control is set as the frame level predicted QP value. In this way, the MB level rate control starts from a closer range to meet the target frame bits.
3.8 Conclusions

From the simulation results, our proposed methods always outperform JVT-G012 [21]. The mismatch between target frame bits and actual frame bits is reduced by up to 75%, and the buffer occupancy is much better controlled to avoid overflowing (which causes frame skipping) and underflowing (which causes bandwidth wasting). Meanwhile, both the subjective and objective reconstructed video quality are improved, and luminance PSNR is increased by up to 1.13dB (with an average of around 0.33dB) at low bitrates.
Chapter 4

Region-Of-Interest based Resource Allocation for Conversational Video Communication of H.264/AVC

4.1 Introduction

With the fast development of video communication technology, conversational multimedia services such as video telephony and video conferencing have become an important component of personal communication [13]. This kind of real-time communication requires video coding strategy with high compression ratio to achieve best video quality at a given bitrate, small buffer for low-delay interactive communication, and low computing complexity for easy implementation with personal video application terminals (e.g. handphone and PDA).

H.264/AVC [22] provides video compression strategy for video conferencing
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and video telephony applications. The novel features of H.264/AVC significantly improve the coding efficiency when compared to the former video coding standards [22]. However, the improvement is achieved at the expense of extremely high computing complexity caused by the newly adopted technologies, especially those for motion estimation/motion compensation (ME/MC), such as rate-distortion optimization (RDO) based variable block size ME/MC, multiple reference frames ME/MC, and quarter-sample-accurate ME/MC [22]. It is difficult to integrate this type of complex encoder/decoder into personal terminals (e.g. handphone and PDA) for real-time video communication. Therefore, it is desirable to obtain a good tradeoff between the computing complexity and the compression ratio.

There are many interesting results that aim to find fast ME and mode decision algorithms to simplify the coding complexity. The motion vector field adaptive search technique (MVFAST) [73] effectively utilizes the correlation of adjacent blocks for efficient motion vector determination. The macro-block (MB) level neighborhood information is exploited in [25] along with a set of skip mode conditions. In [26], the homogeneous region detection is used to propose a fast inter-mode block-size mode decision algorithm. In [27], a fast ME algorithm is derived by excluding the low-possibility modes in the mode-decision process. The property of the all-zero coefficient block that is produced by quantization and coefficient threshold is utilized in [28] to effectively skip unnecessary modes. The scheme of [29] limits the candidate modes to a small subset by pre-encoding a down-sampled small frame. Both motion vector and mode decisions are jointly optimized in [30]. The transform domain property is utilized in [31] to achieve efficient motion mode determination. The result in [32] proposed a fast ME method based on the available motion information when transcoding H.264/AVC from MPEG2. The above fast ME and mode decision algorithms can be used to reduce
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the computing complexity with slight quality loss.

Most of the fast algorithms give equal importance to every MB regardless of its relative importance to the human visual system (HVS). However, in many video applications, clients might pay more attention to the region of their interest. For example, the shoulder and head video is always encoded in real-time video communication, and the region-of-interest (ROI) of clients is usually not the background but the human face. Therefore, for both the encoder and the decoder, more resources including bits and computing power should be allocated to the human face to improve the overall visual quality. The research on the HVS has drawn a lot of attention [74–83], and the concept of ROI is an efficient tool for the classification of frame. That is, it could be used to divide a frame into several parts with different importance. When the available resources including bits and computing power are not enough, the ROI information can be used to optimally allocate the available resources to different parts of the frame according to their relative importance. In this way, the overall visual quality could be optimized.

There are three major problems when the concept of ROI is used in video coding: the detection of ROI, the ROI based bits allocation, and the ROI based computing power allocation. The former two have been well addressed and there are many interesting results. In [84] and [85], ROI is detected according to a two-level neural network classifier. The method of [86] utilizes the method of fuzzy logic control to adaptively assign the weighting factors to each MB, hence different bits are allocated to each MB according to its complexity of the rate distortion model. Most of the existing schemes [84–87] detect the ROI after ME, and the coding parameter (e.g. quantization parameter) is next adjusted to utilize more bits to encode the ROI. These existing ROI detection schemes cannot be directly used in H.264/AVC because there is a dilemma in the detection of ROI due to
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the employment of RDO in the H.264/AVC. Motion information is very important for the detection of ROI and is available after the RDO. The RDO can only be performed after the value of QP is available. However, the value of QP can be calculated after the ROI is detected. A similar dilemma also exists in rate control of H.264/AVC [21], and it is properly solved by using the available spatial and temporal MAD to estimate the actual MAD in our previous work [24], and as presented in Chapter 3. Meanwhile, automatic ROI extraction based on the HVS is a rather difficult task. In the recent research of human visual sensitivity [87], color contrast, texture contrast, motion, skin color and face detection are separately exploited and integrated together to reflect the processing ability of HVS. But this ROI detection algorithm is too complex to be implemented into real-time video communication. Moreover, the ROI based computing power allocation problem has not been well studied yet. It is necessary to consider it because the computing capacity of handheld devices is very limited.

We address the above three problems in this chapter. A fast ROI detection scheme is proposed to detect the ROI before the ME, and the dilemma in the detection of ROI is thus solved. The direct frame difference and the skin-tone information are applied to detect the ROI. This detection scheme is very suitable for conversational video communication due to its simple derivation. An ROI based rate control scheme is then designed for H.264/AVC and this scheme is an improved version of that presented in Chapter 3. In this new scheme, a relatively larger portion of bits is assigned to encode the ROI such that the overall visual quality could be improved. Since this chapter focuses on the conversational video communication, and the computing power of handheld device is usually limited, a simplified computing power allocation scheme is provided with the concern of both encoding and decoding complexity. Specifically, several coding parameters
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(e.g. ME modes, sub-pixel ME accuracy, ME search range and multiple reference frames ME) should also be properly adjusted to allocate more computing power to the ROI. The overall encoding time is saved due to the reduction of computing complexity in the region outside the ROI.

The remainder of this chapter is organized as follows. Section 4.2 presents our ROI detection scheme for H.264/AVC standard. In Section 4.3, the ROI based bit allocation is implemented with the rate control scheme proposed in Chapter 3. Computing power allocation with the determined ROI is described in Section 4.4. With the proposed ROI detection method and the parameter adjustment strategy, our simplified system is compared to the JVT H.264/AVC reference software JM9.8, where the experimental results and discussions are shown in Section 4.5. Finally, the concluding remarks are given in Section 4.6.

4.2 Fast ROI Detection

4.2.1 Dilemma in the Detection of ROI

The psychology of HVS has been studied for more than 100 years [88]. The achievements on visual attention can be used to process the video signal adaptively by allocating more noise or distortion to the frequency or spatial area which is less noticeable to the HVS, and improve the visual quality to the frequency or spatial area in which the HVS is more interested in. In the recent research of visual sensitivity [87], a HVS model is set up by using the features of color contrast, texture contrast, motion information, skin color and face detection. Although the integration of these features could properly indicate the perceptual quality significant map (PQSM) of HVS, the algorithms to extract these features [89-93] are extremely complex and are not suitable for implementation with the real-time video
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encoder with limited computing power.

Moreover, due to the RDO in the H.264/AVC, there is a dilemma in the detection of ROI. Motion information which is the most important feature for the detection of ROI cannot be determined without the value of QP. However, the value of QP would be further adjusted after the ROI is detected.

Although similar dilemma in the rate control scheme of H.264/AVC has been well known [21], the dilemma in the detection of ROI in H.264/AVC has not been addressed yet.

4.2.2 Simple ROI Detection Method for Conversational Video Communication

In our scheme, the ROI information is derived from pixel difference and skin-tone indicator.

To solve the dilemma in the detection of ROI, the difference between consecutive frames before ME can be applied to design a fast ROI detection scheme. As shown in Figs. 4.1(b), 4.2(b) and 4.3(b), the temporal difference of two consecutive frames could be used to approximately indicate the texture gradient and motion extension which are important when creating PQSM [87].

Meanwhile, for the conversational application, skin-tone area should also be highlighted as the HVS always pay more attention to the skin area (e.g. face) even without motion. In the video compression standards, the \( YC_bC_r \) color space is widely used [10,11,17,20,22]. Fortunately, the \( YC_bC_r \) color space is similar to the tint-saturation-luma (TSL) color space [94] which provides the best face detection result as compared to other color spaces (e.g. red-green space [95]), and it is perceptually uniform [96]. Although some studies assumed that the chrominance parts of the skin-tone are independent of the luminance part [97–99], in fact the
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Skin-tone color is nonlinearly dependent on luminance in practice [100]. In our scheme, the skin-tone detection is based on the model proposed in [100], where the skin-tone color is nonlinearly dependent on luminance. The skin-tone model is presented by the centers ($\bar{U}(Y)$ and $\bar{V}(Y)$) and spread of the cluster ($W_U(Y)$ and $W_V(Y)$). The transformed chrominance could be calculated as:

$$V'(Y) = \begin{cases} 
  V(Y) & : Y \in [125, 188] \\
  (V(Y) - \bar{V}(Y)) \cdot \frac{38.76}{W_V(Y)} + 154 & : \text{else} 
\end{cases}$$  \hspace{1cm} (4.1)$$

$$U'(Y) = \begin{cases} 
  U(Y) & : Y \in [125, 188] \\
  (U(Y) - \bar{U}(Y)) \cdot \frac{46.97}{W_U(Y)} + 108 & : \text{else} 
\end{cases}$$  \hspace{1cm} (4.2)$$

Where $Y$ is the luminance value of the pixel, $U(Y), V(Y)$ are the corresponding chrominance values, $U'(Y), V'(Y)$ are the nonlinear functions between luminance and chrominance values, and

$$W_V(Y) = \begin{cases} 
  0.172V(Y) + 17.25 & : Y < 125 \\
  -0.612V(Y) + 153.8 & : Y > 188 
\end{cases}$$  \hspace{1cm} (4.3)$$

$$W_U(Y) = \begin{cases} 
  0.22U(Y) + 19.48 & : Y < 125 \\
  -0.701U(Y) + 178.85 & : Y > 188 
\end{cases}$$  \hspace{1cm} (4.4)$$

$$\bar{U}(Y) = \begin{cases} 
  -0.09U(Y) + 119.47 & : Y < 125 \\
  0.213U(Y) + 68 & : Y > 188 
\end{cases}$$  \hspace{1cm} (4.5)$$
4.2 Fast ROI Detection

\[ \bar{V}(Y) = \begin{cases} -0.09Y + 165.47 & : Y < 125 \\ 0.213Y + 114 & : Y > 188 \end{cases} \]  \hspace{1cm} (4.6)

The skin-tone pixel is detected if the following elliptical model is satisfied for the transformed chrominance:

\[ \frac{(x - m_x)^2}{p_x^2} + \frac{(y - m_y)^2}{p_y^2} \geq 1 \]  \hspace{1cm} (4.7)

where

\[
\begin{bmatrix}
x \\
y
\end{bmatrix} = \begin{bmatrix} \cos \alpha & \sin \alpha \\ -\sin \alpha & \cos \alpha \end{bmatrix} \begin{bmatrix} U'(Y) - q_x \\ V'(Y) - q_y \end{bmatrix}
\]  \hspace{1cm} (4.8)

and \( m_x = 1.6, m_y = 2.41, p_x = 25.39, p_y = 14.03, \alpha = 2.53 \text{ rad}, q_x = 109.38 \) and \( q_y = 157.02 \). These parameters are set according to the training result from HHI image database. The details of this part could be found in [100]. The detected skin-tone areas are shown in Figs. 4.1(c), 4.2(c) and 4.3(c). Because some area on the face (i.e. eyes, mouth) may not be detected as skin, one low pass filter is further employed to dilate the skin-tone area to cover a larger face area, the dilated skin-tone areas are given in Figs. 4.1(d), 4.2(d) and 4.3(d). Note that because HVS always focuses on the center of the frame [101], the MBs on the boundary of frame is not included into the skin-tone detection.

Because the video sequence is encoded at the MB level, the pixel level direct difference and skin-tone information are combined to indicate the ROI importance at the MB level. Let \( p \) be a binary parameter to represent whether the pixel is
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Figure 4.1: Example 1 of ROI detection: (a) the 5th original frame of the FOREMEN sequence at QCIF spatial resolution; (b) temporal difference at pixel level; (c) the detected skin-tone areas; (d) the dilated skin-tone area; (e) $I_{ROI}$ at MB level; (f) initial detected ROI mask; (g) final detected ROI mask after mean filtering.

Detected as skin-tone ($1$: yes, $0$: no), then

$$I_{ROI}[i] = \sum_{j=1}^{16} \sum_{k=1}^{16} |F0[i,j,k] - F1[i,j,k]| \cdot (p[i,j,k] + 0.5)$$  \hspace{1cm} (4.9)

where $i$ is the MB index, $j,k$ are the pixel index within one MB, $F0$ and $F1$ are two continuous frames, and $I_{ROI}$ is the ROI indicator at MB level. In Figs. 4.1(e), 4.2(e) and 4.3(e), $I_{ROI}$ of each MB in the testing frame is described in a grey-level graphic, where the white color denotes the maximal $I_{ROI}$ of the testing frame and the black one denotes the minimal value.

The procedure for creating the ROI mask with the $I_{ROI}$ information is given in the following three steps:
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Figure 4.2: Example 2 of ROI detection: (a) the 22th original frame of the MISS sequence at QCIF spatial resolution; (b) temporal difference at pixel level; (c) the detected skin-tone areas; (d) the dilated skin-tone area; (e) $I_{ROI}$ at MB level; (f) initial detected ROI mask; (g) final detected ROI mask after mean filtering.

1. The $I_{ROI}$ at MB level is first scaled as

$$
\mu[i] = \frac{I_{ROI}[i]}{\overline{I}_{ROI}}
$$

(4.10)

where $i$ is the MB index of the current frame, $\mu[i]$ represents the importance of the $i$-th MB to detect ROI, $\overline{I}_{ROI}$ is the average $I_{ROI}$ of all the MBs in the current frame. $\mu[i]$ is next bounded as

$$
\mu[i] = \max\{\mu_L, \min\{\mu[i], \mu_U\}\}
$$

(4.11)

where $\mu_L$ and $\mu_U$ are two constants to denote the lower and upper boundaries of $\mu$, set to 1.0 and 2.0 respectively in our scheme. $\mu[i]$ is further re-mapped.
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Figure 4.3: Example 3 of ROI detection: (a) the 73th original frame of the M&D sequence at QCIF spatial resolution; (b) temporal difference at pixel level; (c) the detected skin-tone areas; (d) the dilated skin-tone area; (e) \( I_{ROI} \) at MB level; (f) initial detected ROI mask; (g) final detected ROI mask after mean filtering.

\[
\mu(i) = \mu(i) - \frac{1}{2}(\mu_U + \mu_L)
\]

(2) With the assumption proposed in [101] that HVS always focuses on the center of the frame, a frame boundary ROI mask is introduced as shown in Fig. 4.4. For the sequences with QCIF spatial resolution, the MBs in the upper row, and left and right columns are excluded outside the ROI region. For the CIF spatial resolution sequences, the boundaries are extended with one more MB width. The \( \mu \) values of the MBs within the boundaries (MBs with black color in Fig. 4.4) are set to \(-\frac{\mu_U - \mu_L}{2}\).

(3) The initial ROI masks for different test sequences after the above two steps
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Figure 4.4: The boundary ROI mask of one frame.

are shown as grey-level graphic in Figs. 4.1(f), 4.2(f) and 4.3(f), where white and black colors respectively denote the maximal and minimal $\mu$ values of each MB. Although these initial ROI masks could indicate the ROI region well, the $\mu$ values of the spatial neighboring MBs within a local area sometimes varies significantly. If the encoder allocates the coding resources to the ROI according to the $\mu$ values within these masks, the visual quality of the MBs with high $\mu$ values might be a lot better than their neighbors. This will induce block artifacts at the edge of ROI and adversely affect the overall visual quality of the whole frame. To solve this problem, a weighted $3 \times 3$ mean filter $M$ is applied to all the MBs inside the boundary (MBs with white color in Fig. 4.4) to smoothen the initial ROI mask:

$$M = \begin{bmatrix}
\frac{1}{12} & \frac{1}{12} & \frac{1}{12} \\
\frac{1}{12} & \frac{1}{3} & \frac{1}{12} \\
\frac{1}{12} & \frac{1}{12} & \frac{1}{12}
\end{bmatrix} \quad (4.13)$$

The final detected ROI masks for different test sequences after the above three steps are shown in Figs. 4.1(g), 4.2(g) and 4.3(g), where the $\mu$ value of each MB is also specified into grey-level from white (maximal value of $\mu$, i.e. $\frac{\mu-\mu_L}{2}$) to black (minimal value of $\mu$, i.e. $-\frac{\mu-\mu_L}{2}$). The block artifact is effectively
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removed by the weighted mean filter.

The above proposed scheme only utilizes the direct frame difference and the skin-tone information, so it could be easily implemented into an H.264/AVC encoder without the involvement of QP to realize fast ROI detection for real-time video communication. Meanwhile, this ROI detection scheme could achieve impressive ROI mask of the HVS to prepare for further coding parameter adjustments.

Note that our ROI detection scheme is very effective for the conversational video, where the background is usually still and clients are more interested in the human face of the foreground. When the proposed ROI detection cannot work effectively for some other kinds of videos, equal importance could be given to each MB, or higher importance to the center region of the frame as the HVS always focuses on the center of the frame [101].

4.3 ROI Based Bit Allocation for H.264/AVC

Bit allocation for rate control is one of the most important open issues in video encoding. In Chapter 3, we have proposed a bit allocation scheme for H.264/AVC rate control, but this scheme allocate bits with equal importance to every MB of the frame, regardless of its relative importance to the HVS. In fact, to encode the ROI with higher quality, more bits should be allocated to the MB which is more important to the HVS.

Based on the classic rate-distortion theory [66], RDO is employed in the H.264/AVC standard [23] to provide optimal bit allocation between motion information and residual information. An encoder with a smaller Lagrangian parameter usually could generate more encoding bits and achieve better visual quality. So smaller
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QP value should be assigned to MBs in the ROI. The bit allocation with ROI concern could be easily implemented with our previously proposed rate control scheme for H.264/AVC, as described in Chapter 3.

To provide an ROI based rate control at the MB level, Eq. (3.27) is replaced by

$$\max \sum_{i=1}^{N} \{ (a \times Q_p[i] + b) w[i] \}$$

(4.14)

where $w[i]$ is the weighting factor of the $i$-th MBs. It can be chosen to incorporate the importance of the $i$-th MB’s distortion as

$$w[i] = (2\mu[i] + \mu_U)^2$$

(4.15)

Therefore, a larger $w[i]$ is selected if the $i$-th MB is in the ROI. Similar to Eq. (3.45), the value of $Q_p[i]$ is derived as

$$Q_p[i] = \frac{X[i]}{T[i] - (N - i) X[i]} \sqrt{MAD_{pred,adapt}[i]} \sum_{k=i}^{N} \frac{w[k]}{w[i]} MAD_{pred,adapt}[k]$$

(4.16)

4.4 ROI Based Computing Power Allocation

The H.264/AVC [42] [22] is the latest international video coding standard which could achieve a significant improvement in the rate-distortion efficiency. The H.264/AVC could provide half bit-rate savings compared with MPEG-2 [10] which is the most common standard used for video storage and transmission, and the compression gain of H.264/AVC over H.263 [11] is in the range of 25% to 50% due to different type of applications.
4.4 ROI Based Computing Power Allocation

When compared with the previous video coding standards, many new methods [42] [22] are introduced in the H.264/AVC to enhance its compression performance, such as variable block size motion estimation, quarter-sample-accurate motion estimation and multiple reference frames motion estimation. The complexity of H.264/AVC encoder and decoder are significantly increased due to the employment of these new methods. Moreover, the personal video terminals (e.g. handphone and PDA) of the clients are always equipped with relatively low computing capacity. Clearly, it is very difficult to use the original H.264/AVC encoder and decoder for real-time conversational video communication. Therefore, both the encoder and the decoder should be properly simplified by adaptively adjusting the coding parameters with the ROI concern. These are discussed below.

4.4.1 Encoder complexity

4.4.1.1 MB candidate modes

To represent more accurate motion field of moving objects to reduce the residual error, there are a total of 7 different MB partitions (16x16, 16x8, 8x16, 8x8, 8x4, 4x8, and 4x4) that are utilized in the H.264/AVC [42] [22], as shown in Fig. 4.5 [102].

For the MBs in inter frame, both the inter prediction and intra prediction are tried to select the prediction mode with minimal R-D (rate distortion) cost.

For inter prediction, each MB could be first split up in four ways, as shown in Fig. 4.5 (a): either one 16 × 16 MB partition, two 16 × 8 partitions, two 8 × 16 partitions or four 8 × 8 partitions. If the 8 × 8 mode is chosen from these four modes with minimal R-D cost, each of the four 8 × 8 sub-MB within the MB could be further split in additional four ways, as shown in Fig. 4.5 (b): either as one 8 × 8 sub-MB partition, two 8 × 4 sub-MB partitions, two 4 × 8 sub-MB partitions
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Figure 4.5: The MB partitions of H.264/AVC.
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or four $4 \times 4$ sub-MB partitions. These MB partitions and sub-MB partitions provide a large number of possible combinations within each MB. This kind of tree structured motion compensation partitions MB into motion compensated sub-blocks of variable size.

![Figure 4.6: The intra prediction methods for $4 \times 4$ partition of H.264/AVC.](image)

For each MB, the intra prediction is carried out for each $4 \times 4$ block or for the whole $16 \times 16$ macro-block. There are a total of nine intra prediction modes for each $4 \times 4$ block, as shown in Fig. 4.6 [102]:

- **Mode 0:** Vertical prediction
- **Mode 1:** Horizontal prediction
- **Mode 2:** DC prediction
- **Mode 3:** Diagonal down-left prediction
- **Mode 4:** Diagonal down-right prediction
- **Mode 5:** Vertical-right prediction
- **Mode 6:** Horizontal-down prediction
- **Mode 7:** Vertical-left prediction
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- Mode 8: Horizontal-up prediction

![Diagram showing intra prediction methods](image)

Figure 4.7: The intra prediction methods for 16 × 16 partition of H.264/AVC.

And there are four modes for a 16 × 16 macro-block, as shown in Fig. 4.7 [102]:

- Mode 0: Vertical prediction
- Mode 1: Horizontal prediction
- Mode 2: DC prediction
- Mode 3: Plane prediction based on a linear spatial interpolation.

The intra prediction is spatially based on previously encoded and reconstructed blocks, and the residual information is subtracted from the current block prior to encoding.

Therefore, H.264/AVC provides more flexible prediction modes for each MB in the inter frames from the set {INTRA16x16, INTRA4x4, INTER16x16, INTER16x8, INTER8x16, INTER8x8, INTER8x4, INTER4x8, INTER4x4, SKIP, DIRECT}. Both the motion vector and the MB partition mode should be determined with RDO using the Lagrangian method, and the final MB mode is determined with the minimal R-D cost. However, RDO based ME and mode decision require a series of operations (e.g. motion vector estimation, quantization, integer transform, entropy coding, inverse quantization and inverse integer transform) for
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each prediction mode. Because of the many possible partitions of each MB, it is extremely computationally intensive to select the best mode from all the candidate modes. Subsequently, the resultant computational burden challenges the personal terminals (e.g. handphone and PDA) for real-time video communication. Due to the limited computing power of the encoder, more coding resources should be utilized on the coding of MBs in the ROI to guarantee the overall visual quality. Therefore, it is desired to design an ROI based computing power allocation scheme.

We divide all the possible MB partition modes into three subsets: subset 0 is \{INTER16x16, SKIP, DIRECT\}, subset 1 is \{INTER16x8, INTER8x16, INTER8x8\} and subset 2 is \{INTRA16x16, INTRA4x4, INTER8x4, INTER4x8, INTER4x4\}. As shown in Fig. 4.8 and Fig. 4.9, the partition subset with complicated modes takes more percentage in the area with higher \(\mu\) values. Based on this observation, a simple algorithm is used to predefine the candidates for mode decision as follows:

\[
\text{if } \mu[i] = -\frac{\mu[i] + \mu}{2}, \text{ then} \\
\text{The partition mode is chosen from subset 0,}
\]

\[
\text{else}
\]

\[
\text{if } -0.5 < \mu[i] < -0.25, \text{ then} \\
\text{The partition mode is selected from subsets 0 and 1,}
\]

\[
\text{else}
\]

\[
\text{The partition mode is chosen from subsets 0, 1 and 2.}
\]

\[
\text{end if}
\]

\[
\text{end if}
\]

In this way, most of the available computing power is allocated to the ROI and the encoder is simplified by reducing the encoding complexity of MBs in the region.
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Figure 4.8: The original testing frames are shown in the left column and the final detected ROI mask and the MB partition modes for the same frames are in the right column. Random analysis of (a) the 8th frame of FOREMAN@QCIF 15Hz, (b) the 17th frame of MISS@QCIF 30Hz, (c) the 16th frame of M&D@QCIF 30Hz.
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$$\mu[i] = -\nu - \frac{\nu - \mu}{2}$$

$$-\nu - \frac{\nu - \mu}{2} < \mu[i] < -0.25$$

$$-0.25 \leq \mu[i] \leq \nu - \mu$$

Figure 4.9: The percentage of the partition subsets for the MBs within the same range of $\mu$ value. Analysis of FOREMAN@QCIF 15Hz with QP=40.

outside the ROI. This scheme would induce slight difference between the derived MB mode and the actual best mode through a full search for the MBs in the region outside the ROI. However, this would not adversely affect the overall subjective visual quality.

4.4.1.2 The number of reference frame

Figure 4.10: The method of multiple reference frames for H.264/AVC.
Contrary to the previous standards which only allows the use of the frame just before and/or after the current frame as the referencing one(s), the H.264/AVC standard enhances the coding efficiency by offering the option of multiple reference frames in the inter-frame coding. As shown in Fig. 4.10 [22], besides the motion vector, the frame reference parameters (Δ) are also transmitted to the decoder side. This concept could also be extended to bi-directional predicted frames. By analyzing the reference frames of sequence FOREMAN@QCIF 15Hz with QP=40, the other reference frames (not the one just before and/or after the current frame) only occupy 4.3% of the non-ROI region (μ[i] = −\( \frac{μ}{2} \)), and increased to 25.9% of the ROI (μ[i] > −\( \frac{μ}{2} \)) area. Therefore, to save the coding complexity of MBs in the region outside the ROI, the reference frames of the MBs in the non-ROI region are fixed to the frame just before and/or after the current frame. The MBs in the ROI could use multiple previously and/or subsequently coded frames as referencing ones to maximize their qualities. The number of the candidate reference frames could be pre-defined before encoding.

### 4.4.1.3 Sub-pixel accurate motion estimation

The H.264/AVC standard uses quarter-sample-accurate motion vectors while most of the previous standards only enable at most half-sample-accurate motion vectors. The more accurate motion prediction provides the encoder a significant improvement of motion estimation and motion compensation. The pixel value at the sub-pixel position needs to be interpolated as the method illustrated in Fig. 4.11 [22], in which the original integer pixel is labelled by upper-case letters “A-U” and the interpolated sub-pixel are represented by other symbols. The half-sample-accurate pixels (e.g. \( b, h, m, s, cc, dd, cc, ff \)) are interpolated from the integer pixel with a one-dimensional six-tap FIR filter. For example, the value at the location \( b \) in
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Figure 4.11: The method of interpolation for H.264/AVC.
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Fig. 4.11 is first calculated with the values at the integer locations E, F, G, H, I and J:

\[ b = (E - 5F + 20G + 20H - 5I + J) \]  \hspace{1cm} (4.17)

The final interpolation value is further obtained as follows:

\[ b = (b + 16) >> 5 \]  \hspace{1cm} (4.18)

and

\[ b = \min(255, \max(b, 0)) \]  \hspace{1cm} (4.19)

The half-sample-accurate pixel value at position \( j \) could be achieved by using the one-dimensional six-tap FIR filter on the six samples at half-sample-accurate position as

\[ j = (cc - 5dd + 20h + 20m - 5ee + ff) \]  \hspace{1cm} (4.20)

\[ j = (j + 16) >> 5 \]  \hspace{1cm} (4.21)

\[ j = \min(255, \max(j, 0)) \]  \hspace{1cm} (4.22)

In this way, to interpolate \( j \), the values at the half-sample-accurate position (\( cc, dd, h, m, ee, ff \)) must be calculated first. Compared to other calculations for the half-sample-accurate pixel, the interpolation for \( j \) is the most complex.

The values at the quarter-sample-accurate position, denoted as \( a, c, d, n, f, i, k, \) and \( q \), are calculated by averaging the two nearest samples at integer and half
sample positions, such as

\[ a = (G + b + 1) >> 1 \]  (4.23)

In a similar way, the values at quarter-sample-accurate position denoted as \( e \), \( g \), \( p \), and \( r \) are derived by averaging the two nearest samples at half sample positions in the diagonal direction as

\[ e = (b + h + 1) >> 1 \]  (4.24)

<table>
<thead>
<tr>
<th>Example position</th>
<th>sub-pixel accuracy</th>
<th>interpolation complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>( H )</td>
<td>integer</td>
<td>no</td>
</tr>
<tr>
<td>( b, h )</td>
<td>half</td>
<td>1 ( \times ) (six-tap)</td>
</tr>
<tr>
<td>( j )</td>
<td>half</td>
<td>7 ( \times ) (six-tap)</td>
</tr>
<tr>
<td>( a, c, d, n )</td>
<td>quarter</td>
<td>1 ( \times ) (six-tap) + 1 ( \times ) (two-tap)</td>
</tr>
<tr>
<td>( e, g, p, r )</td>
<td>quarter</td>
<td>2 ( \times ) (six-tap) + 1 ( \times ) (two-tap)</td>
</tr>
<tr>
<td>( i, f, k, q )</td>
<td>quarter</td>
<td>7 ( \times ) (six-tap) + 1 ( \times ) (two-tap)</td>
</tr>
</tbody>
</table>

From the above derivations, it is clear that the sub-pixel values at different positions are with different interpolation complexity. The calculation complexity at different sub-pixel positions are given in Table 4.1.

By analyzing the sub-pixel ME of sequence MISS@QCIF 15Hz with QP=40, the sub-pixel (both half- and quarter-pixel) ME only occupies 2.1% of the non-ROI region, and increased to 42.7% of the ROI area. To achieve fast video coding for real-time communication, the accuracy of motion vectors for the MBs in the non-ROI region is up to half-pixel, and the MBs in the ROI employ the quarter-pixel motion estimation. Note that the sub-pixel ME in the ROI area could be further optimized with the concern of decoding interpolation complexity, as described later.
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in Section 4.4.2.

4.4.1.4 Motion estimation search range

Let $S[i]$ be the search range of the $i$-th MB, and $\tilde{S}$ be a predefined constant that specifies the search range. As shown in Fig. 4.12, the maximal motion vectors belonging to a larger search range ($> 0.5\tilde{S}$) occupies a higher percentage in area with higher $\mu$ values. Therefore, the search range of MB $i$ is adjusted by

$$S[i] = \tilde{S} \times (0.75\mu[i] + 0.625)$$  \hspace{1cm} (4.25)

Obviously, a larger range could be searched for the MB with higher importance to HVS, and the coding complexity of the less important region is saved.

4.4.2 Decoder complexity

The analysis of computing complexity of H.264/AVC decoder is presented in [103], the interpolation caused by sub-pixel ME is the major time consuming part of the
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decoder, it could take up to 56% of the decoding time. In the conversational video communication, the computing power of user's terminals are limited. Besides the predefined sub-pixel ME constraints presented in Section 4.4.1.3, it is desired to propose an ROI based decoding-friendly scheme for the ROI region ($\mu > 0.5$), so as to allocate more decoder resources on the area with high ROI interest (high $\mu$ value). Therefore, the decoding complexity should be optimized at the encoder side.

In H.264/AVC, rate distortion optimization (RDO) is used to determine motion information [23], both motion estimation and mode decision should be optimized by using the Lagrangian method, as the description of Eqs. (3.9, 3.10, 3.11, 3.12) in Section 3.2.

Inspired by the previous computing power allocation work proposed in [104], we take the decoding complexity into account by modifying the above rate-distortion (R-D) cost functions of Eqs. (3.9) and (3.10) into rate-distortion-complexity (R-D-C) cost functions:

\[
J_{mv} = \{D_{mv} + \lambda_{motion} \cdot R_{mv} + \beta_{motion} \cdot C_{motion}\} \quad (4.26)
\]

\[
J_{mode} = \{D_{rec} + \lambda_{mode} \cdot (R_{mv} + R_{coeff}) + \beta_{mode} \cdot C_{mode}\} \quad (4.27)
\]

where $\beta_{motion}$ and $\beta_{mode}$ are the two Lagrange multipliers to compromise the decoder complexity during motion vector and motion mode determination respectively, $C_{motion}$ and $C_{mode}$ are the parameters to indicate the decoding complexity at motion vector and motion mode determination stages respectively. Here, $C_{motion}$ is calculated based on the interpolation complexity of the current motion vector, and $C_{mode}$ is the sum of the interpolation complexity of all the motion vectors in
the current mode.

As described in Section 4.4.1, it is known that the sub-pixel values at different positions are with different interpolation complexity. Based on the details in Table 4.1, the interpolation complexity of each motion vector $C_{motion}$ is predefined as

$$C_{mode}(MV) = \begin{cases} 
0 & \text{MV is at integer position} \\
1 & \text{MV is at position b, h} \\
1.5 & \text{MV is at position a, c, d, n} \\
2.5 & \text{MV is at position e, g, p, r} \\
7 & \text{MV is at position j} \\
7.5 & \text{MV is at position i, f, k, q} 
\end{cases} \tag{4.28}$$

The higher values of $\beta_{motion}$ and $\beta_{mode}$ could save more decoder complexity at the cost of video quality degradation. To save more decoder resources from the ROI according to each MB's relative importance, $\beta_{motion}$ and $\beta_{mode}$ are adjusted as follows:

$$\beta_{motion}[i] = 80 \cdot (0.5 - \mu[i]) \tag{4.29}$$

$$\beta_{mode}[i] = 4 \cdot (0.5 - \mu[i]) \tag{4.30}$$

In this way, the areas with lower $\mu$ values could be decoded with less interpolation complexity.
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The performance of ROI based resource allocation scheme is evaluated in this section. Several standard MPEG test sequences with QCIF (176 × 144) spatial resolution are carried out in our experiments. The simulation is implemented with the latest JVT reference H.264/AVC software JM9.8 [62], in which JVT-G012 [21] is adopted to regulate the bitrates while the rate control scheme proposed in Section 4.3 is employed in our encoder. Since real-time conversational video communication is studied in this chapter, all the test sequences are intra-coded for the first frame (I frame) and followed with inter-coded frames (P frames). The buffer size is set as 0.1 * bitrate, i.e. the maximal buffer delay is limited to 100ms to satisfy the conversational low-delay requirement. One additional buffer size is also simulated to increase the buffer delay to 500ms. Other coding parameters are listed as follows:

- Motion estimation search range is set to 16 pixels.
- RDO is enabled.
- CABAC is enabled.
- The number of reference frames is set to 2.
- Quarter-sample-accurate motion estimation is enabled.

Note that some of the above coding parameters should be adaptively adjusted for our ROI based computing power allocation scheme.

When the buffer overflowed, the encoder skips frames until there is available space in the buffer. When the buffer underflowed, certain bandwidth will be wasted. Thus, it is desired to design a good buffer control scheme to reduce and even prevent the buffer from overflowing and underflowing. Clearly, it can be
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Table 4.2: Comparison of Our Scheme and JM9.8 with Coding Complexity Optimization.

<table>
<thead>
<tr>
<th>sequence</th>
<th>Sch.</th>
<th>Tgt. Act. Frame</th>
<th>Act. bits (kb/s)</th>
<th>Frame bits (kb/s)</th>
<th>Mism.</th>
<th>Overall time (ms/f)</th>
<th>Overall PSNR (dB)</th>
<th>ROI PSNR (dB)</th>
<th>IP comp. x10³</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FOREMAN</td>
<td>JM98</td>
<td>19</td>
<td>19.05</td>
<td>484</td>
<td>1006</td>
<td>2.27</td>
<td>27.53</td>
<td>26.75</td>
<td>495</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>19.04</td>
<td>388</td>
<td>271</td>
<td>0.91</td>
<td>24.10</td>
<td>27.02</td>
<td>25.33</td>
<td>484</td>
</tr>
<tr>
<td></td>
<td>JM98</td>
<td>64</td>
<td>64.03</td>
<td>1168</td>
<td>961</td>
<td>2.85</td>
<td>34.18</td>
<td>33.36</td>
<td>464</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>64.03</td>
<td>492</td>
<td>457</td>
<td>1.97</td>
<td>33.86</td>
<td>33.67</td>
<td>32.12</td>
<td>312</td>
</tr>
<tr>
<td></td>
<td>JM98</td>
<td>244</td>
<td>244.01</td>
<td>1358</td>
<td>927</td>
<td>4.16</td>
<td>41.49</td>
<td>40.50</td>
<td>474</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>244.02</td>
<td>1134</td>
<td>574</td>
<td>2.77</td>
<td>41.07</td>
<td>40.86</td>
<td>34.44</td>
<td>339</td>
</tr>
<tr>
<td>QCIF, 15Hz</td>
<td>JM98</td>
<td>64</td>
<td>64.03</td>
<td>1168</td>
<td>961</td>
<td>2.85</td>
<td>34.18</td>
<td>33.36</td>
<td>464</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>64.03</td>
<td>492</td>
<td>457</td>
<td>1.97</td>
<td>33.86</td>
<td>33.67</td>
<td>32.12</td>
<td>312</td>
</tr>
<tr>
<td></td>
<td>JM98</td>
<td>244</td>
<td>244.01</td>
<td>1358</td>
<td>927</td>
<td>4.16</td>
<td>41.49</td>
<td>40.50</td>
<td>474</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>244.02</td>
<td>1134</td>
<td>574</td>
<td>2.77</td>
<td>41.07</td>
<td>40.86</td>
<td>34.44</td>
<td>339</td>
</tr>
<tr>
<td>QCIF, 15Hz</td>
<td>MISS</td>
<td>8</td>
<td>8.01</td>
<td>155</td>
<td>978</td>
<td>2.17</td>
<td>32.83</td>
<td>30.13</td>
<td>59</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>8.04</td>
<td>106</td>
<td>388</td>
<td>0.96</td>
<td>32.82</td>
<td>30.39</td>
<td>51</td>
<td></td>
</tr>
<tr>
<td></td>
<td>JM98</td>
<td>11</td>
<td>11.01</td>
<td>840</td>
<td>905</td>
<td>2.08</td>
<td>33.75</td>
<td>31.84</td>
<td>78</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>11.04</td>
<td>399</td>
<td>494</td>
<td>0.88</td>
<td>33.61</td>
<td>32.15</td>
<td>73</td>
<td></td>
</tr>
<tr>
<td></td>
<td>JM98</td>
<td>68</td>
<td>68.20</td>
<td>1308</td>
<td>930</td>
<td>2.50</td>
<td>42.49</td>
<td>40.04</td>
<td>148</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>68.03</td>
<td>259</td>
<td>376</td>
<td>1.32</td>
<td>42.23</td>
<td>40.16</td>
<td>120</td>
<td></td>
</tr>
<tr>
<td>QCIF, 30Hz</td>
<td>M&amp;D</td>
<td>11</td>
<td>11.04</td>
<td>228</td>
<td>951</td>
<td>2.13</td>
<td>28.98</td>
<td>27.13</td>
<td>59</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>11.05</td>
<td>162</td>
<td>326</td>
<td>0.89</td>
<td>28.74</td>
<td>27.53</td>
<td>48</td>
<td></td>
</tr>
<tr>
<td></td>
<td>JM98</td>
<td>22</td>
<td>22.09</td>
<td>1338</td>
<td>938</td>
<td>2.32</td>
<td>31.18</td>
<td>29.64</td>
<td>38</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>22.05</td>
<td>372</td>
<td>368</td>
<td>0.87</td>
<td>30.85</td>
<td>28.88</td>
<td>72</td>
<td></td>
</tr>
<tr>
<td>QCIF, 30Hz</td>
<td>M&amp;D</td>
<td>118</td>
<td>118.20</td>
<td>2156</td>
<td>928</td>
<td>3.23</td>
<td>38.47</td>
<td>36.19</td>
<td>152</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>118.07</td>
<td>594</td>
<td>342</td>
<td>1.54</td>
<td>37.98</td>
<td>36.49</td>
<td>123</td>
<td></td>
</tr>
</tbody>
</table>

shown from Table 4.2 that this is achieved by our ROI based rate control scheme. The mismatch between the actual frame bits and the target frame bits is reduced by up to 80% with our proposed encoder, and our ROI based rate control scheme could also be used to match the target bitrates as exactly as JM9.8. The time used to achieve ME/MC per frame is also specified in Table 4.2. Clearly, our proposed encoder could save the ME/MC time by up to 73%, save the overall coding time by up to 63%, and it makes the adaptive encoder more suitable for real-time application with limited computing power. Meanwhile, as the decoding interpolation complexity is also considered with ROI importance at the encoder side, the interpolation complexity is reduced by up to 48% with the R-D-C model described in Section 4.4.2.

Although the average PSNR values of the M&D and FOREMAN sequences have dropped slightly, the visual quality has improved significantly. This implies that the PSNR value sometimes cannot indicate the subjective visual quality especially at low bitrates, because some annoying features such as block and ringing
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Artifacts cannot be indicated by the PSNR value. The average PSNR value is calculated with the same priority for all MBs without considering the sensitivity of HVS. According to the previous research results of the perception psychops [74] [75] [76], the difference of perceptive sensitivity to the ROI and the region outside the ROI may vary from 0 to 9.4 dB. Therefore, the use of the average PSNR value to evaluate the reconstructed visual quality is not sufficient. We also compare the PSNR value of the ROI region. Our scheme with ROI concern could improve the PSNR value of the ROI region by up to 0.40 dB.

Three examples of subjective visual quality comparisons are shown in Figs. 4.13, 4.14 and 4.15. It could be observed from these figures that the detected ROI masks could represent the sensitive region of HVS very well. Although in the first and third examples the PSNR value of the reconstructed frames with our simplified encoder are slightly lower than those resulted by JM9.8, the subjective qualities are obviously improved. Note that, we have selected some frames with slight PSNR loss to indicate that even with a lower PSNR value the proposed adaptive encoder could achieve better visual quality than JM9.8. With further detailed comparison of the background, some slight distortion within the region outside the ROI could be observed, such as the edge of the collar and the cap in Fig. 4.13 and the edge of the coach in Fig. 4.15. Fortunately this noise is not sensitive to HVS and would not annoy the video clients.

Finally, to test our scheme without the coding complexity optimization, the encoder with only the ROI based rate control is simulated, and the results are given in Table 4.3. Compared with JM9.8, the proposed ROI based rate control without coding complexity adjustment could reduce the target frame bits mismatch by up to 83%, and improve the PSNR of ROI region by up to 0.98 dB. Meanwhile, the motion estimation time and decoding interpolation complexity remains comparably
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Figure 4.13: Example 1 of comparison of the subjective visual quality. Analysis of the 9th frame of FOREMAN@QCIF 15Hz, (a) original frame, (b) detected ROI mask, (c) the reconstructed frame without ROI concern with PSNR = 27.30 dB, (d) the reconstructed frame with ROI concern with PSNR = 26.72 dB, (e) details of the most sensitive region of (c), (f) details of the most sensitive region of (d).
4.5 Experimental Results

Figure 4.14: Example 2 of comparison of the subjective visual quality. Analysis of the 30th frame of MISS@QCIF 30Hz, (a) original frame, (b) detected ROI mask, (c) the reconstructed frame without ROI concern with PSNR = 34.04 dB, (d) the reconstructed frame with ROI concern with PSNR = 34.19 dB, (e) details of the most sensitive region of (c), (f) details of the most sensitive region of (d).
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Figure 4.15: Example 3 of comparison of the subjective visual quality. Analysis of the 64th frame of M&D@QCIF 30Hz, (a) original frame, (b) detected ROI mask, (c) the reconstructed frame without ROI concern with PSNR = 27.26 dB, (d) the reconstructed frame with ROI concern with PSNR = 26.61 dB, (e) details of the most sensitive region of (c), (f) details of the most sensitive region of (d).
4.6 Conclusions

In this chapter, we have proposed an ROI based H.264/AVC system for real-time conversational video communication. It can be applied to meet desirable requirements such as high compression ratio, low computing complexity and low-delay transmission. In our scheme, the ROI mask is first detected with direct frame difference and skin-tone information. In contrast with previous ROI detection schemes, our method is easier to be implemented with the existing H.264/AVC

<table>
<thead>
<tr>
<th>sequence</th>
<th>Sch.</th>
<th>Tgt. bitr. (kb/s)</th>
<th>Actl. bitr. (kb/s)</th>
<th>Frame hits</th>
<th>ME time (ms/f)</th>
<th>overall time (s/f)</th>
<th>overall PSNR (dB)</th>
<th>ROI PSNR (dB)</th>
<th>IP comp. x10^3</th>
</tr>
</thead>
<tbody>
<tr>
<td>FOREMAN QCIF, 15Hz</td>
<td>JM98</td>
<td>19</td>
<td>19.05</td>
<td>484</td>
<td>1006</td>
<td>2.27</td>
<td>27.53</td>
<td>26.75</td>
<td>495</td>
</tr>
<tr>
<td>Ours</td>
<td>19.02</td>
<td>191</td>
<td>977</td>
<td>2.08</td>
<td>27.79</td>
<td>26.47</td>
<td>492</td>
<td></td>
<td></td>
</tr>
<tr>
<td>JM98</td>
<td>64</td>
<td>64.03</td>
<td>1168</td>
<td>961</td>
<td>2.85</td>
<td>34.18</td>
<td>33.60</td>
<td>463</td>
<td></td>
</tr>
<tr>
<td>Ours</td>
<td>64.03</td>
<td>487</td>
<td>939</td>
<td>2.70</td>
<td>34.04</td>
<td>34.07</td>
<td>453</td>
<td></td>
<td></td>
</tr>
<tr>
<td>JM98</td>
<td>244</td>
<td>244.01</td>
<td>1388</td>
<td>927</td>
<td>4.16</td>
<td>41.39</td>
<td>40.99</td>
<td>474</td>
<td></td>
</tr>
<tr>
<td>Ours</td>
<td>244.02</td>
<td>1096</td>
<td>914</td>
<td>4.00</td>
<td>41.27</td>
<td>41.57</td>
<td>471</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MISS QCIF, 30Hz</td>
<td>JM98</td>
<td>8</td>
<td>8.04</td>
<td>155</td>
<td>978</td>
<td>2.17</td>
<td>32.83</td>
<td>31.30</td>
<td>59</td>
</tr>
<tr>
<td>Ours</td>
<td>8.05</td>
<td>106</td>
<td>950</td>
<td>1.75</td>
<td>32.81</td>
<td>30.50</td>
<td>53</td>
<td></td>
<td></td>
</tr>
<tr>
<td>JM98</td>
<td>11</td>
<td>11.01</td>
<td>840</td>
<td>965</td>
<td>2.08</td>
<td>34.75</td>
<td>33.84</td>
<td>78</td>
<td></td>
</tr>
<tr>
<td>Ours</td>
<td>11.05</td>
<td>140</td>
<td>917</td>
<td>1.51</td>
<td>34.73</td>
<td>32.17</td>
<td>74</td>
<td></td>
<td></td>
</tr>
<tr>
<td>JM98</td>
<td>68</td>
<td>68.20</td>
<td>1308</td>
<td>930</td>
<td>2.50</td>
<td>42.49</td>
<td>40.04</td>
<td>148</td>
<td></td>
</tr>
<tr>
<td>Ours</td>
<td>68.07</td>
<td>209</td>
<td>917</td>
<td>2.27</td>
<td>42.31</td>
<td>40.16</td>
<td>147</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MISS QCIF, 30Hz</td>
<td>Ours</td>
<td>11</td>
<td>11.04</td>
<td>228</td>
<td>951</td>
<td>2.13</td>
<td>28.98</td>
<td>27.13</td>
<td>59</td>
</tr>
<tr>
<td>Ours</td>
<td>11.04</td>
<td>165</td>
<td>918</td>
<td>1.72</td>
<td>28.75</td>
<td>27.58</td>
<td>57</td>
<td></td>
<td></td>
</tr>
<tr>
<td>JM98</td>
<td>22</td>
<td>22.09</td>
<td>1348</td>
<td>938</td>
<td>2.32</td>
<td>31.18</td>
<td>28.64</td>
<td>98</td>
<td></td>
</tr>
<tr>
<td>Ours</td>
<td>22.03</td>
<td>332</td>
<td>880</td>
<td>1.59</td>
<td>30.91</td>
<td>28.97</td>
<td>86</td>
<td></td>
<td></td>
</tr>
<tr>
<td>JM98</td>
<td>118</td>
<td>118.20</td>
<td>2156</td>
<td>928</td>
<td>3.23</td>
<td>38.47</td>
<td>36.19</td>
<td>152</td>
<td></td>
</tr>
<tr>
<td>Ours</td>
<td>118.06</td>
<td>564</td>
<td>877</td>
<td>2.78</td>
<td>38.24</td>
<td>36.77</td>
<td>136</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

the same. The performance of the proposed rate control scheme without ROI concern has already been well discussed in Chapter 3.

The simulation results show that our proposed encoder with ROI concern could adaptively utilize the limited computing power to achieve better visual quality with shorter processing time than JM9.8. Our simplified encoder is thus more suitable for real-time conversational communication.

### 4.6 Conclusions

In this chapter, we have proposed an ROI based H.264/AVC system for real-time conversational video communication. It can be applied to meet desirable requirements such as high compression ratio, low computing complexity and low-delay transmission. In our scheme, the ROI mask is first detected with direct frame difference and skin-tone information. In contrast with previous ROI detection schemes, our method is easier to be implemented with the existing H.264/AVC
encoder because the ROI detection scheme is easy to derive. When the ROI mask is effectively determined, more resources including bits and computing power are allocated to the ROI. Therefore, several coding parameters (e.g. QP, MB candidate modes, the number of reference frames, motion estimation accuracy and motion estimation search range) should be adaptively adjusted at the MB level according to the ROI mask. In this way, the visual quality of the area which is more sensitive to the HVS is emphasized, hence the overall subjective visual quality is improved. Meanwhile, the decoding complexity is also optimized with an ROI based R-D-C cost function at the encoder side to build a decoding-friendly scheme.

Compared with the latest JVT H.264/AVC reference model JM9.8 [62], our encoder can be used to achieve much better subjective visual quality with comparable PSNR value, and the ROI based rate control can be applied to reduce the mismatch between actual frame bits and target frame bits by up to 80%. Meanwhile, the ME/MC time is saved by up to 73%, the overall coding time is saved by up to 63% and the decoding interpolation complexity is also reduced by up to 48%. Therefore, our simplified H.264/AVC encoder is more effective for real-time conversational video communication.
Chapter 5

Bit Allocation of Rate Control for H.264/AVC Scalable Extension

5.1 Introduction

Highly scalable coding is intended to accommodate decoding for various video applications with diverse needs in resolution, video quality and frame rate. The scalable functions addressed in this chapter include SNR (quality), spatial, temporal and combined scalability. The objective of scalable coding is to achieve high scalability without a significant loss in coding efficiency. Recently, a scalable extension of H.264/AVC proposed by HHI [46] has been adopted as the reference software for scalable video model, which is named joint scalable video model (JSVM). A full spatial-temporal-quality scalable is provided by introducing new concepts of inter-layer prediction and hierarchical B frame, as described in Section 2.3. Inter-layer prediction is employed to remove the redundancy between layers, and the motion and texture information in an enhancement layer is adaptively predicted from that in its base layer. The effective inter-layer prediction of JSVM enables the encoder to achieve scalable property without much coding efficiency lose.
5.1 Introduction

Besides scalability, rate control has also played an important role in video services, especially for the real-time communications. As discussed in Chapter 3, with a proper rate control strategy, the encoding parameters could be adjusted to prevent the buffer from overflowing (causes frame skipping) and underflowing (causes wasting of channel resource). In the current JSVM reference software [46], there is no rate control mechanism for each scalable layer, the fixed bitrate encoding for each scalable layer is realized by two methods [33]. The first one is the FGS approach. In this method, for each scalable layer a minimal bitrate is first generated by a initial QP value, and some FGS enhancement data are next progressively encoded with decreasing quantization parameter:

\[
QP[k] = \begin{cases} 
QP_{\text{initial}} & : k = 0 \\
\min(QP[k-1] - 6, 0) & : k > 0
\end{cases}
\]  

(5.1)

where \(QP[k]\) is the quantization parameter to generate the \(k\) – th enhancement FGS data (the FGS base data is denoted by \(k = 0\)), \(QP_{\text{initial}}\) is the initial quantization parameter for the current scalable layer. Higher maximal bitrates could be achieved with more FGS enhancement data, and any target bitrate for each scalable layer between the minimal and maximal bitrates could be extracted by truncating the progressive refinement FGS data. In this way, to generate fixed bitrate bitstreams for \(n\) scalable layers, encoder is required to run \((n + 1)\) times (the FGS truncation of previous scalable layer and FGS generation for the current scalable layer could be run simultaneously). Although the FGS refinement and truncation method could achieve the target bitrate, this kind of fixed bitrate encoding does not take the buffer status into consideration, and the FGS approach might significantly decrease the coding efficiency if the bits generated by the predefined quantization step is much smaller than the target bits, because the FGS data
only refines the texture information and the corresponding motion refinement is not included. Thus, we need to study a "Cross SNR layer ME/MC scheme", which improves the coding efficiency by refining the motion information in the enhancement layers. Another approach to realize fixed bitrate coding for each scalable layer is to repeatedly use the logarithmic search algorithm to find a fixed quantization parameter, which might be employed to encode the scalable layer with target bitrate constraint. However, this algorithm tries different quantization parameters multiple times for the whole sequence. The generated bitrate value with each trial quantization parameter is further used as a feedback information to adjust the quantization parameter value for the next try, until the bitrate generated is within the acceptable range or the encoding time exceeds the pre-defined maximal threshold. Apparently, this kind of algorithm that encodes the whole sequence multiple times is not applicable for real-time applications, and the buffer status is not considered either. Therefore, an applicable rate control scheme with buffer control is desired for the scalable video encoder.

In this chapter, our rate control scheme for H.264/AVC presented in Chapter 3 is extended to support its scalable extension. First, we study a cross SNR layer ME/MC scheme which provides a good trade-off between motion and texture information for all SNR layers. Then, the inter-layer property and hierarchical temporal prediction structure are analyzed within our rate control strategy. With our previously proposed adaptive MAD prediction and sum bits R-Q model, both the frame level and MB level rate control could be achieved for H.264/AVC scalable extension.

The rest of this chapter is organized as follows. A cross SNR layer ME/MC scheme is first studied in Section 5.2. It refines the motion information adaptively in the enhancement layer. The rate control scheme for SNR and spatial enhancement
layers is introduced in Section 5.3, where MAD is adaptively predicted from either the temporal information of the current layer or the spatial information of the previous layer, and the actual bits used in the previous layer are also taken into consideration for the target frame bits allocation of the current layer. In Section 5.4, the temporal prediction structure of hierarchical B frame is analyzed for bit allocation, and a corresponding rate control scheme is also proposed. Combining the methods from Section 5.3 and Section 5.4, the rate control scheme for combined enhancement layer is described in Section 5.5. Section 5.6 presents the experimental results and discussions. Finally, the conclusions are given in Section 5.7.

5.2 Cross SNR Layer ME/MC Scheme

To achieve SNR scalability, the trade-off between motion information and residual information should be considered at all SNR layers. By using the rate distortion optimization (RDO) that is formulated as the minimization of the following cost function:

\[
J = D + \lambda_{opt} R
\]  (5.2)

where the distortion \( D \), representing the residual (texture or prediction error), is weighted against the number of bits \( R \) associated with the motion information using a Lagrange multiplier \( \lambda_{opt} \). Each \( \lambda_{opt} \) corresponds to a bitrate range and a tradeoff between motion information and residual information. A large \( \lambda_{opt} \) performs better at a low bitrates while a small \( \lambda_{opt} \) works well at a high bitrates [45]. A large \( \lambda_{opt} \) is normally selected in the existing SNR scalability schemes [45,105–109] to generate the motion vector field (MVF). Only the residual information is refined at high bitrates [106–109]. Clearly, in these SNR scalability schemes, there is not enough
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motion information to support the residual information, and the tradeoff between the motion information and the residual information is very poor at high bitrates. As a result, there still exists a PSNR gap of about 1-3 dB when compared to the state-of-the-art single layer coding scheme at high bitrates [110].

There are some existing works that use the previous base layer information to predict the current enhancement layer frame to increase the FGS coding efficiency [111,112]. The scalable motion information concept combined with wavelet coding was first suggested in [113]. This concept was then used by many scalable coding proposals in the MPEG scalable coding contest in March 2004. In this section, we study the cross layer SNR ME/MC scheme with the concern of RDO and implementation of H.264/AVC scalable extension.

To minimize Eq. (5.2), two parameters are predefined for ME/MC corresponding to different bitrate ranges at the \( l \)-th temporal level and the \( j \)-th spatial level. Suppose that they are \( \lambda_{opt}(l,j) \) and \( \lambda_{high}(l,j) \), respectively, and satisfy

\[
\lambda_{opt}(l,j) \geq \lambda_{high}(l,j)
\]  

(5.3)

where \( \lambda_{opt}(l,j) \) corresponds to the most important bitrate range at the \( l \)-th temporal level and the \( j \)-th spatial level, which can be determined by the customer composition [114], and \( \lambda_{high}(l,j) \) corresponds to high bitrate range.

At the \( l \)-th temporal level and the \( j \)-th spatial level, ME/MC starts with the parameter \( \lambda_{opt}(l,j) \) by using the sum of absolution difference (SAD) \( D_p(dx,dy) \):

\[
D_p(dx,dy) = \sum_{x,y} |F_1(x,y) - F_2(x - dx, y - dy)|
\]  

(5.4)

where \( F_1(x,y) \) is the predicted frame, \( F_2(x,y) \) is the reference frame, and \( (dx,dy) \) is a motion vector (MV).
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The final MV \((dx, dy)\) is often selected by the encoder to minimize the following performance index:

\[
\min\{D_p(dx, dy) + \lambda_{opt}(R_{mv}(dx, dy) + R_{ref}(F_2))\}
\]

(5.5)

where \(R_{mv}(dx, dy)\) and \(R_{ref}(F_2)\) are the numbers of bits used to code MV \((dx, dy)\) and the reference index of frame \(F_2\), respectively [45].

The above ME/MC is called the basic ME/MC. For simplicity, assume that the motion information \(MV_{opt}\) and the residual frame \(F_1(x, y) - F_2(x - dx_0, y - dy_0)\) \(((dx_0, dy_0) \in MV_{opt})\) are generated by using the basic ME/MC scheme with \(\lambda_{opt}(l, j)\).

To maximize the coding efficiency at a high bitrate, both the motion information and the residual information should be refined at the enhancement layers. To achieve this, the coded residual information and motion information \(MV_{opt}\) at optimal bitrate base layer should be used by the encoder to generate the motion information and the residual frames at a high bitrate enhancement layer.

Let \(Q()\) denote the quantization operation. All motion information \(MV_{opt}\) and an optimal part of the residual frame \(Q(F_1(x, y) - F_2(x - dx_0, y - dy_0))\) are coded and sent to the decoder at the optimal point. When the bitrate is higher than the optimal point, the remaining energy \(D_{br}(dx_0, dy_0, dx_0, dy_0)\) (to be defined in Eq. (5.7)) should be coded and sent to the decoder. There are two possible methods to code \(D_{br}(dx_0, dy_0, dx_0, dy_0)\) at a higher bitrate. One way is to code it directly, which is the same as the FGS scheme [105, 115]. Actually, this is the INTRA coding mode of the remaining energy. The other way is to further perform ME/MC to generate a new residual frame and additional MVs, and to code the new residual frame and the additional MVs. This is an INTER coding mode of the remaining energy. Note that if the motion information has been generated under
the assumption that the optimal operating point is at a high bitrate, there will
be too much motion information when the optimal bitrate is truncated to a low
bitrate, just as in the existing MCTF based SVC schemes [34,116]. Conversely,
$MV_{opt}$ may not be enough at a higher bitrate. Thus, for the enhancement layers
at a high bitrate, INTER coding should be more efficient than INTRA coding,
especially for the video with slow motion.

The INTER coding is used in the cross SNR layer ME/MC scheme as illustrated
in Fig. 5.1. The description of the scheme is given below:

Let $(dx_0, dy_0)$ denote an MV obtained by the basic ME/MC at temporal level
l and spatial level j. Define a set of MVs around $(dx_0, dy_0)$ as

$$\rho(dx_0, dy_0, \delta_x, \delta_y) = \{(dx, dy) | |dx - dx_0| < \delta_x, |dy - dy_0| < \delta_y\} \quad (5.6)$$

Suppose that $(dx, dy)$ is in the set $\rho(dx_0, dy_0, \delta_x, \delta_y)$ and is a candidate for the
refinement. Define an SNR refinement criterion as

$$D_{br}(dx, dy, dx_0, dy_0) = \sum_{x,y} |F_1(x, y) - F_2(x - dx, y - dy) |
- IQ(Q(F_1(x, y) - F_2(x - dx_0, y - dy_0))) \quad (5.7)$$

where $IQ()$ denotes the inverse quantization operation.

Let $R_{mv}(dx - dx_0, dy - dy_0)$ denote the number of bits to code MV $(dx - dx_0, dy - dy_0)$. A further ME/MC with an MV of $(dx, dy)$ will be performed at the l-th temporal level
and the j-th spatial level if the inequality

$$D_{br}(dx, dy, dx_0, dy_0) + \lambda_{high}(l, j) R_{mv}(dx - dx_0, dy - dy_0)$$
$$\leq D_{br}(dx_0, dy_0, dx_0, dy_0) \quad (5.8)$$

is satisfied.
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Figure 5.1: Cross SNR layer ME/MC scheme.
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If there is no \((dx, dy)\) in the set \(\rho(dx_0, dy_0, \delta_x, \delta_y)\) such that Eq. (5.8) is satisfied, then the remaining energy \(D_{br}(dx_0, dy_0, dx_o, dy_0)\) is coded directly.

Let \((dx_1, dy_1)\) and \((dx_2, dy_2)\) be two refined MV candidates of \((dx_0, dy_0)\). \((dx_1, dy_1)\) will be chosen if

\[
D_{br}(dx_1, dy_1, dx_0, dy_0) + \lambda_{\text{high}}(l, j)R_{mv}(dx_1 - dx_0, dy_1 - dy_0) \\
\leq D_{br}(dx_2, dy_2, dx_0, dy_0) + \lambda_{\text{high}}(l, j)R_{mv}(dx_2 - dx_0, dy_2 - dy_0)
\]

(5.9)

Note that the inequality in the existing ME/MC scheme is given by

\[
D_p(dx_1, dy_1) + \lambda_{\text{high}}(l, j)R_{mv}(dx_1, dy_1) \leq D_p(dx_2, dy_2) + \lambda_{\text{high}}(l, j)R_{mv}(dx_2, dy_2)
\]

(5.10)

where \(D_{br}(dx, dy, dx_0, dy_0)\) in Eq. (5.7) is the SAD between the residual information to be encoded in the enhancement layer and the residual information reconstructed from the base layer, and \(D_p(dx, dy)\) in Eq. (5.4) is the SAD between the reference frame and the predicted frame. The only difference between \(D_{br}(dx, dy, dx_0, dy_0)\) and \(D_p(dx, dy)\) is that an additional item \(IQ(Q(F_1(x, y) - F_2(x - dx_0, y - dy_0)))\) is involved in \(D_{br}(dx, dy, dx_0, dy_0)\). Eq. (5.9) can be regarded as a generalized version of Eq. (5.10).

Similar to the SVC scheme in [45], there are many coding modes for the remaining energy. The mode decision process for the the cross SNR layer ME/MC scheme is the same as that in [45] except that the performance indices of Eqs. (5.4) and (5.10) are replaced by those defined in Eqs. (5.7) and (5.9).

For the sake of simplicity, we let \(\Theta(MV, \lambda_{\text{opt}}(l, j), l, k, j)\) and \(\Theta(MV, \lambda_{\text{high}}(l, j), l, k, j)\) denote respectively the motion information to be coded at an optimal bitrate and a high bitrate, while \(\Theta(O, RI, l, k, j)\) and \(\Theta(H, RI, l, k, j)\) denote respectively the residual frames obtained by using \(\lambda_{\text{opt}}(l, j)\) and \(\lambda_{\text{high}}(l, j)\) for the \(k\)-th motion compensation pair at temporal level \(l\) and spatial level \(j\). We also let \(R_{mv}(\Theta(MV, \lambda_{\text{high}}(l, j), l, k, j) - \Theta(MV, \lambda_{\text{opt}}(l, j), l, k, j))\) denote the number of bits to code all motion information for the \(k\)-th
motion compensation pair at high bitrates, and \( D_{br}(\Theta(MV, \lambda_{high}(l, j), l, k, j), \Theta(MV, \lambda_{opt}(l, j), l, k, j)) \) denote the SAD of the \( k \)-th residual frame that can be computed similar to Eq. (5.7). We need to determine the bitrate at which we would switch the residual frame from \( \Theta(O, RI, l, k, j) \) to \( \Theta(H, RI, l, k, j) \) when the cross SNR layer ME/MC scheme is used.

The switching bitrate is computed to be

\[
\min_{\lambda} \{ R(\lambda) \} \tag{5.11}
\]

such that

\[
D_{br}(\Theta(MV, \lambda_{opt}(l, j), l, k, j), \Theta(MV, \lambda_{opt}(l, j), l, k, j)) \\
\geq \lambda R_{mv}(\Theta(MV, \lambda_{high}(l, j), l, k, j) - \Theta(MV, \lambda_{opt}(l, j), l, k, j)) + \\
D_{br}(\Theta(MV, \lambda_{high}(l, j), l, k, j), \Theta(MV, \lambda_{opt}(l, j), l, k, j)) \tag{5.12}
\]

It should be highlighted that both the motion information and the residual frame to be coded are switched when the cross SNR layer ME/MC scheme is used. There may be multiple MVFs in the cross SNR layer ME/MC scheme. Thus, the cross SNR layer ME/MC scheme outperforms the existing SNR scalability schemes without motion refinement [106-109,111] in the sense that the cross SNR layer ME/MC scheme can be used to achieve a good trade-off between residual information and motion information at all bitrates. Thus, the cross SNR layer ME/MC scheme is utilized to do inter-layer prediction for scalable video coding.
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5.3 Bit Allocation of Rate Control for SNR and Spatial Enhancement Layer

In the case of SNR and spatial scalable video coding, all the salable layers are encoded with the same frame rate. The inter-layer prediction, as described in Section 2.3, is used to remove the correlation between the scalable layers. If the enhancement layer is with higher spatial resolution than its base layer, it is named as spatial enhancement layer. If both the enhancement layer and its base layer share the same spatial resolution, the enhancement layer is a coarse gain SNR (CGS) enhancement layer. It should be mentioned that the cross SNR layer ME/MC scheme described in Section 5.2 is proposed in our earlier work independently [117] and similar to the CGS scheme adopted in HHI work [46]. Both our scheme and HHI scheme present the same idea to optimally allocate bits between motion and residual information in the enhancement layer.

The same as our bit allocation scheme presented in Chapter 3, mean absolute difference (MAD) is chosen to indicate the coding complexity in this chapter. In the first layer, the MAD is calculated between the predicted frame and the reference frame. In the enhancement layer, an adaptive inter-layer residual prediction approach is employed. The residual information already coded in the previous base layer can usually be used to predict the residual information to be coded in the enhancement layer, when the motion information in the enhancement layer is similar to the base layer. However, if the motion information in the enhancement layer differs a lot from that in its base layer, the residual information in the base layer may be useless. Therefore, when the MAD is calculated in the enhancement layer, the coded residual information in the base layer should be further subtracted, adaptively, from the difference between the predicted frame and its referencing one.

As discussed in Section 3.2, there is a QP-MAD dilemma caused by the RDO in H.264/AVC. To solve this problem, a simple temporal model is proposed in [21] to predict the MAD before motion compensation, but the predicted MAD by temporal model is
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not accurate when MAD changes abruptly due to high motion or scene changes.

We have proposed an improved MAD prediction scheme in Section 3.3 for the H.264/AVC rate control, and similar idea can be extended to the SNR and spatial enhancement layers. In the enhancement layer, two MAD prediction models are employed at the frame level:

\[
MAD_{\text{pred},1}[j][i] = Y1[j] \times MAD_{\text{actual}}[j][i - 1] + Y2[j] \tag{5.13}
\]

\[
MAD_{\text{pred},2}[j][i] = Z1[j] \times MAD_{\text{actual}}[j - 1][i] + Z2[j] \tag{5.14}
\]

where \(i\) is the frame index and \(j\) is the layer index, and \(Y1, Y2, Z1, Z2\) are the linear model parameters, which should be updated after encoding each frame. It can be shown that Eq. (5.13) is predicted from the information of the previous frame in the current enhancement layer, and Eq. (5.14) is predicted from the information of the current frame in the previous base layer. Clearly, Eq. (5.14) can be used to achieve more accurate prediction when an abrupt MAD change happens, as the change has already been reflected by the MAD of the current frame in the previous base layer.

As the spatial MAD prediction presented in Eq. (3.13) of Section 3.3, Eq. (5.14) could efficiently predict the abrupt change of MAD, but for some sequences with fine texture details or irregular regional motion, this direct prediction model sometimes does not work as well at the frame level. Here, we could use the same switching policy, as proposed in Section 3.3, to choose the MAD prediction model with higher accuracy. Meanwhile, the MB level MAD prediction could also be achieved in the enhancement layer, \(MAD_{\text{pred},1}\) could be calculated based on the co-site MB of the previous frame in the current enhancement layer, and \(MAD_{\text{pred},2}\) could be predicted from the co-site MB of the current frame in the previous base layer.

With the above method, our proposed MAD prediction model for SNR and spatial enhancement layers utilizes the available information from both the previous frame of the
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current layer and the current frame of the previous base layer. Thus, we can accurately estimate the coding complexity MAD before ME/MC, especially when high motion or scene change happens. The MB level adaptive MAD prediction further improves the prediction efficiency when regional high motion or fine texture occurs.

Meanwhile, the linear sum bits R-Q model, which is described in Section 3.4 to solve the problem caused by inaccurate estimation of texture bits for H.264/AVC, could also be used for the rate control in scalable extension of H.264/AVC. Compared with a quadratic model, the linear R-Q model is much easier for QP calculation and R-Q model training. The the linear sum bits R-Q model is the same as Eq. (3.17).

The same as rate control scheme for H.264/AVC, the QP calculation could be optimized at MB level, as described in Section 3.5.

The overall rate control algorithm for the SNR and spatial enhancement layers could follow the description of Section 3.6, except for the target bit allocation at the frame level. After the target bits are bounded by HRD, as Eq. (3.38), the bits used to code all the previous layers of the current frame should be subtracted from the total number of target frame bits, i.e.

\[ R_{\text{sum}[i]} = R_{\text{sum}[i]} - R_{\text{pre-layer}[i]} \]  

(5.15)

where \( R_{\text{pre-layer}[i]} \) is the total actual bits used to encode all the previous layers of the current frame.

5.4 Bit Allocation of Rate Control for Hierarchical B Frame

Compared with the previous video coding standards, H.264/AVC supports much more flexibility at the frame level, the coding and display order of frames is completely decoupled in H.264/AVC, and any frame could be used as the reference frame for motion
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In contrast to the traditional "IPPP" or "IBBP" coding structure, the rate control take the hierarchical level temporal prediction into consideration. An example of video estimation and compensation of the subsequent frames, independent of its frame type. During the development of techniques for scalable video coding, the coding structure with hierarchical B frame improves the coding efficiency significantly as compared to the traditional "IBBP" structure for a wide range of test sequences [51].

In contrast to the traditional "IPPP" or "IBBP" coding structure, the rate control for hierarchical B frame structure is more challenging, because the bit allocation should take the hierarchical level temporal prediction into consideration. An example of video coding with hierarchical B frame structure is given in Section 2.3.2. In Fig. 2.7, the I0/P0 frames are at the lowest hierarchical level, and B3 frames are at the highest hierarchical level. The frames at the lower hierarchical level are the reference frames for the frames at the next higher hierarchical level (e.g. B1 is the reference frame for B2, and B2 is the reference frame for B3). Therefore, more bits should be allocated to the frames at lower hierarchical level to obtain a high quality for these frames, and this could improve the motion prediction efficiency for the following frames at higher hierarchical level. For example, in Fig. 2.7, the I0/P0 frames should be encoded with more bits for high quality, because these frames are directly or indirectly used as the reference frames for motion prediction for all the other B frames. At the next higher hierarchical level, B1 frames should be allocated with relatively fewer bits compared to I0/P0, because they are used as the reference for fewer frames.

To allocate target frame bits according to the hierarchical structure, Eq. (3.33) in Section 3.6 should be changed to:

\[ R_2[i] = R_r[i] \times \frac{w_k}{w_{sum}} \quad (5.16) \]

where \( k \) is the index of hierarchical level (\( k = 0 \) denotes the level for I0/P0 frames) of the current frame, \( w_k \) is the weighting factor for the frames at \( k-th \) hierarchical level
and \( w_{\text{sum}} \) is the sum of weighting factors of the remaining frames, and

\[
    w_{\text{sum}} = \sum_{m=0}^{L_{\text{max}}} N_{r,m} \times w_m
\]  

(5.17)

and where \( L_{\text{max}} \) is the maximal index of hierarchical level, \( N_{r,m} \) is the remaining number of the frames at the \( m \) \(-th\) hierarchical level. The relationship between the weighting factors should satisfy

\[
    w_{m1} \geq w_{m2} \quad \text{if} \quad m1 < m2
\]  

(5.18)

For the example in Fig. 5.2, the weighting factors for the 4 hierarchical levels could be set as

\[
    w_m = \begin{cases} 
        1.0 & : \quad m = 1 \\
        0.5 & : \quad m = 2 \\
        0.4 & : \quad m = 3 \\
        0.3 & : \quad m = 4 
    \end{cases}
\]  

(5.19)

Note that the above values are chosen heuristically, they may not be optimal for all the test sequences. Some results in Section 5.6 shows this imperfection. To maximize coding efficiency, it is desirable to set the weighting factors adaptively to different video content and this will be studied in the future work.

Except for the frame level bit allocation scheme, the other steps of rate control for hierarchical B frame are the same as the algorithm described in Section 3.6.
5.5 Bit Allocation of Rate Control for Combined Enhancement Layer

The rate control for the combined enhancement layer of H.264/AVC scalable extension could be regarded as a combination of the rate control for SNR and spatial enhancement layers and the rate control for hierarchical B frame.

![Diagram of combined enhancement layer]

Figure 5.2: An example of combined enhancement layer.

An example of combined scalable video coding is shown in Fig. 5.2 [46], where the spatial resolution of the enhancement layer is the up-sampled of the base layer and the temporal resolution is refined with the doubling of the frame rate. Both the inter-layer prediction and the hierarchical structure are employed to encode the combined enhancement layer. Therefore, both the MAD prediction scheme and target frame bit substraction (Eq. (5.15)) for SNR and spatial enhancement layers described in Section 5.3 and the hierarchical bit allocation scheme described in Section 5.4 should be used for the combined enhancement layer. Note that, for the frames belonging to the refined
temporal resolution, there is no corresponding frames in the base layer as reference to perform the inter-layer prediction, so the target frame bit substraction is not utilized for these frames.

5.6 Experimental Results

In this section, we shall evaluate the performance of our proposed rate control scheme for H.264/AVC scalable extension. The simulation is implemented with the reference software JSVM7.9 [33]. JSVM7.9 does not provide an efficient rate control scheme, the fixed bitrate coding could be achieved either by FGS layer generation and truncation or by repeatedly using the logarithmic search algorithm to repeatedly encode the whole sequence multiple times. Both these two methods are compared with our rate control scheme in this section. Some standard MPEG test sequences are carried out in our experiments. The rate control scheme for SNR enhancement layer, spatial enhancement layer, hierarchical B frame and combined enhancement layer are tested respectively.

<table>
<thead>
<tr>
<th>Layer No.</th>
<th>Spatial Resolution</th>
<th>Temporal Resolution</th>
<th>Initial QP</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>QCIF</td>
<td>15Hz</td>
<td>40</td>
</tr>
<tr>
<td>1</td>
<td>QCIF</td>
<td>15Hz</td>
<td>35</td>
</tr>
<tr>
<td>2</td>
<td>CIF</td>
<td>15Hz</td>
<td>32</td>
</tr>
</tbody>
</table>

For SNR and spatial enhancement layer rate control, three scalable layers are simulated as the setting shown in Table 5.1. Layer 0 is the first layer which is encoded without any inter-layer prediction. Layer 1 is a cross gain SNR enhancement layer and Layer 2 is a spatial enhancement layer, both layers are encoded using the adaptive inter-layer prediction from their corresponding base layers (Layer 0 is the base layer of Layer 1, and Layer 1 is the base layer of Layer 2). To compare our scheme with JSVM7.9, the initial setting of QP is the same for both schemes. For real-time application, GOP size is set to 1, and all the test sequences are intra-coded for the first frame (I frame) and followed
5.6 Experimental Results

with subsequent inter-coded frames (P frames).

Table 5.2: The Setting of Hierarchical B Frame.

<table>
<thead>
<tr>
<th>Layer No.</th>
<th>Spatial Resolution</th>
<th>Temporal Resolution</th>
<th>Initial QP</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>QCIF</td>
<td>15Hz</td>
<td>40</td>
</tr>
</tbody>
</table>

For hierarchical B frame rate control, only one layer with hierarchical prediction structure is tested. The testing condition is given in Table 5.2. The GOP size is 4, it means there are two hierarchical prediction level. The key frame (as $P_0$ in Fig. 2.7) of the current GOP is inter predicted from the key frame of the previous GOP as P frame, only the first frame of the sequence is intra coded.

Table 5.3: The Setting of Combined Scalable Coding.

<table>
<thead>
<tr>
<th>Layer No.</th>
<th>Temporal Resolution</th>
<th>Spatial Resolution</th>
<th>Initial QP</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>7.5Hz</td>
<td>QCIF</td>
<td>40</td>
</tr>
<tr>
<td>1</td>
<td>15Hz</td>
<td>QCIF</td>
<td>40</td>
</tr>
</tbody>
</table>

For combined enhancement layer rate control, two scalable layers are simulated with the setting as shown in Table 5.3. Layer 0 is the first layer which is encoded at 7.5Hz temporal resolution without any inter-layer prediction. In Layer 0, the GOP size is set to 1, all the test sequences are intra-coded for the first frame (I frame) and followed with subsequent inter-coded frames (P frames). Layer 1 is a combined enhancement layer, in which the GOP size is set to 2 and the temporal resolution is 15Hz. In Layer 1, the key frames of the current GOP are inter predicted from the key frames of the previous GOP as P frame, only the first frame of the sequence is intra coded. The bi-directional predicted B frames in Layer 1 are the temporal refinement frames of layer 0, they are encoded without inter-layer prediction. The key frames of Layer 1 are encoded using the adaptive inter-layer prediction from their corresponding frames of layer 0.

We first compare our rate control scheme with FGS method. As shown in Tables 5.4, 5.5 and 5.6, both schemes could generate the target bitrate only with very tiny mismatch. JSVM7.9 uses multiple encoder runs to generate and truncate the FGS data. The target
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Table 5.4: Compare Our Rate Control Scheme with FGS Scheme for SNR and Spatial Scalable Coding.

<table>
<thead>
<tr>
<th>Sequence No.</th>
<th>Sequence Layer</th>
<th>tgt. bitr. (kb/s)</th>
<th>rate ctrl.</th>
<th>act. bitr. (kb/s)</th>
<th>PSNR gain (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BUS</td>
<td>0</td>
<td>128</td>
<td>no</td>
<td>128.00</td>
<td>27.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>yes</td>
<td>128.07</td>
<td>30.7 +3.1</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>256</td>
<td>no</td>
<td>255.99</td>
<td>30.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>yes</td>
<td>256.07</td>
<td>33.2 +2.8</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1440</td>
<td>no</td>
<td>1439.99</td>
<td>35.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>yes</td>
<td>1441.86</td>
<td>37.8 +2.5</td>
</tr>
<tr>
<td>CITY</td>
<td>0</td>
<td>48</td>
<td>no</td>
<td>47.99</td>
<td>27.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>yes</td>
<td>48.02</td>
<td>32.6 +4.7</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>96</td>
<td>no</td>
<td>95.99</td>
<td>31.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>yes</td>
<td>96.05</td>
<td>34.2 +3.1</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>480</td>
<td>no</td>
<td>479.99</td>
<td>33.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>yes</td>
<td>480.06</td>
<td>36.7 +3.1</td>
</tr>
<tr>
<td>CREW</td>
<td>0</td>
<td>96</td>
<td>no</td>
<td>95.99</td>
<td>31.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>yes</td>
<td>96.02</td>
<td>32.8 +1.8</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>192</td>
<td>no</td>
<td>191.99</td>
<td>33.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>yes</td>
<td>192.05</td>
<td>35.1 +1.7</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1080</td>
<td>no</td>
<td>1079.99</td>
<td>38.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>yes</td>
<td>1080.05</td>
<td>40.0 +1.2</td>
</tr>
<tr>
<td>FOOTBALL</td>
<td>0</td>
<td>192</td>
<td>no</td>
<td>191.99</td>
<td>30.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>yes</td>
<td>191.92</td>
<td>32.2 +1.6</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>384</td>
<td>no</td>
<td>383.99</td>
<td>33.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>yes</td>
<td>383.94</td>
<td>35.7 +2.2</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2160</td>
<td>no</td>
<td>2159.99</td>
<td>39.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>yes</td>
<td>2160.06</td>
<td>41.7 +2.1</td>
</tr>
<tr>
<td>FOREMAN</td>
<td>0</td>
<td>64</td>
<td>no</td>
<td>63.99</td>
<td>29.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>yes</td>
<td>64.06</td>
<td>33.6 +4.1</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>128</td>
<td>no</td>
<td>127.99</td>
<td>32.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>yes</td>
<td>128.04</td>
<td>35.6 +3.2</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>512</td>
<td>no</td>
<td>511.99</td>
<td>35.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>yes</td>
<td>512.08</td>
<td>37.4 +2.1</td>
</tr>
</tbody>
</table>
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Table 5.5: Compare Our Rate Control Scheme with FGS Scheme for Hierarchical B Frame Coding.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>tgt. bitr. (kb/s)</th>
<th>rate ctrl.</th>
<th>act. bitr. (kb/s)</th>
<th>PSNR (dB)</th>
<th>gain (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BUS</td>
<td>128</td>
<td>no</td>
<td>128.00</td>
<td>30.5</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>yes</td>
<td>128.11</td>
<td>35.4</td>
<td>+4.9</td>
</tr>
<tr>
<td>CITY</td>
<td>48</td>
<td>no</td>
<td>48.00</td>
<td>31.1</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>yes</td>
<td>48.02</td>
<td>32.6</td>
<td>+1.5</td>
</tr>
<tr>
<td>CREW</td>
<td>96</td>
<td>no</td>
<td>95.99</td>
<td>32.9</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>yes</td>
<td>96.07</td>
<td>33.3</td>
<td>+0.4</td>
</tr>
<tr>
<td>FOOTBALL</td>
<td>192</td>
<td>no</td>
<td>192.02</td>
<td>31.7</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>yes</td>
<td>192.17</td>
<td>37.0</td>
<td>+5.3</td>
</tr>
<tr>
<td>FOREMAN</td>
<td>64</td>
<td>no</td>
<td>64.00</td>
<td>32.7</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>yes</td>
<td>64.20</td>
<td>34.3</td>
<td>+1.6</td>
</tr>
</tbody>
</table>

Table 5.6: Compare Our Rate Control Scheme with FGS Scheme for Combined Scalable Coding.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>layer No.</th>
<th>tgt. bitr. (kb/s)</th>
<th>rate ctrl.</th>
<th>act. bitr. (kb/s)</th>
<th>PSNR (dB)</th>
<th>gain (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BUS</td>
<td>0</td>
<td>64</td>
<td>no</td>
<td>63.94</td>
<td>28.2</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>yes</td>
<td>64.04</td>
<td>37.6</td>
<td>+9.4</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>128</td>
<td>no</td>
<td>127.94</td>
<td>28.7</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>yes</td>
<td>128.21</td>
<td>35.4</td>
<td>+6.7</td>
</tr>
<tr>
<td>CITY</td>
<td>0</td>
<td>24</td>
<td>no</td>
<td>23.98</td>
<td>28.9</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>yes</td>
<td>24.00</td>
<td>32.2</td>
<td>+3.3</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>48</td>
<td>no</td>
<td>47.92</td>
<td>29.3</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>yes</td>
<td>48.05</td>
<td>32.2</td>
<td>+2.9</td>
</tr>
<tr>
<td>CREW</td>
<td>0</td>
<td>48</td>
<td>no</td>
<td>47.99</td>
<td>30.9</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>yes</td>
<td>48.10</td>
<td>33.0</td>
<td>+2.1</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>96</td>
<td>no</td>
<td>95.96</td>
<td>31.5</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>yes</td>
<td>96.10</td>
<td>33.2</td>
<td>+1.7</td>
</tr>
<tr>
<td>FOOTBALL</td>
<td>0</td>
<td>96</td>
<td>no</td>
<td>95.99</td>
<td>31.8</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>yes</td>
<td>96.16</td>
<td>40.1</td>
<td>+8.3</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>192</td>
<td>no</td>
<td>191.96</td>
<td>31.6</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>yes</td>
<td>192.14</td>
<td>36.9</td>
<td>+5.3</td>
</tr>
<tr>
<td>FOREMAN</td>
<td>0</td>
<td>32</td>
<td>no</td>
<td>31.99</td>
<td>30.4</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>yes</td>
<td>31.99</td>
<td>33.0</td>
<td>+2.6</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>64</td>
<td>no</td>
<td>63.96</td>
<td>30.9</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>yes</td>
<td>64.10</td>
<td>33.3</td>
<td>+2.4</td>
</tr>
</tbody>
</table>
### Table 5.7: Compare Our Rate Control Scheme with Fixed QP Scheme for CGS and Spatial Scalable Coding.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>layer No.</th>
<th>tgt. bitr. (kb/s)</th>
<th>rate ctrl.</th>
<th>act. bitr. (kb/s)</th>
<th>PSNR (dB)</th>
<th>iter.</th>
</tr>
</thead>
<tbody>
<tr>
<td>BUS</td>
<td>0</td>
<td>128</td>
<td>no</td>
<td>132.0</td>
<td>31.1</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>yes</td>
<td>128.0</td>
<td>30.8</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>256</td>
<td>no</td>
<td>261.9</td>
<td>33.4</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>yes</td>
<td>256.0</td>
<td>33.1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1440</td>
<td>no</td>
<td>1453.9</td>
<td>38.2</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>yes</td>
<td>1439.7</td>
<td>37.9</td>
<td>1</td>
</tr>
<tr>
<td>CITY</td>
<td>0</td>
<td>48</td>
<td>no</td>
<td>48.6</td>
<td>33.1</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>yes</td>
<td>48.0</td>
<td>32.9</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>96</td>
<td>no</td>
<td>97.6</td>
<td>34.5</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>yes</td>
<td>96.0</td>
<td>34.2</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>480</td>
<td>no</td>
<td>483.8</td>
<td>36.9</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>yes</td>
<td>480.0</td>
<td>36.8</td>
<td>1</td>
</tr>
<tr>
<td>CREW</td>
<td>0</td>
<td>96</td>
<td>no</td>
<td>104.3</td>
<td>33.4</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>yes</td>
<td>96.1</td>
<td>33.1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>192</td>
<td>no</td>
<td>198.5</td>
<td>34.8</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>yes</td>
<td>192.0</td>
<td>34.6</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1080</td>
<td>no</td>
<td>1088.7</td>
<td>40.2</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>yes</td>
<td>1080.0</td>
<td>40.0</td>
<td>1</td>
</tr>
<tr>
<td>FOOTBALL</td>
<td>0</td>
<td>192</td>
<td>no</td>
<td>193.9</td>
<td>32.1</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>yes</td>
<td>191.9</td>
<td>32.1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>384</td>
<td>no</td>
<td>387.5</td>
<td>34.1</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>yes</td>
<td>383.9</td>
<td>34.2</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2160</td>
<td>no</td>
<td>2068.9</td>
<td>41.6</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>yes</td>
<td>2160.0</td>
<td>41.6</td>
<td>1</td>
</tr>
<tr>
<td>FOREMAN</td>
<td>0</td>
<td>64</td>
<td>no</td>
<td>61.4</td>
<td>33.8</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>yes</td>
<td>64.1</td>
<td>33.7</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>128</td>
<td>no</td>
<td>125.3</td>
<td>35.9</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>yes</td>
<td>128.0</td>
<td>35.4</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>512</td>
<td>no</td>
<td>507.2</td>
<td>37.7</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>yes</td>
<td>512.1</td>
<td>37.5</td>
<td>1</td>
</tr>
</tbody>
</table>
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Table 5.8: Compare Our Rate Control Scheme with Fixed QP Scheme for Hierarchical B Frames Coding.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>tgt. bitr. (kb/s)</th>
<th>rate ctrl.</th>
<th>act. bitr. (kb/s)</th>
<th>PSNR (dB)</th>
<th>iter.</th>
</tr>
</thead>
<tbody>
<tr>
<td>BUS</td>
<td>128</td>
<td>no</td>
<td>128.0</td>
<td>31.9</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>yes</td>
<td>128.1</td>
<td>31.1</td>
<td>1</td>
</tr>
<tr>
<td>CITY</td>
<td>48</td>
<td>no</td>
<td>45.1</td>
<td>33.9</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>yes</td>
<td>48.0</td>
<td>32.8</td>
<td>1</td>
</tr>
<tr>
<td>CREW</td>
<td>96</td>
<td>no</td>
<td>94.1</td>
<td>33.5</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>yes</td>
<td>96.0</td>
<td>32.3</td>
<td>1</td>
</tr>
<tr>
<td>FOOTBALL</td>
<td>192</td>
<td>no</td>
<td>191.0</td>
<td>32.3</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>yes</td>
<td>192.0</td>
<td>31.7</td>
<td>1</td>
</tr>
<tr>
<td>FOREMAN</td>
<td>64</td>
<td>no</td>
<td>64.6</td>
<td>35.0</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>yes</td>
<td>64.0</td>
<td>33.9</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 5.9: Compare Our Rate Control Scheme with Fixed QP Scheme for Combined Scalable Coding.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>layer No.</th>
<th>tgt. bitr. (kb/s)</th>
<th>rate ctrl.</th>
<th>act. bitr. (kb/s)</th>
<th>PSNR (dB)</th>
<th>iter.</th>
</tr>
</thead>
<tbody>
<tr>
<td>BUS</td>
<td>0</td>
<td>64</td>
<td>no</td>
<td>58.9</td>
<td>29.0</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>128</td>
<td>no</td>
<td>136.1</td>
<td>30.5</td>
<td>15</td>
</tr>
<tr>
<td>CITY</td>
<td>0</td>
<td>24</td>
<td>no</td>
<td>22.4</td>
<td>31.2</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>48</td>
<td>no</td>
<td>48.3</td>
<td>32.3</td>
<td>4</td>
</tr>
<tr>
<td>CREW</td>
<td>0</td>
<td>48</td>
<td>no</td>
<td>45.0</td>
<td>31.6</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>96</td>
<td>no</td>
<td>98.3</td>
<td>32.1</td>
<td>15</td>
</tr>
<tr>
<td>FOOTBALL</td>
<td>0</td>
<td>96</td>
<td>no</td>
<td>91.4</td>
<td>30.9</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>192</td>
<td>no</td>
<td>196.3</td>
<td>30.3</td>
<td>15</td>
</tr>
<tr>
<td>FOREMAN</td>
<td>0</td>
<td>32</td>
<td>no</td>
<td>33.4</td>
<td>32.3</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>64</td>
<td>no</td>
<td>63.8</td>
<td>32.9</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>yes</td>
<td>32.1</td>
<td>31.8</td>
<td>1</td>
</tr>
</tbody>
</table>
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bitrate cannot be achieved if it is less than the bits generated with an initial QP. On the other hand, if the bits generated with an initial QP are much less than the target bits, the coding efficiency will drop, because there is no motion information to support the spatial FGS data. However, to exactly set the QP value for the FGS based fixed bitrate video coding is a very difficult task and may be impossible to achieve when there is no knowledge about the video content to be encoded. On the other hand, our proposed rate control scheme could adjust the QP value at MB level, motion and texture information are balanced well during each MB encoding process. The comparison of coding efficiency is also shown in Tables 5.4, 5.5 and 5.6, where the improvement of luminance PSNR is up to 9.4dB.

We next compare our rate control scheme with fixed QP method. As shown in Tables 5.7, 5.8 and 5.9, our scheme could generate the target bitrate with only very tiny mismatch. On the other hand, the fixed QP encoding with logarithmic QP search sometimes terminates when the iterations reach a predefined threshold, even though the mismatch is larger than expected. In our test with the above setting, the mismatch could be up to 9%. A better guess of the initial QP value could reduce the iteration time, but it depends on the test sequence and other coding parameters. It is difficult to optimally set the initial QP only according to the target bitrate, especially when the content of the sequence is unknown. The comparison of coding efficiency is also shown in Tables 5.7, 5.8 and 5.9. With the fixed QP determined by logarithmic search, JSTV7.9 achieves almost the upper limit of achievable coding efficiency with the same coding parameters. For the spatial and CGS scalable coding, our scheme could achieve comparable coding efficiency. For the hierarchical B frames coding and combined scalable coding, although comparable or even slightly higher PSNR could be achieved for a few layers, the coding efficiency decreases for others. This is because the weighting factors set heuristically in Section 5.4 may not be optimal for all the sequences.

Although the FGS method or fixed QP method provided in JSTV7.9 could achieve target bitrate exactly, the buffer status is not taken into consideration. In our proposed
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Figure 5.3: Buffer status with rate control for SNR and spatial scalable video coding of CREW.
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Figure 5.4: Buffer status with rate control for SNR and spatial scalable video coding of FOOTBALL.
Figure 5.5: Buffer status with rate control for Hierarchical B frame of BUS and CITY.
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Figure 5.6: Buffer status with rate control for combined scalable video coding of CITY.
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Figure 5.7: Buffer status with rate control for combined scalable video coding of FOREMAN.
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scheme, both available bandwidth and buffer status are used to determine target frame bits, so the buffer is well controlled to prevent it from overflowing and underflowing. Meanwhile, the generated frame bits match the target frame bits very well to achieve an accurate bit allocation. The maximal buffer delay is limited to 500ms in the simulation. Due to the accurate bit allocation of our scheme, the buffer is well controlled for all the scalable layers. Some examples of buffer status for SNR enhancement layer, spatial enhancement layer, hierarchical B frame and combined enhancement layer are shown in Figs. 5.3, 5.4, 5.5, 5.6 and 5.7. It is obvious that the encoder with our proposed rate control scheme could efficiently control the buffer status to prevent the buffer from overflowing and underflowing. On the other hand, JSVM7.9 does not provide the buffer control function. Meanwhile, our scheme encodes the sequence only once, while the fixed QP encoding method iterates the coding process for up to 15 times. Our proposed rate control is therefore suitable for real-time applications.

5.7 Conclusions

In this chapter, we have proposed a rate control scheme for the scalable extension of H.264/AVC video coding. Based on the H.264/AVC rate control scheme described in Chapter 3, where the problems associated with the existing H.264/AVC rate control strategy JVT-G012 [21] (inaccurate MAD prediction and inaccurate estimation of the amount of texture bits) are solved by adaptive MAD prediction and sum bits R-Q model, some correlations between scalable layers are explored. This has resulted in the proposal of a bit allocation scheme for scalable extension, which could be utilized for rate control of SNR, spatial, temporal and combined scalable enhancement layers. Compared with the FGS based fixed bitrate video coding, our rate control scheme could also achieve fixed bitrate scalable video coding, and the PSNR is improved by up to 9.4dB due to the good trade-off of motion and residual information in all scalable layers. When compared with the fixed QP encoding method, which iterates the coding process for up to 15 times,
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our scheme encodes the sequence only once. So our proposed rate control is suitable for real-time applications. Meanwhile, in our scheme the buffer is well controlled to prevent it from overflowing and underflowing.
Conclusions and Future Research Directions

6.1 Conclusions

The work within this thesis provides several resource allocation ideas for H.264/AVC and its scalable extension for real-time applications.

Recently, the newly standardized H.264/AVC [42] [22] international video coding standard have attracted many industrial interests. H.264/AVC can perform compression with a bitrate saving of 35-50% when compared to MPEG-4 Visual part 2 and 40-65% when compared to MPEG-2. Furthermore, H.264/AVC has extra advantages such as error resilience and streaming support. All these features make H.264/AVC a very important standard especially in consumer electronics applications. H.264/AVC has been designed for real-time video communication applications [22], such as video conferencing and video telephony as well as to address the needs of video storage (DVD), broadcast video (Cable, DSL, Satellite TV), and video streaming (e.g., video over the Internet, video over wireless) applications. Meanwhile, with the tremendous demands from existing and emerging applications of video transmission over heterogeneous wired/wireless networks, more and more efforts have been invested into researches on scalable video coding (SVC)
schemes in the recent years [12]. SVC schemes are to reliably deliver video to diverse clients over heterogeneous networks using available system resources, particularly for the clients with different display resolutions, caching, intermediate storage resources, access bandwidths, loss rates, or QoS capabilities. The scalable functions provided in the H.264/AVC scalable extension [46] include SNR (quality) scalability, spatial scalability, temporal scalability and combined scalability.

For the real-time video communication applications, it is desirable to produce the best visual quality of the reconstructed video with a given coding resource constraint, so both the bits and the computing power should be properly allocated. In this regards, this thesis provided the following contributions:

(1) The proposed bit allocation scheme for H.264/AVC rate control outperforms the JVT method by reducing the inaccurate MAD prediction and inaccurate texture bits prediction. It is more suitable for real-time application as the proposed rate control scheme not only enables the encoder to encode the video sequences at a given bitrate, but also controls the buffer much better to prevent its overflowing and underflowing.

(2) The region-of-interest (ROI) based resource allocation scheme for H.264/AVC standard enables the encoder to allocate more encoding resources (e.g. bandwidth and computing power) to the area with higher visual attention. The ROI information can also be used to build a decoding-friendly encoder with a rate-distortion-complexity (R-D-C) cost function. In this way, the visual quality is improved according to human visual interest and the coding complexity is reduced significantly.

(3) The proposed bit allocation algorithm for H.264/AVC is extended to H.264/AVC scalable extension. Thus, rate control for all the SNR, spatial, and temporal enhancement layers is achieved.

Compared with the existing video coding schemes, the proposed improvements could achieve better subjective and objective visual quality. Meanwhile, the coding complexity
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of video coding system is significantly reduced, and the buffer is well controlled for low
delay real-time applications.

6.2 Future Research Directions

Some possible directions of future research are listed as follows:

(a) **ROI based resource allocation for H.264/AVC scalable extension:**

   Although we proposed an ROI based resource allocation for H.264/AVC in Chapter 4, the same issue of H.264/AVC scalable extension should also be studied. There might be three possible research problems for this part:

   (1) Due to the QP-motion dilemma of H.264/AVC, as described in Section 4.2.1, the motion information cannot be easily used for fast ROI detection. Detecting ROI without the motion information may result in the loss of some attracting moving area from ROI. However, at the scalable enhancement layers, the motion information of the previous layers are already available. These motion information may help to detect the ROI of the enhancement layer. When taking the motion information into consideration, an ROI detection scheme could be utilized in different kinds of videos (only conversational video is studied in Chapter 4).

   (2) Based on the bit allocation scheme of rate control for H.264/AVC scalable extension, as described in Chapter 5, the ROI information of enhancement layer could help to allocate more bits to the ROI area during scalable refinement. The detailed adjustment of ROI based bit allocation might be different for SNR, spatial and temporal enhancement layers.

   (3) With the detected ROI information of the enhancement layer, the computing power could be accordingly saved for the area outside the ROI. For example, a fast mode decision scheme for scalable enhancement layer might be derived in the future.
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(b) Multiple base layers for H.264/AVC scalable extension:

Let us consider the combined SNR and spatial scalability that is illustrated in Fig. 6.1. There are four layers, (QCIF, Low), (QCIF, Medium), (CIF, Low) and (CIF, Medium). Currently, the H.264/AVC scalable extension only allows each frame at the enhancement layer to have one base layer [33]. Because the quality of base layer should be lower than that of the enhancement layer, (QCIF, Low) should be the “base layer” for both (CIF, Low) and (QCIF, Medium). When the scalable bitstream is generated, the spatial redundancy between (QCIF, Low) and (CIF, Low) and the SNR redundancy between (QCIF, Low) and (QCIF, Medium) can be removed by the inter-layer prediction [33]. However, there is a problem when (CIF, Medium) is coded. If there is only one “base layer” for (CIF, Medium), either (CIF, Low) or (QCIF, Medium) could be chosen as the “base layer”. On one hand, when the (CIF, Low) is chosen as the “base layer”, the SNR redundancy between (CIF, Low) and (CIF, Medium) can be efficiently removed, but the spatial redundancy between (CIF, Medium) and (QCIF, Medium) cannot be removed. On the other hand, when the (QCIF, Medium) is chosen as the “base layer”, the spatial redundancy between
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(QCIF, Medium) and (CIF, Medium) can be efficiently removed, but the SNR redundancy between (CIF, Medium) and (CIF, Low) cannot be removed. This implies that the coding efficiency of (CIF, Medium) cannot be optimized if only one “base layer” is used for inter-layer prediction. To solve this problem, each enhancement layer may have more than one “base layer”, (CIF, Medium) could use (QCIF, Medium) and (CIF, Low) as “base layers”. In this way, the motion information and the residual information at the “base layers” could be efficiently utilized when the enhancement layer is coded. The objective is to remove the redundancy among different layers as much as possible. There might be two interesting problems on this point. One is on the design of context models for the entropy coding. The “base layer” information should be used when the context models are designed at the enhancement layers. The other one is on the compensated prediction at the enhancement layer. The base layer information should be fully utilized to remove both the spatial redundancy and the SNR redundancy between the enhancement layer and its “base layers”.

(c) **Truncation scheme for scalable video coding:**

Consider two successive layers: Layer 1 and Layer 2, where Layer 1 is the base layer of Layer 2. There are two possible ways to generate an embedded bitstream including the information of Layers 1 and 2:

1. If Layer 1 is more important than Layer 2. The motion information at Layer 1 is first obtained by the RDO of without any constraint, and the motion information of Layer 2 can be refined based on the information of Layer 1. Since the coding process at Layer 2 does not affect the coding efficiency at Layer 1, the coding efficiency at Layer 1 is optimized. This is a refinement method.

2. If Layer 2 is more important. The motion information of Layer 2 is first generated by the RDO without any constraint, then the motion information of Layer 1 is truncated from that at Layer 2 with properly defined constraint. In this way, the coding efficiency at Layer 2 is improved as compared to the refinement method.
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This is a truncation method.

The refinement method has been well studied by in JSVM [33]. There are some proposed truncation methods in [34,118,119]. In these schemes, motion information and residual information are generated at high bitrates. To obtain a better tradeoff between motion information and residual information at low bitrates, motion information is truncated. However, the residual information coded at low bitrates is still the same one generated at high bitrates. In this way, there is a mismatch between motion information and residual information at low bitrates by existing truncation schemes [34,118,119]. Therefore, to improve the coding efficiency at high bitrates and to minimize the coding efficiency drop at low bitrates, a proper truncation method scheme should be studied in the future.
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