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Summary

This thesis presents some research results on control and deconvolution estimation

for discrete-time linear systems with delay. The thesis focuses on two facets, the

first is the robust deconvolution estimation of time-delay systems with stochastic

parameter uncertainties and the other is the control of time-delay systems.

We begin with the topic of robust deconvolution for systems with input delay where

we are concerned with the development of a polynomial approach to robust de-

convolution filtering of linear discrete time-delay systems with random parameter

uncertainties. The robust filtering problem is to find an estimator that minimizes the

mean square estimation error with respect to the random parameter uncertainties

and input and measurement noises. We discuss the problem for both the single-

input single-output (SISO) and multi-input multi-output (MIMO) systems. The

key to our solution is to quantify the effect of the random parameter uncertainties

by introducing fictitious noises for which a simple way is given to calculate their

covariances. The polynomial approach provides a lower computation cost than that

of the state space approach.

We then look into control problems for systems with input delays. H2 and H∞

control problems for systems with time-varying but bounded delays in the input are

first studied. We apply a state augmentation approach to obtain an H2 state feed-

back controller. Sequential linear programming matrix method (SLPMM) is used

to deal with non-convex bilinear matrix inequality (BMI). Although state augmen-
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SUMMARY iii

tation has no computation advantage, it can be used when delay is relatively small.

As for the H∞ control problem, we obtain a sufficiency condition for the stability

of the input-delay system by applying a Lyapunov-Krasovskii (L-K) functional. An

H∞ controller is further designed via a linear matrix inequality (LMI) approach.

More complicated problems such as the LQR, LQG, and H∞ control for systems

with known multiple input/ouput delays are studied. The key to our development

of the LQR control is a duality between the LQR problem for systems with mul-

tiple input delays and a smoothing problem for an associated backward stochastic

delay-free system. The duality allows us to obtain a simple solution to the LQR

problem. To address the LQG problem, a separation principle is first established

which converts the LQG problem into an LQR problem plus a Kalman filter for

systems with multiple measurement delays. To address the latter, a reorganized

innovation analysis is applied. We then extend the work to consider the H∞ con-

trol problem. Similar to the LQR case, the H∞ control problem is converted to a

smoothing problem in Krein space. A sufficient condition is provided to check the

existence of an H∞ state feedback controller and a solution to the state feedback

control is given in terms of Riccati difference equations (RDEs).

Finally, we look into the sampled-data LQR control for systems with multiple de-

layed inputs. A sampled state feedback controller with the zero-order hold is used.

To solve the problem, the state is augmented with the zero-order hold inputs. The

sampled-data LQR problem is then converted into a continuous-time LQR prob-

lem with the help of the Dirac delta function. By applying the LQR result for the

continuous-time system and some simplification, we derive the optimal sampled-data

controller.
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Chapter 1

Introduction

1.1 Motivation

Control system design based on H2 and H∞ performance criteria has attracted a

lot of interests in the past two decades. The H2 concept can be traced back to the

seminal work by Kalman and Bucy in the early 1960s [40] [41] in which state space

was introduced to represent systems. On the other hand, the H∞ control problem

was firstly introduced by Zames [96] in 1981, initial developments in H∞ control

theory were based on frequency domain and operator theoretic methods. With

the publication of the seminal work of [20], robust and optimal control/estimation

entered a golden era, numerous works have been done in state space framework.

In the early 1990s, robust control/estimation [86, 93] emerged to conquer the dif-

ficulty when there is uncertainty in system model. Two kinds of parameter un-

certainties are often discussed in literatures, one is bounded deterministic uncer-

tainty [13, 70, 93], the other is stochastic (random) parameter uncertainty [89, 105].

The deterministic characterization of uncertainties assumes that the system pa-

rameters are within known lower and upper bounds which may not be realistic in

1
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1.1 Motivation 2

applications such as mobile communications. In this situation, it may be more

appropriate to characterize the modelling error in terms of random parameter un-

certainties. Poor and Looze [70] consider robust estimation in state space where the

process noise and measurement noise have uncertain second order statistics, but the

system parameters are known exactly.

Deconvolution is concerned with the estimation of the input signal transmitted

through a system (channel) based on some noise corrupted measurement. This prob-

lem has many applications including signal detection in communications, seismology,

speech processing, equalization and numerical differentiation; see, e.g. [30, 54] and

the references therein. Deconvolution problem is discussed in time domain [13] and

frequency domain [15,19,45]. A polynomial approach (frequency domain) uses tech-

niques such as inner-outer factorization and orthogonal principle and is often pre-

ferred in signal processing and communication communities. In the work of Chisci

and Mosca [15], MMSE (minimum mean-square error) deconvolution problem is

solved, Deng et al. [19] provide solution for optimal and self-tuning deconvolution

estimation.

On the other hand, time delay exists in many engineering problems such as com-

munications. Time delay cannot be ignored otherwise the closed loop system per-

formance may not be guaranteed, even worse, stability may be jeopardized. With

the development in engineering including networked control, congestion control in

communication, chemical engineering, aircraft stabilization, time-delay systems have

attracted a lot of interests [3, 79,92].

Note that the stability of a linear time-invariant system can be judged by checking

eigenvalue condition. However, checking eigenvalue condition is difficult for delay

systems because there may be infinite number of poles in the system transfer func-

tion. The Lyapunov-Krasovskii (L-K) functional method [34] provides an effective

way for establishing stability and has been extensively studied in the past decade.

Nanyang Technological University Singapore
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1.1 Motivation 3

However, the L-K approach generally only leads to a conservative sufficient stability

condition.

Optimal control of time-delay systems has been an active research area since the

late 1960s, first in the H2 (LQG) and then in the H∞ settings, see e.g. [16,85] for the

discrete-time case and [7,44,60,61,83] for the continuous-time case. Time delay can

appear in state and/or in input/output(I/O) of the system model. Many papers,

see, e.g. [8,12,24] discuss systems with time delay in state. For discrete-time systems

with delays, state augmentation approach can transform the system into delay-free

one by augmenting the system state. However, it is computationally costly when

the delay is large.

System with input/output (I/O) delay was investigated early by Smith [80]. For

systems with input delay, ‘memoryless’ state feedback controller can be solved in

terms of Lyapunov-Krasovskii functional and the result can be delay dependent or

delay independent. However, the L-K approach is generally conservative as only

sufficient conditions are known. There are mainly three approaches for control with

I/O delay in the last two decades [60] and most of the results are for continuous-

time systems. The first is a time-domain method. Operator interpolation and lifting

originally derived for sampled-data control problem was used in control of time-delay

systems [22,28,104]. Kojima and Ishijima [44] solve the generalized H∞ preview and

delayed control problem via an operator Riccati equation approach. Preview H∞

control and estimation are studied in [84, 85] by Tadmor and Mirkin where game

theoretic approach is used in the proof. In the full-information control, a standard

H2 ARE and a nonstandard H∞-like ARE are used. Mirkin [55,56] studies the H∞

fixed-lag smoothing and control problems and provides a link between performance

and delay. Meinsma and Mirkin [52] decompose the multiple I/O delays control

problem into a series of nested elementary delay problems. Moelja and Meinsma [61]

provide an interesting solution by converting the H2 control problem to an equivalent

Nanyang Technological University Singapore
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1.1 Motivation 4

LQR problem.

The second approach is based on J-spectral factorization. The existence of J-spectral

factor is then shown to be equivalent to the existence of nonnegative definite, sta-

bilizing solutions to two indefinite algebraic Riccati equations, allowing a state-

space formula for a linear fractional representation of all controllers. Meinsma and

Zwart [53] use the J-spectral factorization approach to solve the H∞ control for time

delay system in frequency domain where Smith predictor is used in order to get a

causal controller.

The last one is the Krein space approach. The key to this approach is the duality

between the LQR problem for systems with multiple input delays and a smoothing

problem for a backward stochastic delay free system, which extends the well known

duality between the LQR of delay free systems and the optimal filtering. Zhang

and his collaborators [97–100, 102] solve the linear quadratic regulation and the

full-information H∞ problems for multiple time delay systems using this approach.

In addition to those methods, there are some other methods for time-delay systems,

e.g. Basin et al. [6, 7] provided finite time horizon LQR control for systems with

time delay in state and input where Hamilton-Jacobi-Bellman (HJB) equation is

used.

On the other hand, sampled-data (SD) control problems have been extensively dis-

cussed in the past decade [4, 9, 29, 42, 51, 71, 82, 88]. The analysis for SD systems is

complicated because the continuous-time behavior is periodically time-varying and

the dynamics are hybrid (continuous/discrete-time). SD systems are mostly consid-

ered as periodic systems and the controller is expressed in terms of periodic Riccati

equations. There are mainly three approaches to the SD problems in recent years.

The first one is a direct method which solves SD problems in finite-dimensional

hybrid state space. Kabamba [39] gave a solution for the H∞ control in a finite-

Nanyang Technological University Singapore
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1.1 Motivation 5

dimensional hybrid state space. Khargonekar et al. [42] synthesize the H2 optimal

control for SD systems and Yamamoto [95] also gives a solution to the H2 control

problem.

The second one is a frequency domain method based on parametric transfer function.

Rosenwasser et al. [74] provides a solution to the H2 time-delayed SD problem in

frequency-domain, however, spectral factorization is hard to solve especially for

systems with multiple inputs.

The third and commonly used one is the lifting method which relies on the property

that all norms are preserved under lifting and so is the feedback interconnection

structure. This method was first introduced by Yamamoto [95]. Toivonen and

Sagfors [75] study the relationship between the lifting method and the two-Riccati

equation solution in the H∞ case. Trentelman and Stooroogel [88] deal with the H2

problem for SD systems with the lifting method. Bamieh et al. [4] provide solutions

to the H∞ and H2 problems where inter-sample behavior is discussed. Chen and

Francis [10] work on the H∞ SD control and evaluate the SD system according to the

length of the sampling period. Mirkin et al. [58,59] provide a rather comprehensive

and insightful synthesis for the H2 and H∞ control of SD systems. For time delay

systems, Chen and Francis [9] discusses their H2 control problem. Park et al. [69]

present a general framework of H2 controllers for SD systems with single input delay.

There are some other results besides those mentioned above. Kabamba [38] inves-

tigate the generalized hold SD control problem. Furthermore, Sun et al. [81] and

Shi [78] obtain necessary and sufficient conditions for the H∞ control and filtering

problems with generalized hold. Shergei et al. [77] discuss SD nonlinear H∞ estima-

tion and control where Dirac delta function is brought into discussion to transform

the hybrid (continuous/discrete-time) system into a continuous-time one.
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1.2 Objectives

The objectives of the present research are to develop methods for robust deconvo-

lution estimation of time-delay systems with random parameter uncertainties and

control of systems with time delay. In particular, we shall study the following two

problems: (1) robust deconvolution for SISO/MIMO discrete-time systems with in-

put delay and (2) delay dependent robust and optimal (H2 and H∞) control for

systems with single or multiple input delays.

1.3 Major Contributions

The main contributions of the thesis are listed as follows:

(1) We propose a polynomial approach to robust deconvolution for discrete time-

delay systems with random parameter uncertainties. Both the SISO and MIMO

cases are investigated.

(2) H2 and H∞ problems for systems with unknown time-variant delay and known

time-invariant delay are discussed and delay-dependent conditions are obtained.

(3) A solution to the LQG control of systems with multiple time-invariant I/O delays

is provided based on a separation principle established. We also generalize the

duality between LQR control with multiple delays and a smoothing for a backward

stochastic system obtained in [97,98] to more general case.

(4) LQR control for sampled-data systems with multiple input delays is studied. We

transform the hybrid system into a continuous-time form by introducing Dirac delta

function. This approach allows us to give an explicit solution to the SD problem

using the LQR result for continuous-time systems.
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1.4 Organization of the Thesis

The rest of the thesis is organized into two parts.

Part I includes Chapter 2 and Chapter 3 and it focuses on robust deconvolution

for discrete-time systems with input delay. Chapter 2 and Chapter 3 use polyno-

mial approach to solve robust deconvolution problem in SISO and MOMO systems,

respectively. The details of the two chapters are as follows.

In Chapter 2, we develop a polynomial approach to robust deconvolution filtering of

linear discrete-time systems with random parameter uncertainties and input delay.

The uncertainties exist in both numerator and denominator of the system model.

We aim to minimize the mean square estimation error with respect to the ran-

dom bounded covariance uncertainties of the random parameters as well as input

noises. The key to our solution is to quantify the effect of the random parameter

uncertainties by introducing two fictitious noises for which a simple way is given to

calculate their covariances. Some examples including application in wireless network

are provided.

We extend our study in Chapter 3 to the MIMO case. A polynomial approach is

adopted too. Covariance matrices of fictitious noises are calculated after some basic

algebraic manipulations and they can be simplified in some case. The deconvolution

estimator is expressed in terms of solution of a Diophantine equation and a spectral

factorization. An example is used to show the efficiency of our method.

Part II includes chapters 4-8 and it focuses on control for systems with I/O delays.

First we consider the H2 and H∞ control for system with time-variant input delay

in Chapter 4 and Chapter 5. In Chapter 6 and Chapter 7, H2 and H∞ control

for systems with multiple time-invariant delays are discussed. Sampled-data LQR

control for systems with multiple input delays is solved in Chapter 8. The details

of each chapter are as follows.
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1.4 Organization of the Thesis 8

In Chapter 4, state feedback H2 control for systems with time-variant but bounded

delay in input is discussed. State augmentation is used to transform the system with

input delay into a linear time varying system without delay and the H2 controller

is given in terms of BMIs. As an important application, ATM network congestion

control with explicit rate feedback is provided, saturation in source rate and queue

buffer is discussed as well.

In Chapter 5, the H∞ state feedback control for systems with time-variant but

bounded delay in input is studied. A sufficient condition for the asymptotic sta-

bility of the system is provided using a Lyapunov-Krasovskii functional. The state

feedback controller is given in terms of LMIs. Application to congestion control in

ATM networks is provided as well.

In Chapter 6, we revisit the classic linear quadratic Gaussian (LQG) problem for

discrete-time systems with multiple input/output delays in finite horizon. A separa-

tion principle is established in order to convert the output feedback control problem

into an LQR control problem in conjunction with the Kalman filtering. The LQR

controller is obtained using a duality between the LQR for multiple-input delay

systems and a smoothing problem for an associated backward stochastic delay free

system. The Kalman filtering with multiple output delays is solved using a re-

organized innovation analysis. One forward and one backward Riccati equations

with the same dimension as the original system are to be solved. This approach has

the advantage in computation as compared with the system augmentation approach.

In Chapter 7, we investigate the finite time horizon H∞ control problem for discrete

time systems with multiple input delays. We extend the existing work [97] by

allowing a more general form in the controlled output. A linkage between the H∞

control problem and a smoothing problem is first established which allows us to give

a sufficient solvability condition for the H∞ control problem by classical estimation

theory. Our solution is given in terms of one Riccati difference equation of the same
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1.4 Organization of the Thesis 9

dimension of the plant (ignoring the delays). As a special case, a complete solution

to the H2 state feedback control of systems with multiple input delays is derived.

The H∞ control result is then applied to ATM congestion control. Simulations show

that the proposed control technique can achieve desired control performance very

efficiently and has certain robustness with respect to the varying round trip delay

of the ATM network.

In Chapter 8, we consider the problem of sampled-data LQR for systems with mul-

tiple input delays. State feedback control with the zero-order hold is adopted and

we apply the Dirac delta function to transform the hybrid (continuous and discrete)

problem into a continuous-time LQR problem and solve it using the result of [98].

The sampled-data optimal controller is then derived via some algebraic manipula-

tions.

In Chapter 9, we draw some conclusions and recommend some works for future

research.
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with Input Delay
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Chapter 2

Robust Deconvolution of

Uncertain Discrete SISO Systems

with Input Delay

2.1 Introduction

Deconvolution deals with the estimation of the input signal transmitted through

a system (channel) based on some noise corrupted measurement [30] [1]. Much

attention has been paid to this problem based on the Kalman filtering formulation

[13] [43] or the polynomial approach [45] [1]. When system parameters are not

known precisely or the parameters are time varying because of the perturbations of

transmission medium, robust deconvolution can provide reliable estimation against

these parameter uncertainties. In [13], the minimax robust deconvolution estimation

is discussed in a state-space framework where Kalman filtering is used. For systems

with random parameter uncertainty, a polynomial approach is adopted in [68] for

dealing with the robust filtering problem. However, the uncertainties are assumed

to exist only in the numerator of the system transfer function which may not be

11
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2.1 Introduction 12

realistic. On the other hand, in most of the existing works, the parameters of the

system and the statistics of the noises are assumed to be known exactly, which may

not be the case in practice. For example, in mobile communications, channels are

affected by the speeds of mobile terminals and transmission medium and are usually

time-varying. It is impossible to determine the exact models of the channels. On the

other hand, ignoring modeling uncertainties in the design of estimators may result

in poor system performance [13]. Delay in input deteriorates the performance of

deconvolution estimator in terms of mean square estimation error.

This chapter aims to present a polynomial approach to the robust deconvolution

filtering problem for a general case where both the system with input delay and

signal models contain random time-varying parameter uncertainties and the second

order statistics of input and measurement noises are assumed to be within certain

bounds. A robust filter is designed based on a minimax approach in the sense

that the filter will minimize the upper bound of the estimator error covariance with

respect to all the system uncertainties and noises. Unlike the work in [13], we adopt

a polynomial approach which is usually preferred for signal processing applications

and is computationally more attractive. To derive the robust optimal estimator,

we first convert the random parameter uncertainties into two fictitious noises and

give a simple way to calculate their covariances. Then, the estimator is designed

following the standard polynomial approach. Our solution is given in terms of one

spectral factorization and one polynomial equation.

The following notations are used throughout Chapter 2 and Chapter 3. q−1 is the

backward shift operator. X∗(q−1) is the conjugate polynomial of X(q−1), i.e., if

X(q−1) = x0 + x1q
−1 + . . . + xnxq

−nx, then X∗(q−1) = x0 + x1q + · · ·+ xnxq
nx. For

the sake of simplicity, the backward shift operator q−1 will be dropped wherever no

confusion may be caused.
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2.2 Problem Statement

We consider the source signal u(k) and the noise corrupted measurement y(k) that

are generated by uncertain models [13,15]:

[
D(q−1) + ∆D(q−1)

]
u(k) =

[
C(q−1) + ∆C(q−1)

]
e(k), (2.1)

[
A(q−1) + ∆A(q−1)

]
y(k) =

[
B(q−1) + ∆B(q−1)

]
u(k − d) +

[
P (q−1) + ∆P (q−1)

]
v(k)

(2.2)

where d is the delay in input, D(q−1), C(q−1), A(q−1), B(q−1) and P (q−1) are known

polynomials which have the form

X(q−1) = x0 + x1q
−1 + . . . + xnxq

−nx. (2.3)

The polynomials ∆D(q−1), ∆C(q−1), ∆A(q−1), ∆B(q−1) and ∆P (q−1) represent

parameter uncertainties of the models and they have the form

∆X(q−1) = x0(k) + x1(k)q−1 + · · · xnx(k)q−nx (2.4)

with xi(k), i = 0, 1, · · · , nx being time-varying random variables. In practice we

may always assume [15,30] that d0 = a0 = 1, d0(k) = 0 and a0(k) = 0.

For the sake of convenience in discussion, we adopt the notations:

X (k)
4
=

[
xnx0(k), xnx0+1(k), · · · , xnx(k)

]T

, (2.5)

Qx
4
=

[
q−nx0 , q−(nx0+1), · · · , q−nx

]T

, (2.6)

where nd0 = na0 = 1 and nc0 = nb0 = np0 = 0.

Remark 2.2.1. By using the above notations, we have that ∆X(q−1) = QT
xX (k).

Nanyang Technological University Singapore
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2.2 Problem Statement 14

For example, ∆D(q−1) = QT
dD(k) with Qd =

[
q−1, · · · , q−nd

]T

and

D(k) =
[
d1(k), · · · , dnd(k)

]T

, and ∆C(q−1) = QT
c C(k) with Qc =

[
1, q−1, · · · , q−nc

]T

and C(k) =
[
c0(k), · · · , cnc(k)

]T

.

In addition, we denote

Dc(k)
4
=

[
−DT (k) CT (k)

]T

, (2.7)

Ab(k)
4
=

[
−AT (k) BT (k)

]T

, (2.8)

Ap(k)
4
=

[
−AT (k) PT (k)

]T

, (2.9)

Abp(k)
4
=

[
−AT (k) BT (k) PT (k)

]T

, (2.10)

where A(k), B(k), P(k), D(k) and C(k) are defined in (2.5).

The following assumptions are made throughout this chapter.

Assumption 2.2.1. The input noises e(k) and v(k) and the random parameter

uncertainties Abp(k) and Dc(k) are mutually independent white noises with zero

means and covariances:

Ē[e2(k)] = σ2
e , Ē[v2(k)] = σ2

v , (2.11)

Ẽ
[Abp(k)AT

bp(k)
]

= Rabp, Ẽ
[Dc(k)DT

c (k)
]

= Rdc, (2.12)

where Ē and Ẽ are respectively the mathematical expectations with respect to the

input noises and the random parameter uncertainties in the models.

In this chapter, the covariances σ2
e , σ

2
v ,Rabp and Rdc are not known exactly, but are

from known ranges given below.

Assumption 2.2.2. The unknown covariances σ2
e , σ2

v , Rabp and Rdc have the

Nanyang Technological University Singapore
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2.2 Problem Statement 15

known upper and lower bounds, i.e.

σ2
e ≤ σ2

e ≤ σ2
e, σ2

v ≤ σ2
v ≤ σ2

v, (2.13)

Rabp ≤ Rabp ≤ Rabp, (2.14)

Rdc ≤ Rdc ≤ Rdc. (2.15)

Denote

Ra
4
= Ẽ

[A(k)AT (k)
]
, Rab

4
= Ẽ

[Ab(k)AT
b (k)

]
,

Rap
4
= Ẽ

[Ap(k)AT
p (k)

]
, Rd

4
= Ẽ

[D(k)DT (k)
]
. (2.16)

In view of (2.7)-(2.10), Ra, Rab and Rap can be easily obtained from the covariance

matrix Rabp and Rd from Rdc. For example, Ra is the first na × na sub-block of

Rabp.

Furthermore, from (2.14)-(2.15), it is easy to know that

Ra ≤ Ra ≤ Ra, Rab ≤ Rab ≤ Rab, Rap ≤ Rap ≤ Rap, (2.17)

Rd ≤ Rd ≤ Rd, (2.18)

where Ra (Ra), Rab (Rab) and Rap (Rap) can be obtained from the corresponding

lower (upper) bounds Rabp (Rabp), and Rd (Rd) from Rdc (Rdc).

Remark 2.2.2. It is worth noting that the above model can be used to represent

a system whose model may be subject to some variations from its nominal model

and can find applications in, for example, mobile fading channels in communications

[72], signal processing, control [17], nuclear fission and heat transfer, and population

models [63]. Similar models have been used in [13,89] where a state-space approach

has been adopted. In fact, our model (2.1)-(2.2) will reduce to that of [13] when

Nanyang Technological University Singapore
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2.2 Problem Statement 16

∆D(q−1) = ∆C(q−1) = 0, A(q−1) = P (q−1) and ∆A(q−1) = ∆P (q−1), i.e., when

there is no uncertainty in the model of the source signal and the measurement noise is

white. On the other hand, a state-space model with its coefficient matrices containing

random parameter uncertainties has been considered in [89] where a Kalman filtering

problem is investigated.

Remark 2.2.3. Assumption 2.2.2 on the second-order statistics of the uncertainties

is standard; see, e.g. [70]. It should be noted that the system parameters in [70] are

assumed to be known exactly, only the noise statistics contain uncertainty.

Assumption 2.2.3. The polynomials A(q−1) and D(q−1) are stable, i.e., all zeros

of A(q−1), D(q−1) are in | q |< 1.

The robust optimal deconvolution estimation problem to be addressed in this chapter

is stated as follows:

Given the measurement y(s), 0 ≤ s ≤ k −m, where m is an integer, find a time-

invariant estimator û(k | k −m) to minimize the following maximum mean square

error:

min
{û}

max
{Rdc,Rabp,σ2

e ,σ2
v}

ẼĒ [u(k)− û(k | k −m)]2 , (2.19)

where Ē is the mathematical expectation with respect to e(k) and v(k), and Ẽ with

respect to Dc(k) and Abp(k).

The resultant estimator is called robust optimal deconvolution estimator.

Remark 2.2.4. Since the white noises represented by e(k) and v(k) are independent

of Dc(k) and Abp(k), the objective function defined by (2.19) is obviously equivalent

to

E [u(k)− û(k | k −m)]2 , (2.20)
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2.3 Design of Optimal Deconvolution Estimator 17

where E is the mathematical expectation over e(k), v(k), Dc(k) and Abp(k).

2.3 Design of Optimal Deconvolution Estimator

In this section, we derive a robust optimal deconvolution estimator by using pro-

jection formulae and an innovation analysis approach. It is shown that the robust

optimal deconvolution estimation involves computing covariance matrices of two

fictitious noises, one spectral factorization and one polynomial equation which is

slightly more complicated than the standard optimal design for systems without

random parameter uncertainties.

2.3.1 Fictitious Noises

First, in view of (2.4), (2.1) and (2.2) are re-written as

D(q−1)u(k) = C(q−1)e(k) + e0(k), (2.21)

A(q−1)y(k) = B(q−1)u(k − d) + P (q−1)v(k) + v0(k), (2.22)

where

e0(k) = −∆D(q−1)u(k) + ∆C(q−1)e(k), (2.23)

v0(k) = −∆A(q−1)y(k) + ∆B(q−1)u(k − d) + ∆P (q−1)v(k). (2.24)

e0(k) and v0(k) are termed as fictitious noises. Substituting (2.21) into (2.22) yields

ADy(k) = DPv(k) + BCe(k − d) + Be0(k − d) + Dv0(k), (2.25)

where the operator q−1 has been omitted in the polynomials A, B, P, C and D.
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2.3 Design of Optimal Deconvolution Estimator 18

Assumption 2.3.1. The upper bounds Rd and Ra of the covariance matrices Rd

and Ra satisfy

1

2πi

∮

|z|=1

(DD∗)−1QT
dRd[QT

d ]∗
dz

z
< 1, (2.26)

1

2πi

∮

|z|=1

(AA∗)−1QT
aRa[QT

a ]∗
dz

z
< 1, (2.27)

where Qd =
[
q−1, · · · , q−nd

]T

and Qa =
[
q−1, · · · , q−na

]T

.

Remark 2.3.1. Assumption 2.3.1 basically implies that the random uncertainties

∆D and ∆A should be ‘smaller’ than their nominal values D and A, respectively.

Now, we have the following results for the fictitious noises, which will play an im-

portant role in the design of robust optimal deconvolution estimator.

Theorem 2.3.1.

(a). e(k), v(k), e0(k) and v0(k) satisfying Assumption 2.2.1 are mutually uncorre-

lated.

(b). e0(k) and v0(k) are white noises with zero means and the following covariances:

σ2
e0

4
= E[e2

0(k)] = γ1(1− γ0)
−1, (2.28)

σ2
v0

4
= E[v2

0(k)] = (σ2
e0

λ1 + λ2)(1− λ0)
−1, (2.29)

Nanyang Technological University Singapore

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



2.3 Design of Optimal Deconvolution Estimator 19

where

γ0 =
1

2πi

∮

|z|=1

(DD∗)−1QT
dRd[QT

d ]∗
dz

z
, (2.30)

γ1 =
σ2

e

2πi

∮

|z|=1

(DD∗)−1
[
CQT

d DQT
c

]
Rdc

[
CQT

d DQT
c

]
∗

dz

z
, (2.31)

λ0 =
1

2πi

∮

|z|=1

(AA∗)−1QT
aRa[QT

a ]∗
dz

z
, (2.32)

λ1 =
1

2πi

∮

|z|=1

(AA∗DD∗)−1
[
BQT

a AQT
b

]
Rab

[
BQT

a AQT
b

]
∗

dz

z
, (2.33)

λ2 =
1

2πi

∮

|z|=1

(AA∗DD∗)−1 ×
{[

BQT
a AQT

b

]
Rab

[
BQT

a AQT
b

]
∗
CC∗σ2

e

+
[
PQT

a AQT
p

]
Rap

[
PQT

a AQT
p

]
∗
σ2

v

}
dz

z
, (2.34)

and Qd, Qc, Qa, Qp and Qb are as defined in (2.6).

Proof: See Appendix A.

2.3.2 Robust Optimal Deconvolution Estimator

Given the observation y(s), 0 ≤ s ≤ k −m, a stable time-invariant linear deconvo-

lution estimator û(k | k −m) can be given as

û(k | k −m) = F(q−1)y(k −m), (2.35)

where F is a causal and stable transfer function. From (2.21) and (2.23), it follows

that

z(k)
4
= u(k)−Fy(k −m)

=

[
C

D
− q−m−dFBC

AD

]
e(k)− q−mFP

A
v(k) +

[
1

D
− q−m−dFB

AD

]
e0(k)

−q−mF
A

v0(k). (2.36)
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Applying (2.36) and Theorem 2.3.1, the estimation error is calculated as

Ez2(k) =
1

2πi

∮ {
σ2

e

[
C

D
− q−m−dFBC

AD

]
[z]∗ + σ2

vFF∗
PP∗
AA∗

+σ2
e0

[
1

D
− q−m−dFB

AD

]
[k]∗ + σ2

v0

FF∗
AA∗

}
1

z
dz, (2.37)

where

z =
C

D
− q−m−dFBC

AD
, k =

1

D
− q−m−dF B

AD
.

Lemma 2.3.1. Under Assumption 2.2.1 and Assumption 2.3.1, we have

arg max
{Rdc,Rabp,σ2

e ,σ2
v}

Ez(k)2 = {Rdc, Rabp, σ2
e, σ2

v}, (2.38)

max
{Rdc,Rabp,σ2

e ,σ2
v}

Ez(k)2 = σ2
ek1 + σ2

vk2 + σ2
e0

k3 + σ2
v0

k4, (2.39)

where

σ2
e0

= σ2
e0{Rdc=Rdc}, σ2

v0
= σ2

v0{Rabp=Rabp}, (2.40)

and

k1 =
1

2πi

∮ [
C

D
− q−m−dFBC

AD

] [
C

D
− q−m−dFBC

AD

]

∗

1

z
dz,

k2 =
1

2πi

∮
FF∗PP∗

AA∗

1

z
dz,

k3 =
1

2πi

∮ [
1

D
− q−m−dF B

AD

] [
1

D
− q−m−dF B

AD

]

∗

1

z
dz,

k4 =
1

2πi

∮
FF∗ 1

AA∗

1

z
dz. (2.41)

Proof: Note from (2.37) and (2.41) that

Ez2(k) = σ2
ek1 + σ2

vk2 + σ2
e0

k3 + σ2
v0

k4, (2.42)
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where σ2
e0

and σ2
v0

are computed by (2.28)-(2.29), i.e.,

σ2
e0

= γ1(1− γ0)
−1, σ2

v0
= (σ2

e0
λ1 + λ2)(1− λ0)

−1, (2.43)

with γi and λi being given by (2.30)-(2.34). It is not difficult to know that Rabp =

Rabp implies Rab = Rab, Rap = Rap and Ra = Ra, and Rdc = Rdc implies Rd = Rd.

By applying Theorem 3.1, (2.38) and (2.39) follow from (2.42) directly.

Now the problem that is to be addressed in this chapter is converted to that of

finding an estimator û(k | k −m) such that the following is minimized

Ez(k)2
|{Rdc,Rabp,σ2

e ,σ2
v}={Rdc, Rabp, σ2

e, σ2
v}. (2.44)

Theorem 2.3.2. Consider the system defined by (2.1) and (2.2) and satisfying

Assumptions 2.2.1-2.2.3 and 2.3.1. The robust optimal deconvolution estimator is

given by (2.35) where the transfer function F has the form:

F =
Q1A

β̄
(2.45)

while the unknown polynomial Q1 with an order of max{nc−m−d, nd−1}, together

with the polynomial L∗ of the order ∂L = max(nb+nc+m+d, nβ)−1, is the unique

solution to the equation

Q1β∗σ
2
ε + qL∗D = qm+d

[
CC∗B∗σ2

e + B∗σ2
e0

]
. (2.46)

In addition, the unknown polynomial β and the covariance σ2
ε are the solution to the

following spectral factorization:

ββ∗σ
2
ε = BB∗CC∗σ2

e + DD∗PP∗σ2
v + DD∗σ2

v0
+ BB∗σ2

e0
. (2.47)
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The minimal upper bound of the estimation error covariance is given by

Ez2(k)min =
1

2πi

∮ (
σ2

eCC∗ + σ2
e0

DD∗
− BB∗(σ2

eCC∗ + σ2
e0

)(σ2
eCC∗ + σ2

e0
)

ββ∗DD∗σ2
ε

)
1

z
dz

+
1

2πi

∮
LL∗

σ2
εββ∗

1

z
dz. (2.48)

Proof: The result can be established by a similar argument as in [101].

Remark 2.3.2. (2.46) is a bilateral polynomial equation. Note that D and β are

stable. Thus, D and β∗ have no common factors. This implies that the invariant

polynomials of D are coprime with those of β∗. Hence, a solution of (2.46) always

exists and is unique [45]. Furthermore, a polynomial equation (2.46) can be easily

solved by a linear system of equations AX = B, where A is a Sylvester matrix

containing the coefficients of the polynomials in (2.46).

Remark 2.3.3. Since the polynomial β, the spectral factorization factor, is always

stable, the estimator given by (2.45) is always stable. Note that the calculation of

the spectral factor β and σ2
ε is very standard, a number of effective algorithms can

be found in literature [37,45].

Remark 2.3.4. As mentioned earlier, systems with random parameter uncertainties

have been considered in [13,89]. In [89], a state-space model with its coefficient ma-

trices containing random parameter uncertainties has been studied for robust Kalman

filtering using a linear matrix inequality (LMI) approach. Note that in [89] all the

second-order statistics are assumed to be known exactly, only the initial values are

uncertain and a finite horizon robust estimator is considered. In [13], the polynomial

model is converted to a state-space model and a robust Kalman filter is then designed

based on a Riccati equation approach; see also [65]- [66]. In the present work, we

provide a robust filtering solution via a polynomial approach.

To compare our work with that of [13], we consider the system tackled in [13] by

setting ∆D(q−1) = ∆C(q−1) = 0 and P (q−1) = A(q−1), nd ≥ nc, na ≥ nb and
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m = d = 0 in our model. In this case, by [13], at least one Riccati equation of

order na + nd and one Lyapunov equation of order na + nd are to be solved. In

our approach, the calculation includes solving the spectral factorization (2.47) and

the polynomial equation (2.46) (with order max{nc, nd− 1}+ na + nd− 1 ). Note

that the calculation of λ0, λ1 and λ2 is a simple application of residual theorem

and the polynomial equation is solved by a linear system of equations which is much

simpler than solving the Lyapunov equation in [13], especially when na or nd is

large. Furthermore, it has been shown in [45] that the spectral factorization of (2.47)

is computationally much more attractive than solving the Riccati equation in [13],

especially when the order of the Riccati equation is high.

Remark 2.3.5. Delay d in input affects the order of Q1 in (2.46), furthermore

the order of transfer function F . When d increases, it is harder to predict the

input signal through the information of output, i.e. the minimal upper bound of the

estimation error covariance increases.

2.4 Examples

In this section we shall apply the presented polynomial approach to the example

in [13] and an application in wireless communication [48].

Example 2.4.1. Consider the example in [13] where the models of the signal and

measurement system are described by (2.1)-(2.2) with

D(q−1) = 1− 0.8q−1, ∆D(q−1) = 0,

C(q−1) = q−1, ∆C(q−1) = 0,

A(q−1) = 1− 0.2q−1, ∆A(q−1) = a(k)q−1,

B(q−1) = 0.4q−1, ∆B(q−1) = b(k)q−1,
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P (q−1) = A(q−1), ∆P (q−1) = ∆A(q−1), d = 0.

The model uncertainties a(k), b(k), the system noise, e(k), and the observation

noise, v(k), are assumed to be mutually independent white noises with zero means

and variances of σ2
a ∈ [0.06, 0.26], σ2

b ∈ [0.04, 0.24], σ2
e ∈ [0.5, 1] and σ2

v ∈ [0.5, 1],

respectively.

Applying Theorem 2.3.1, we have σ̄2
e0

= 0 and σ̄2
v0

= 1.1299. Then, the spectral

factor satisfies

σ2
ε(1 + βq−1)(1 + βq) = −8.7956q−1 − 8.7956q + 18.2276,

which gives

β(q−1) = 1− 0.7619q−1 + 0.0628q−2, σ2
ε = 2.5491.

The robust deconvolution estimator for filtering (m = 0) is obtained from Theorem

2.3.2 as

û(k | k) = (1− 0.7619q−1 + 0.0628q−2)−1(1− 0.8q−1)L(q−1)y(k),

where the polynomial L(q−1) is the solution to (2.46) and is given by

L(q−1) = 0.2915− 0.0466q−1.

It is not difficult to verify that the above estimator is equivalent to the state space

solution given in [13].

Example 2.4.2. In IS-136 (Second generation of the digital standard TDMA

(Time division multiple access) wireless technology) system [64], the symbol time T

will be set to 41.15µs, carrier frequency is 1900 MHz. Among every N = 162 differ-
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ential QPSK (Quadrature phase shift keying)-modulated symbols, there are Ntr = 14

leading training symbols. Here, Doppler rate ΩD = 0.04 or Doppler frequency

fD = 1600Hz when mobile speed is 90km/h [48].

A three tap Rayleigh fading symbol-spaced baseband channel with independently fad-

ing taps is simulated

yk = h0,kuk + h1,kuk−1 + h2,kuk−2 + vk = Φ∗
khk + vk

where Φk = [uk uk−1 uk−2]
T and hk = [h0,k h1,k h2,k]

T , Φ∗
k is defined as the complex

conjugate transpose of a column vector Φk. The symbols {uk} are assumed to have

zero mean and constant modulus. It is assumed stationary with a known nonsingular

autocorrelation matrix R = EΦkΦ
∗
k = I. The observation noise vk has zero mean

and variance σ2
v.

As the channel is time-varying, the taps are also time-varying. However, with a

short period of time, we can consider that the taps consist of constants and random

variations described by white Gaussian noises.

hi,k = h̄i,k + ∆hi,k, i = 0, 1, 2.

Define

ri =
h̄i,k

σ∆hi,k

i = 0, 1, 2,

as the ratio of nominal value against uncertainties. σ∆hi,k
is the deviation of tap

uncertainty. In this case, we assume r0 = r1 = r2 = r. When channel is fast fading,

r is small; when channel is slow fading, r is large.

From the information of leading training period, we can use the RLS (recursive least-

squares) [49] algorithm to obtain the nominal part of the taps. Now, we can apply

robust estimator to estimate the transmitted signal in the following short time (e.g.

Nanyang Technological University Singapore

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



2.4 Examples 26

N −Ntr = 148 symbol time).

h̄0,k = 0.53; h̄1,k = 0.02; h̄2,k = 0.06 are nominal values of the channel at a certain

time. Robust estimator and nominal estimator are derived in the way presented in

this chapter.

The simulation result (Figure 2.1) shows that the robust estimator can achieve much

better performance than nominal estimator when uncertainties are big (i.e. r is

small).
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Figure 2.1: MSE performance of robust estimator (solid line) and nominal estimator
(dash-dot line).

Now we discuss the situation when the SNR (defined as square of variance of e0

versus variance of v0) and r change. From Figure 2.2, we can find that the robust

estimator outperforms the nominal estimator consistently, especially when r is small

and/or SNR is large.
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SNR = 10, r = 4
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SNR = 10, r = 2
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SNR = 10, r = 6
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SNR = 50, r = 4
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Figure 2.2: MSE Performances of robust estimator (solid line) and nominal estimator
(dash-dot line).

Furthermore, we investigate the MSE performance when the nominal values of the

channel change. Figure 2.3 and Figure 2.4 show the MSE performances under sys-

tem parameters h̄0,k = 0.1076; h̄1,k = 0.0739; h̄2,k = 0.0173 and h̄0,k = 1.0982; h̄1,k =

0.0263; h̄2,k = 0.0235, respectively. We conclude that MSE is smaller when the nom-

inal parameters (especially dominant parameter h̄0,k) are larger. The reason is that

when h̄0,k is larger, the effect of observation noise vk is smaller, so the estimation

performance is better.

Now we consider a more general situation, the input is modelled as colored noise

and the parameter uncertainties also exist in the input signal model.

uk =
C(q−1) + ∆C(q−1)

D(q−1) + ∆D(q−1)
ek (2.1)
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SNR = 10, r = 4
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SNR = 10, r = 2
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SNR = 10, r = 6
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SNR = 50, r = 4
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Figure 2.3: MSE Performances of robust estimator (solid line) and nominal estimator
(dash-dot line).

SNR = 10, r = 4
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SNR = 10, r = 2
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SNR = 10, r = 6
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SNR = 50, r = 4
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Figure 2.4: MSE Performances of MSE robust estimator (solid line) and nominal
estimator (dash-dot line).

Nanyang Technological University Singapore

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



2.4 Examples 29

where ek and uk are a white Gaussian noise and the transmitted signal, respectively.

C(q−1) = 0.6q−1

D(q−1) = 1 + 0.5q−1

∆C(q−1) = ∆c1q
−1

∆D(q−1) = ∆d1q
−1 (2.2)

The uncertainties ∆c1 and ∆d1 are assumed to vary with 25% of their nominal

values. Other conditions remain the same as in the first example (h̄0,k = 0.53; h̄1,k =

0.02; h̄2,k = 0.06) and r = 4, SNR = 50. The result is shown in Figure 2.5, the

solid line is the one when we consider the uncertainty in the input signal model,

whereas, the dash-dot line is the one when the uncertainty of the input signal model

is not taken into consideration in the design of estimator. It is clear that the one

which takes into account the input signal uncertainties gives better performance.

0 10 20 30 40 50 60 70 80 90 100
0.1

0.12

0.14

0.16

0.18

0.2

0.22

0.24
MSE vs Time

Time

M
SE

Figure 2.5: MSE Performances of two robust estimators: one considers the input
signal model uncertainties (solid line) and the other does not consider the input
signal model uncertainties (dash-dot line).
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2.5 Conclusion

In this chapter, we have presented a polynomial approach to the robust deconvo-

lution filtering for systems with random parameter uncertainties and input delay.

The uncertainties appear not only in both the numerator and denominator of the

system model but also in the input signal model. The covariances of the input and

measurement noises are not exactly known but with known lower and upper bounds.

We introduced two fictitious noises to quantify the effects of the random parame-

ter uncertainties and presented simple formulae to compute the covariances of the

fictitious noises. The optimal robust estimator is given in terms of one spectral

factorization and one polynomial equation which can be solved efficiently.

The presented polynomial equation method is an alternative solution of [13] and

is computationally more attractive than the latter [45]. Further, the model of the

system under consideration is more general than the one in [13] where the input

signal is required to be known exactly.
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Chapter 3

Robust Deconvolution Estimation

for Uncertain Discrete MIMO

Systems with Input Delay

3.1 Introduction

Multiple-input multiple-output (MIMO) systems appear in communications where

information from different users couples in channels. Different from an SISO system,

polynomial matrices instead of polynomial functions in frequency domain are used

to describe the channels and it is more difficult to solve the deconvolution estimation

problem for MIMO systems.

There are some existing works on deconvolution estimation of MIMO systems, e.g.,

Ohrn et al. [68] discuss the robust MIMO deconvolution in frequency domain in

which parameter uncertainties appear only in the numerators of the transfer func-

tions, which, however, is restrictive in reality because there may exist uncertainties

in denominators as well. In this chapter, we consider an MIMO system with input

31
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3.2 Problem Statement 32

delay whose transfer function matrix contains random time-varying parameter un-

certainties. The random parameter uncertainties are assumed to be of zero means

and known covariances. A filter is designed that minimizes the estimation error

covariance with respect to all the system uncertainties and noises. Unlike the work

in [13], we adopt a polynomial approach which is often preferred for signal processing

and communication applications. To derive the optimal estimator, we firstly convert

the random parameter uncertainties into two fictitious noise vectors and calculate

their covariance matrices. Under some conditions, the covariance calculation can

be simplified. Similar to the SISO case, the estimator is then designed through

spectral factorization and projection. The solution is given in terms of one spectral

factorization and one polynomial matrix equation.

3.2 Problem Statement

We restate the system with its signal and channel models given by [30]. In order to

highlight the main idea, we simplify the problem by discussing uncertainties only in

the system model where the input signal model is uncertainty free.

[A(q−1) + ∆A(q−1)]y(k) = [B(q−1) + ∆B(q−1)]u(k − d) + [P (q−1) + ∆P (q−1)]v(k),

u(k) = D−1(q−1)C(q−1)e(k) (3.1)

where d is the delay in input, u(k) ∈ Rm is the input signal, y(k) ∈ Rι is the output

measurement, e(k) ∈ Rς and v(k) ∈ R% are zero-mean white noises with known

covariance matrices Qe and Qv and they are independent of each other. Note that

here we are considering systems with multiple inputs and multiple outputs.

The polynomial matrices A(q−1), B(q−1), C(q−1), D(q−1), and P (q−1) are given,
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and they have the form

X(q−1) = X0 + X1q
−1 + · · ·+ Xnxq

−nx . (3.2)

The polynomial matrices ∆A(q−1), ∆B(q−1) and ∆P (q−1) represent the time-varying

uncertainties which have the form

∆X(q−1) = X0(k) + X1(k)q−1 + · · ·+ Xnx(k)q−nx . (3.3)

The time-varying uncertainties are characterized as random processes with zero

mean and known covariances. They together with e(k) and v(k) are independent of

each other. In practice, we may always assume that D0 = A0 = I and A0(k) = 0.

Assume that the input signal has known statistics but the channel and measurement

models have uncertainties. In fact, our study can be easily extended to the case

where there exist random uncertainties in the signal model as well.

The problem under investigation is:

Find an estimator which minimizes the following averaged mean square error:

ẼĒ[u(k)− û(k|k −m)]T [u(k)− û(k|k −m)]

where Ē is the mathematical expectation over the external noise inputs e(k) and v(k),

and Ẽ over the random modeling uncertainties ∆A(q−1), ∆B(q−1) and ∆P (q−1).

The integer m may be positive, zero or negative. We note that when m = 0, the

above is a filtering problem; when m < 0, it represents a fixed lag smoothing problem

and for m > 0, it is a prediction problem.

We make the following assumption concerning the system.

Assumption 3.2.1. The polynomial matrices A(q−1) and D(q−1) are stable, i.e.,
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all zeros of A(q−1) and D(q−1) are inside the unit disk.

Remark 3.2.1. In the SISO case, the above model may be converted to a state-space

form. In this situation, the deconvolution problem can be approached using the result

of [13]. For the MIMO case, it is not easy to convert the system (3.1) into a state-

space form due to the presence of uncertainties. Further, even if the system can

be converted into a state-space one, the state-space techniques will require a higher

computational cost. In the following, we shall address the above problem using a

polynomial approach.

3.3 Design of Optimal Deconvolution Estimator

In this section, we shall present a polynomial approach to the design of optimal

estimator.

For the convenience of discussion we shall denote X(q−1) by X and ∆X(q−1) by

∆X. It follows from (3.1) that

Ay(k) = Bu(k − d) + Pv(k) + η(k) (3.4)

where η(k) = −∆Ay(k) + ∆Bu(k − d) + ∆Pv(k).

Denote

A(k)
4
= [A1(k) A2(k) · · · Ana(k)]T ,

B(k)
4
=

[
B0(k) B1(k) · · · Bnb

(k)
]T

,

P(k)
4
=

[
P0(k) P1(k) · · · Pnp(k)

]T

, (3.5)

Abp(k)
4
=

[
−AT (k) BT (k) PT (k)

]T

. (3.6)

Nanyang Technological University Singapore

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



3.3 Design of Optimal Deconvolution Estimator 35

Note that η(k) can be expressed as

η(k) = AT
bp(k)Yu(k), (3.7)

where

Yu(k) =
[
yT (k − 1) · · · yT (k − na); uT (k − d) · · · uT (k − d− nb);

vT (k) · · · vT (k − np)
]T

.

Thus, it follows from (3.1) and (3.4) that

y(k) = A−1BD−1Ce(k − d) + A−1Pv(k) + A−1η(k) (3.8)

and

Yu(k) = diag{Qa,Qb,Qp}

×








A−1BD−1

D−1

0


 Ce(k − d) +




A−1P

0

I


 v(k) +




A−1

0

0


 η(k)





,

(3.9)

where

Qa =
[
q−1I q−2I · · · q−naI

]T

, (3.10)

Qb =
[
I q−1I · · · q−nbI

]T

, (3.11)

Qp =
[
I q−1I · · · q−npI

]T

. (3.12)
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3.3.1 Calculation of the Covariance Matrix of η

Since ∆A, ∆B, ∆P are random matrices with zero means, it is easy to show that

e(k), v(k) and η(k) are mutually uncorrelated white noise vectors. By using the

Parseval’s formula we obtain the following:

Ryu = ẼĒ[YuYT
u ]

=
1

2πi

∮

|z|=1

diag{Qa,Qb,Qp} ×

{X1CQeC∗X1∗ + X2QvX2∗ + X3QηX3∗}

×diag{Qa,Qb,Qp}∗dz

z
, (3.13)

where i =
√−1 and

X1 =




A−1BD−1

D−1

0


 , X2 =




A−1P

0

I


 , X3 =




A−1

0

0


 . (3.14)

Next, by multiplying AT
bp(t) from the left hand side of (3.13) and Abp(t) from the

right side, and taking the mathematical expectation Ẽ, we obtain

Qη = ẼĒ[ηηT ]

= ẼĒ[AT
bpYuYT

uAbp]

=
1

2πi

∮

|z|=1

Ẽ
[
−∆A ∆B ∆P

]
{X1CQeC∗X1∗ + X2QvX2∗ + X3QηX3∗}




−∆A∗

∆B∗

∆P∗




dz

z

=
1

2πi

∮

|z|=1

{
Ẽ

(−∆AA−1BD−1 + ∆BD−1
)
CQeC∗

(−∆AA−1BD−1 + ∆BD−1
)
∗

+Ẽ
(−∆AA−1P + ∆P

)
Qv

(−∆AA−1P + ∆P
)
∗ + Ẽ(∆AA−1)Qη(∆AA−1)∗

} dz

z
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= Φ0 +
1

2πi

∮

|z|=1

Ẽ(∆AA−1QηA
−1
∗ ∆A∗)

dz

z

= Φ0 +
1

2πi

∮

|z|=1

Ẽ[∆A(adjA)Qη(adjA∗)∆A∗]
1

detAdetA∗

dz

z
(3.15)

where

Φ0 =
1

2πi

∮

|z|=1

Ẽ
{(−∆AA−1BD−1 + ∆BD−1

)
CQeC∗

(−∆AA−1BD−1 + ∆BD−1
)
∗

+
(−∆AA−1P + ∆P

)
Qv

(−∆AA−1P + ∆P
)
∗
} dz

z
, (3.16)

and the operators adj and det are used to calculate the adjoint matrix and deter-

minant of a certain matrix, respectively.

Remark 3.3.1. If in addition there are uncertainties in the input signal model, then

the expression of Qη needs to be modified. In fact, assume that

[D(q−1) + ∆D(q−1)]u(k) = [C(q−1) + ∆C(q−1)]e(k).

Define ẽ(k) = −∆D(q−1)u(k) + ∆C(q−1)e(k), then (3.15) is modified as

Qẽ =
1

2πi

∮

|z|=1

Ẽ
{
(−∆DD−1C + ∆C)Qe(−∆DD−1C + ∆C)

+Ẽ(∆DD−1QẽD
−1
∗ ∆D∗)

} dz

z

Qη =
1

2πi

∮

|z|=1

{
Ẽ(−∆AA−1B + ∆BD−1)D−1CQeC∗D−1

∗ (−∆AA−1B + ∆BD−1)∗

+ Ẽ(−∆AA−1B + ∆B)D−1QẽD
−1
∗ (−∆AA−1B + ∆B)∗

+Ẽ(−∆AA−1P + ∆P )Qv(−∆AA−1P + ∆P )∗ + Ẽ∆AA−1QηA
−1
∗ ∆A∗

} dz

z
.

To solve the optimal estimation, it is crucial to evaluate the covariance matrix Qη.

In the following, we shall address this problem by presenting a number of technical

lemmas.
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Lemma 3.3.1. Let P and Q be given complex matrices of dimensions r × n and

n × n respectively and with Q diagonal. Define Ω = [ωlj] = Ẽ[ΓPQP∗Γ∗], where Γ

is a random complex matrix of dimension κ× r. Then




ω11

...

ω1κ

ω21

...

ωκκ




=




Ẽ(γ11γ11∗) . . . Ẽ(γ11γ1r∗) . . . Ẽ(γ1rγ1r∗)
...

. . .
...

. . .
...

Ẽ(γ11γκ1∗) . . . Ẽ(γ11γκr∗) . . . Ẽ(γ1rγκr∗)

Ẽ(γ21γ11∗) . . . Ẽ(γ21γ1r∗) . . . Ẽ(γ2rγ1r∗)
...

. . .
...

. . .
...

Ẽ(γκ1γκ1∗) . . . Ẽ(γκ1γκr∗) . . . Ẽ(γκrγκr∗)







p11p11∗ . . . p1np1n∗
...

. . .
...

p11pr1∗ . . . p1nprn∗
...

. . .
...

pr1pr1∗ . . . prnprn∗







q11

...

qnn




(3.17)

where γlj, plj and qlj are elements of Γ, P and Q respectively.

Proof: Note that

ωlj =
∑

t

∑
τ

Ẽγlt[PQP∗]tτγjτ∗

=
∑

t

∑
τ

[Ẽγltγjτ∗][PQP∗]tτ

=
(
Ẽ(γl1γj1) . . . Ẽ(γl1γjr∗) . . . Ẽ(γlrγjr∗)

)




[PQP∗]11

...

[PQP∗]1r

...

[PQP∗]rr




(3.18)
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where

[PQP∗]tτ =
∑

x

ptxqxxpτx∗

=
(
pt1pτ1∗ . . . ptnpτn∗

)



q11

...

qnn


 . (3.19)

By substituting (3.19) into (3.18), we get (3.17).

Lemma 3.3.2. In Lemma 3.3.1, if all the elements of Γ are random variables with

zero means and uncorrelated with each other, then Ω becomes a diagonal matrix with




ω11

ω22

...

ωκκ




=




Ẽ(γ11γ11∗) . . . Ẽ(γ1rγ1r∗)

Ẽ(γ21γ21∗) . . . Ẽ(γ2rγ2r∗)
...

. . .
...

Ẽ(γκ1γκ1∗) . . . Ẽ(γκrγκr∗)







p11p11∗ . . . p1np1n∗
...

. . .
...

pr1pr1∗ . . . prnprn∗







q11

...

qnn


 .

(3.20)

Proof: Observe that

Ẽγltγjτ∗ = δljδtτ Ẽγltγlt∗, (3.21)

where δij ,





1, i = j,

0, i 6= j.

Hence,

ωlj =
∑

t

∑
τ

δljδtτ Ẽγlt[PQP∗]tτγjτ∗

=
∑

t

[Ẽγltγlt∗][PQP∗]tt (3.22)

which leads to (3.20) directly.

To apply the above lemmas for the calculation of Qη, we denote the second term of
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(3.15) by Π, i.e. Π = 1
2πi

∮
|z|=1

Ẽ(∆AA−1QηA
−1
∗ ∆A∗)dz

z
. Further, denote Ǎ = adjA

and Ǎ∗ = adjA∗.

If all the elements of ∆A = [∆alj] are random variables of zero means and uncorre-

lated with each other, then from Lemma 3.3.2, we know that Π is a diagonal matrix,

and the diagonal elements are given by

[
π11 π22 . . . πNN

]T

=
1

2πi

∮

|z|=1




Ẽ∆a11∆a11 . . . Ẽ∆a1N∆a1N∗
...

. . .
...

Ẽ∆aN1∆aN1 . . . Ẽ∆aNN∆aNN∗







ǎ11ǎ11∗ . . . ǎ1N ǎ1N∗
...

. . .
...

ǎN1ǎN1∗ . . . ǎNN ǎNN∗




×




qη11

...

qηNN




1

detAdetA∗

dz

z

= [Res(fij)]




qη11

...

qηNN


 (3.23)

where

F = [fij] =




Ẽ∆a11∆a11 . . . Ẽ∆a1N∆a1N∗
...

. . .
...

Ẽ∆aN1∆aN1 . . . Ẽ∆aNN∆aNN∗







ǎ11ǎ11∗ . . . ǎ1N ǎ1N∗
...

. . .
...

ǎN1ǎN1∗ . . . ǎNN ǎNN∗




1

zdetAdetA∗
.

Similar calculations can be applied to Φ0 of (3.15). Hence, the matrix equation

(3.15) becomes N linear equations, from which we can compute Qη easily.

Lemma 3.3.3. Let Λ be a given n× n matrix and Γ a random n× n matrix whose
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elements are random variables satisfying

E[γljγtτ ] =





γ, l = t, j = τ,

0, otherwise.

(3.24)

Then,

Ẽ(ΓΛΓT ) = γtr(Λ)In (3.25)

where In is the identity matrix of n× n.

Proof: Assume Ω = [ωlj] = Ẽ(ΓΛΓT ). Then,

ωlj =
∑

t

∑
τ

Ẽγltλtτγjτ .

If l 6= j, ωlj = 0. Otherwise,

ωll =
∑

t

∑
τ

Ẽ[γltλtτγlτ ]

=
∑

t

Ẽ[γltλttγlt]

= γtr(Λ).

Hence, (3.25) follows.

Corollary 3.3.1. Let ∆A =
na∑
j=1

Aj(k)z−j. If all the elements of Aj(k), j =

1, · · · , na are random variables of zero means and are uncorrelated with each other

and ẼAj(k)AT
j (k) = γjIN (j = 1, 2, . . . , na), then

1

2πi

∮

|z|=1

∆AA−1QηA
−1
∗ ∆A∗

dz

z
=

na∑
j=1

γj
1

2πi

∮

|z|=1

(tr(A−1QηA
−1
∗ ))

dz

z
IN . (3.26)
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Proof:

1

2πi

∮

|z|=1

∆AA−1QηA
−1
∗ ∆A∗

dz

z
=

1

2πi

∮

|z|=1

[
na∑
j=1

Aj(k)z−j](A−1QηA
−1
∗ )[

na∑
j=1

AT
j (k)zj]

dz

z

=
1

2πi

∮

|z|=1

[
∑

j

∑

l

Aj(k)z−j(A−1QηA
−1
∗ )AT

l (k)zl]
dz

z

=
1

2πi

∮

|z|=1

na∑
j=1

γjtr(A
−1QηA

−1
∗ )IN

dz

z

=
na∑
j=1

γj
1

2πi

∮

|z|=1

[tr(A−1QηA
−1
∗ )]

dz

z
IN .

The third equality is due to the assumption that Ẽ(Aj(k)AT
l (k)) = 0, if j 6= l.

Furthermore, consider ∆B =
nb∑

j=0

Bj(k)z−j and ∆P =
np∑
l=0

Pl(k)z−l. If all the elements

of Bj(k) and Pl(k), j = 0, 1, · · · , nb, l = 0, 1, · · · , np are random variables of zero

means and satisfying

ẼBj(k)BT
l (k) = δjlγjI, ẼPl(k)P T

j (k) = δljγlI,

then using Corollary 3.1, (3.15) can be rewritten as

Qη −
na∑
j=1

γj
1

2πi

∮

|z|=1

(tr(A−1QηA
−1
∗ ))IN = Φ0 = φ0IN ,

φ0 =
na∑
j=1

γi
1

2πi

∮

|z|=1

tr(A−1BD−1CQeC∗D−1
∗ B∗A−1

∗ + A−1PQvP∗A−1
∗ )

dz

z

+

nb∑
j=0

γbi
1

2πi

∮

|z|=1

tr(D−1CQeC∗D−1
∗ )

dz

z
+

np∑
j=0

γpitr(Qv).

From the equation above, we can see that Qη can be expressed as a diagonal matrix
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diag{qη11 . . . qηNN
} = γηIN , where γη is a constant given by

γη =
φ0

1−
na∑
j=1

γj
1

2πi

∮
|z|=1

[tr(A−1A−1∗ )]dz
z

. (3.27)

3.3.2 Calculation of Optimal Estimator

With the computed covariance matrix Qη, we now discuss the computation of the op-

timal estimator. To this end, let (B̃, D̃) be a left-coprime pair [30] of B(q−1)D−1(q−1),

i.e.

B(q−1)D−1(q−1) = D̃−1(q−1)B̃(q−1). (3.28)

From (3.28) and (3.1), (3.4) can be expressed as

Ay(k) = BD−1Ce(k − d) + Pv(k) + η(k)

= D̃−1B̃Ce(k − d) + Pv(k) + η(k). (3.29)

Since e(k), v(k) and η(k) are mutually independent, it can be easily observed that

the spectral density of the output y(k) is of the form

(D̃A)−1W(z, z−1)(D̃A)−1
∗

where W(z, z−1) = B̃CQeC∗B̃∗ + D̃PQvP∗D̃∗ + D̃QηD̃∗.

We make the following standard assumption on the above spectral W (z, z−1).

Assumption 3.3.1. The spectral W (z, z−1) is positive definite on |z| = 1.

Under Assumption 3.3.1, a unique stable spectral factor β exists, with an order of

nβ = max{nb̃ + nc, nd̃ + np}
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and satisfies the following

βQεβ∗ = W .

Or, equivalently, we have

βε(k) = B̃Ce(k − d) + D̃Pv(k) + D̃η(k). (3.30)

Note that the spectral factor β and Qε can be computed using the Riccati equation

approach [18] or by rewriting the original equationW in terms of a reduced Sylvester

matrix [19].

D̃Ay(k) = βε(k)

Note that β is an N ×N matrix and ε(k) is a vector.

Theorem 3.3.1. Consider the system (3.1) satisfying Assumptions 3.2.1 and 3.3.1.

The robust deconvolution estimator û(k|k −m) is given by

û(k|k −m) = D−1(q−1)L(q−1)β−1D̃(q−1)A(q−1)y(k −m) (3.31)

where the polynomial L(q−1) has the form

L(q−1) = R(q−1)− S(q−1)

and

R(q−1) = Rm + Rm−1q
−1 + . . . + Rnc−kq

−(nc−m),

S(q−1) = S0 + S1q
−1 + . . . + Snd−1q

−(nd−1)
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with the coefficient matrices Ri and Si given by

Ri = E{Ce(k)εT (k − i)}Q−1
ε ,

Si =

nd∑
j=i

DjE[u(k − j)εT (k −m− i)]Q−1
ε .

Proof: By taking the projection of each term of (3.1) onto the linear space generated

by {ε(t−m), ε(t−m− 1), ...} [30] [37], it follows that

nd∑
i=0

Diû(t− i|t−m) = Proj{Ce(t)|ε(t−m), ε(t−m− 1), ...}. (3.32)

Note that

û(t− i|t−m) = û(t− i|t− i−m) +
i−1∑
j=0

E[u(t− i)εT (t− j −m)]Q−1
ε ε(t− j −m),

(3.33)

Proj{Ce(t)|ε(t−m), ε(t−m− 1), ...} =
m∑
∞

E[Ce(t)ε∗(t− i)]Q−1
ε ε(t− i). (3.34)
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So,

nd∑
i=0

Diû(t− i|t−m) =

nd∑
i=0

Diû(t− i|t− i−m)

+

nd∑
i=0

Di

i−1∑
j=0

E[u(t− i)ε∗(t− j −m)]Q−1
ε ε(t− j −m)

=

nd∑
i=0

Diq
−iû(t|t−m)

+

nd∑
i=0

i−1∑
j=0

DiE[u(t− i)ε∗(t− j −m)]Q−1
ε ε(t− j −m)]

= D(q−1)û(t|t−m)

+

nd−1∑
i=0

[

nd∑
j=i

DjE[u(t− j)ε(t−m− i)]Q−1
ε ]q−iε(t−m)

= D(q−1)û(t|t−m) + S(q−1)ε(t−m). (3.35)

From equation (3.30), it is easy to show that

E[e(t)ε(t− i)] =





0, i > 0

6= 0, i ≤ 0.

(3.36)

This implies that

E[C(q−1)e(t)εT (t− i)] =





0, i > nc

6= 0, i ≤ nc.

(3.37)

Using (3.37), (3.34) yields

Proj{Ce(t)|ε(t−m), ε(t−m− 1), ...} =
m∑
nc

Riε(t− i) (3.38)

= R(q−1)ε(t−m). (3.39)

Nanyang Technological University Singapore

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



3.3 Design of Optimal Deconvolution Estimator 47

Substitute (3.35) and (3.39) into (3.32)

R(q−1)ε(t−m) = S(q−1)ε(t−m) + D(q−1)û(t|t−m)

L(q−1) = R(q−1)− S(q−1).

From the above we can obtain

L(q−1)ε(t−m) = D(q−1)û(t|t−m),

û(t|t−m) = D−1(q−1)L(q−1)β−1(q−1)D̃(q−1)A(q−1)y(t−m). ¤

In practice, we can calculate L(q−1) directly without calculating R(q−1) and S(q−1),

as shown in the theorem below.

Theorem 3.3.2. Consider the system defined by (3.1) which satisfies Assumptions

3.2.1 and 3.3.1. The robust deconvolution estimator is given by (3.31) with L(q−1)

satisfying the Diophantine equation:

LQεβ∗ + zDM∗ = zm+dCQeC∗B̃∗ (3.40)

where M∗ is a polynomial matrix, L and M∗ are the unique solution of the Diophan-

tine equation. The minimal estimation error is given by

EzT (k)z(k)min = tr[
1

2πi

∮

|z|=1

[D−1(I − Lβ−1q−m−dB̃)CQeC∗(I − Lβ−1q−m−dB̃)∗D−1
∗ ]

+D−1Lβ−1D̃(PQvP∗ + Q0
v)D̃∗β−1

∗ L∗D−1
∗

dz

z
]. (3.41)
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Proof:

z(k) = u(k)− û(k|k −m)

= u(k)−D−1Lβ−1D̃Ay(k −m)

= D−1Ce(k)−D−1Lβ−1D̃Aq−mA−1(BD−1Ce(k − d) + Pv(k) + v0(k))

= D−1Ce(k)−D−1Lβ−1D̃q−m(D̃−1B̃Ce(k − d) + Pv(k) + v0(k))

= D−1Ce(k)−D−1Lβ−1q−mB̃Ce(k − d)−D−1Lβ−1q−mD̃(Pv(k) + v0(k)).

Assume that ξ(k−m) is an arbitrary signal generated from a linear combination of

measurement, y(k −m), which can be expressed as

ξ(k −m) = M(q−1)y(k −m)

= M(q−1)q−mA−1(BD−1Ce(k − d) + Pv(k) + η(k))

= M(q−1)q−mA−1(D̃−1B̃Ce(k − d) + Pv(k) + η(k)).

Based on the projection theory, û(k|k −m) is an MMSE estimate, given the obser-

vation {y(k −m), y(k −m− 1) . . .}, iff

E[z(k)ξT (k −m)] = 0.
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On the other hand,

Ez(k)ξT (k −m)

=
1

2πi

∮

|z|=1

{D−1CQeC∗D−1
∗ B∗A−1

∗ zm+dM∗ − [D−1Lβ−1B̃CQeC∗D−1
∗ B∗A−1

∗ M∗

+D−1Lβ−1D̃PQvP∗A−1
∗ M∗ + D−1Lβ−1D̃QηA

−1
∗ M∗]}dz

z

=
1

2πi

∮

|z|=1

{D−1CQeC∗D−1
∗ B∗A−1

∗ zm+dM∗

−D−1Lβ−1(B̃CQeC∗B̃∗ + D̃PQvP∗D̃∗ + D̃Q0
vD̃∗)D̃−1

∗ A−1
∗ M∗}dz

z

=
1

2πi

∮

|z|=1

D−1{zm+dCQeC∗B̃∗ − LQεβ∗}D̃−1
∗ A−1

∗ M∗
dz

z
. (3.42)

Because there are no poles in |z| = 1 in (3.42) and the polynomial matrix A is

stable, the part in the flower brace must satisfy

zm+dCQeC∗B̃∗ − LQεβ∗ = zDM∗.

The equation above is called Diophantine equation, from which we can get L(q−1).

The unknown polynomial matrix L with an order of max{nc−m−d, nd−1} together

with M∗ can be solved, where M∗ is a polynomial matrix with an order of

∂M = max(nb + nc + m + d, nβ)− 1.

The minimal estimation error is given by

EzT (k)z(k)min = tr[
1

2πi

∮

|z|=1

[D−1(I − Lβ−1z−m−dB̃)CQeC∗(I − Lβ−1z−m−dB̃)∗D−1
∗ ]

+D−1Lβ−1D̃(PQvP∗ + Q0
v)D̃∗β−1

∗ L∗D−1
∗

dz

z
]. 2 (3.43)
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Remark 3.3.2. Theorem 3.3.2 presents a design method for the optimal decon-

volution estimation of MIMO systems with random parameter uncertainties in the

system transfer function matrix using a polynomial approach. It should be pointed

out that most of the existing works on deconvolution of systems with random param-

eter uncertainty using a polynomial approach are for SISO systems and they allow

the random parameter uncertainties to appear only in the numerator of transfer

function.

3.4 Example

We consider a two-transmitter-and-two-receiver case. For the system (3.1) with

A(q−1) =


 1− 0.1q−2 −q−1

0.39q−1 1− 0.9q−2


 ,

B(q−1) =


 1− 0.3q−1 0.5

0.5 1 + 0.3q−1


 ,

C(q−1) =


 1− 0.4q−1 0

0 1− 0.4q−1


 ,

D(q−1) =


 1 + 0.7q−1 0

0 1 + 0.4q−1


 ,

P (q−1) =


 1 1

1 1


 ,

∆A(q−1) =


 a1q

−2 a2q
−2

a3q
−2 a4q

−2


 ,
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∆B(q−1) =


 b1q

−1 b2q
−1

b3q
−1 b4q

−1


 ,

∆P (q−1) =


 p1 p2

p3 p4


 ,

d = 0,

where ai, bi and Pi, i = 1, 2, 3, 4, are uncorrelated with each other. ai and bi have

the same variance of σ2
1 = 0.003, and pi, i = 1, 2, 3, 4 have the same variance of

σ2
2 = 0.004. Also

σ2
ξ = 0.003, σ2

ζ = 0.004,

Qe = I2, Qv = 0.3I2.

So,

A−1(q−1) =
1

(1 + 0.6q−1)(1− 0.6q−1)(1− 0.5q−1)(1 + 0.5q−1)


 1− 0.9q−2 q−1

−0.39q−1 1− 0.1q−2


 ,

D−1(q−1) =
1

(1 + 0.4q−1)(1 + 0.7q−1)


 1 + 0.4q−1 0

0 1 + 0.7q−1


 ,

Q0
v −

nA∑
j=0

γjĒ(tr(A−1Q0
vA

−1
∗ ))IN

=
∑

γiĒtr(A−1BD−1CQeC∗D−1
∗ B∗A−1

∗ + A−1PQvP∗A−1
∗ )IN

+
∑

γbiĒtr(D−1CQeC∗D−1
∗ )IN +

∑
γpitrQvIN ,

where

Ētr(A−1BD−1CQeC∗D−1
∗ B∗A−1

∗ ) = 17.3867,

Ētr(A−1PQvP∗A−1
∗ ) = 0.3 ∗ 6.8185 = 2.0456,
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Ētr(D−1CQeC∗D−1
∗ ) = 2.2348,

Ē(tr(A−1A−1
∗ )) = 4.1878.

We hence obtain

(1−0.003∗4.1878)q0
v = 0.003∗17.3867+0.003∗2.0456+0.003∗2.2348+0.004∗0.6,

i.e.

Q0
v = q0

vI = 0.0683I.

From (3.28), we can get

B̃ =


 (1− 0.3q−1)(1 + 0.4q−1) 0.5(1 + 0.7q−1)

0.5(1 + 0.4q−1) (1 + 0.3q−1)(1 + 0.7q−1)


 ,

D̃ =


 (1 + 0.7q−1)(1 + 0.4q−1) 0

0 (1 + 0.7q−1)(1 + 0.4q−1)


 .

Furthermore,

W = B̃CQeC∗B̃∗ + D̃PQvP∗D̃∗ + D̃Q0
vD̃∗

with

W(1, 1) = 0.05q−3 − 0.06q−2 + 0.74q−1 + 2.94 + 0.74q − 0.06q2 + 0.05q3,

W(1, 2) = 0.024q−3 − 0.05−2 + 0.76q−1 + 2.50 + 1.15q − 0.02q2 − 0.042q3,

W(2, 1) = −0.042q−3 − 0.02q−2 + 1.15q−1 + 2.50 + 0.76q − 0.05q2 + 0.024q3,

W(2, 2) = −0.084q−3 − 0.09q−2 + 1.44q−1 + 3.19 + 1.44q − 0.09q2 − 0.084q3.

Apply the spectral factorization using [30]
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β(q−1)βT (q) = W(q, q−1) = M(q−1)ΩMT (q),

where

M = M0 + M1q
−1 + M2q

−2 + M3q
−3,

Ω =


 0 I2

I2 0


 ,

M0 =


 1 0 1.47 2.5

0 1 0 1.60


 ,

M1 =


 0 0 0.74 0.76

0 0 1.15 1.44


 ,

M2 =


 0 0 −0.06 −0.05

0 0 −0.02 −0.09


 ,

M3 =


 0 0 0.05 0.024

0 0 −0.042 −0.084


 .

After calculation, we obtain that

β11(q
−1) = 0.30q−1 − 0.03q−2 + 0.03q−3 + 1.46,

β12(q
−1) = 0.45q−1 − 0.03q−2 − 0.001q−3 + 0.72,

β21(q
−1) = 0.32q−1 + 0.02q−2 + 0.0045q−3 + 0.72,

β22(q
−1) = 0.95q−1 − 0.03q−2 − 0.07q−3 + 1.29,

Qε = I2.
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The Diophantine equation of (3.40) is given by

L(q−1)


 0.30q − 0.03q2 + 0.03q3 + 1.46 0.32q + 0.02q2 + 0.0045q3 + 0.72

0.45q − 0.03q2 − 0.001q3 + 0.72 0.95q − 0.03q2 − 0.07q3 + 1.29




+q


 1 + 0.7q−1 0

0 1 + 0.4q−1


 M∗(q)

=


 1− 0.4q−1 0

0 1− 0.4q−1





 1− 0.4q 0

0 1− 0.4q




×

 (1− 0.3q)(1 + 0.4q) 0.5(1 + 0.4q)

0.5(1 + 0.7q) (1 + 0.3q)(1 + 0.7q)




=


 1.12− 0.2360q − 0.1792q2 + 0.0480q3 − 0.4q−1

0.44 + 0.206q − 0.14q2 − 0.2q−1

0.5 + 0.032q − 0.08q2 − 0.2q−1

0.76 + 0.676q − 0.1564q2 − 0.084q3 − 0.4q−1


 .

Solving, we can get

L(q−1) =


 1.0383− 0.2725q−1 0.0025− 0.0029q−1

0.0247 + 0.0220q−1 0.8298− 0.3223q−1


 ,

M∗(q) =


 −0.4494− 0.1517q + 0.0169q2 −0.2297− 0.0965q − 0.0045q2

−0.1377− 0.1154q + 0.0001q2 −0.0726− 0.1443q − 0.0260q2


 .

At last, we obtain the estimator(m = 0)

û(k|k) = D−1(q−1)L(q−1)β−1(q−1)D̃(q−1)A(q−1)y(k)

=
1

S0


 S1 S2

S3 S4


 y(k)
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where

S0 = 1.3650 + 1.2196q−1 + 0.0657q−2 − 0.1029q−3 + 0.0073q−4,

S1 = 1.3376 + 0.8811q−1 − 0.3916q−2 − 0.2805q−3 + 0.0179q−4,

S2 = −0.7439− 1.9097q−1 − 0.4586q−2 + 0.6037q−3 + 0.1382q−4,

S3 = −0.5656 + 0.0880q−1 + 0.4051q−2 − 0.0061q−3 − 0.0338q−4,

S4 = 1.1937 + 1.1526q−1 − 1.0015q−2 − 0.7042q−3 + 0.2143q−4.

Simulation result
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Figure 3.1: Performance of MIMO system, solid line denotes the true signal, dash-
dot line denotes its estimate by the robust estimation.

From Figure 3.1, we can find robust deconvolution estimate tracks the real actual

signal well. In order to observe the average performance of the robust deconvolution
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estimator, we calculate the MSE (100 tests were used) of u1 and u2 using the robust

and standard MSE without considering parameter uncertainty, respectively.

robust MSE of u1

standard MSE of u1

= 0.7037,

robust MSE of u2

standard MSE of u2

= 0.8475.

Figure 3.2: Performance of MIMO system, solid line denotes the mean square esti-
mation error of the robust estimator, dash line denotes the mean square estimation
error of the standard estimator.

From Figure 3.2 (100 tests were used), we can see that performance of the robust

estimator is better than that of the nominal estimator. When we design an esti-

mator, the factor of model uncertainties cannot be ignored if the uncertainties are

larger.
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3.5 Conclusion

In this chapter, an MIMO robust deconvolution estimator design for systems with

input delay has been presented using a polynomial approach. The approach has the

advantage, compared to other existing works, that the denominator uncertainties are

allowed in the transfer function matrix, which is more general than the one allowing

uncertainties only in the numerators of the system transfer functions. The technique

of projection and spectral factorization are used in the design. We have presented a

simplified method to compute the covariance of the fictitious noise. The estimator

in polynomial form is relatively simple and has an advantage in computational cost

compared to the state space counterpart. Simulation results have shown that the

robust estimator performs better than the standard MSE. When the uncertainties

are larger, the advantage of the robust estimator over non-robust one becomes more

obvious.
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Chapter 4

H2 Control for Systems with

Time-variant Input Delay

4.1 Introduction

Starting from this chapter, we will focus on the study of control problems for systems

with time delay in input/output. Time delay exists in many engineering systems

and it is a factor that affects the performance of a system or even the stability

of the system. There have been quite a few approaches to control problems for

systems with input delay, see review papers [60, 73, 90]. Gouaisbaout et al. [31, 32]

provide sliding mode control for linear time delay systems where an upper bound

of delay is assumed known. Xia et al. [91] provide a ‘memoryless’ state feedback

sliding mode controller in terms of LMIs where no upper-bound of delay is needed.

‘Memoryless’ state feedback control has a simple structure and can be applied to

address performance control in addition to stability.

In this chapter, a BMI approach to state feedback H2 control for systems with time-

variant input delay is discussed. Firstly, we augment the state to transform the

59
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time delay system into a delay-free system and then we apply an BMI approach for

the delay-free system. The delay is assumed to be time-varying but bounded. We

present a robust control design that guarantees the stability and H2 performance

for the system for all admissible delays.

The application of the proposed robust control in congestion control is also investi-

gated. In congestion control, we are concerned with the best average performance of

the network over a long period of time. Hence, the H2 performance measure would

be an appropriate candidate. Our objective is to design a congestion control that

would give rise to a guaranteed H2 performance regardless of the time-varying delay

on the return path. Saturation in source rate and queue buffer is also taken into

consideration in congestion control.

4.2 Problem Statement

Introduce a discrete time system with time delay input as

x(k + 1) = Ax(k) + B1w(k) + B2u(k − dk), (4.1)

z(k) = Cx(k) + Du(k − dk), (4.2)

where x(k) ∈ Rn, u(k) ∈ Rm, w(k) ∈ Rp and z(k) ∈ Rr represent the state, the

control input, the exogenous input (noise) and the controlled output, respectively.

dk ∈ {1, 2, · · · , d̄} is time-variant delay in input at time k with d̄ known and w(k)

is a Gaussian white noise.

Our objective in this chapter is:

Find a suitable state feedback controller such that the closed-loop system is asymp-
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totically stable and the cost

J = lim
N→∞

1

N
E{

N∑

k=1

zT (k)z(k)} (4.3)

is minimized, where E(·) denotes the mathematical expectation.

4.3 Design of Robust State-feedback H2 Controller

We consider a state feedback control u(k) = Fx(k) for the system (4.1)-(4.2). The

closed-loop system is given by





x(k + 1) = Ax(k) + B2Fx(k − dk) + B1w(k),

z(k) = Cx(k) + DFx(k − dk).
(4.4)

By considering that dk ∈ {1, 2, · · · , d̄}, we transform the system (4.4) into an equiv-

alent system as follows by state augmentation:

(Σ) : ξ(k + 1) = Ākξ(k) + B̄w(k)

z(k) = C̄kξ(k)

where

ξ(k) =




x(k)

ξ1(k)

...

ξd̄(k)




, Āk =




A 0 · · ·
(dk+1)−th block︷︸︸︷

B2 · · · 0 0

F 0 · · · 0 · · · 0 0

0 Im · · · 0 · · · 0 0

...
...

. . .
...

. . .
...

...

0 0 · · · 0 · · · Im 0




, B̄ =




B1

0

...

0



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C̄k =

(

C 0 · · · 0

(dk+1)−th block︷︸︸︷
D 0 · · · 0

)
.

Here, B2 and D are at the (dk +1)−th block column of Āk and C̄k, respectively, and

the dimensions of ξ(k), Āk, B̄, C̄k are (n+d̄m)×1, (n+d̄m)×(n+d̄m), (n+d̄m)×p

and r × (n + d̄m), respectively.

Under the state feedback u(k) = Fx(k), for a given constant time delay dk = d, it is

well known that the cost of (4.3) is in fact the square of the H2 norm of the system

(Σ). Hence, the time delay H2 control problem becomes the problem of designing a

state feedback control gain F such that the closed-loop system (Σ) is stable and its

H2 norm is minimized.

If delay dk is a constant, the system (Σ) will be time-invariant (Āk = Ā, C̄k = C̄),

the H2 norm square of the system can be computed as [103]

||G(z)||22 = tr(B̄T LoB̄) = tr(C̄LcC̄
T ) (4.5)

where Lc and Lo are the reachability and observability Gramians

ĀT LoĀ− Lo + C̄T C̄ = 0, (4.6)

ĀLcĀ
T − Lc + B̄B̄T = 0. (4.7)

When dk is time-variant, Āk and C̄k will be time-variant. In this case, we have the

following result.

Theorem 4.3.1. Given the system (Σ) with time-varying Āk and C̄k, the following

hold [5]:

(a) If the system (Σ) is exponentially stable, then

||Σ||22 = lim
N→∞

1

N

N∑

k=1

tr[C̄kLc(k)C̄T
k ] (4.8)
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where Lc satisfies the following difference Lyapunov equation

Lc(k + 1) = ĀkLc(k)ĀT
k + B̄B̄T , Lc(0) = 0. (4.9)

(b) If there exist bounded matrices P , Q, W and a scalar γ such that for i =

1, 2, · · · , d̄


P − B̄B̄T Ãi

ÃT
i Q


 > 0, (4.10)


W C̃i

C̃T
i Q


 > 0, (4.11)

tr(W ) < γ2, (4.12)

PQ = I, (4.13)

where

Ãi =




A 0 · · ·
(i+1)−th block︷︸︸︷

B2 · · · 0 0

F 0 · · · 0 · · · 0 0

0 Im · · · 0 · · · 0 0

...
...

. . .
...

. . .
...

...

0 0 · · · 0 · · · Im 0




, (4.14)

C̃i =

(

C 0 · · · 0

(i+1)−th block︷︸︸︷
D 0 · · · 0

)
, (4.15)

then the system (Σ) is exponentially stable and

||Σ||2 < γ. (4.16)
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In this situation, a suitable state feedback controller is

u(k) = Fx(k). (4.17)

Proof: (a) In view of [5], define Lc(k) , E[ξ(k)ξT (k)].

Lc(k + 1) = E[ξ(k + 1)ξT (k + 1)]

= E{[Ākξ(k) + B̄w(k)][Ākξ(k) + B̄w(k)]T}

= E[Ākξ(k)ξT (k)ĀT
k ] + B̄B̄T

= ĀkLc(k)ĀT
k + B̄B̄T . (4.18)

From the definition of the H2 norm,

||Σ||22 = lim
N→∞

E

(
1

N

N∑

k=1

zT (k)z(k)

)

= lim
N→∞

E
1

N

N∑

k=1

tr(z(k)zT (k))

= lim
N→∞

E
1

N

N∑

k=1

tr(C̄kξ(k)ξT (k)C̄T
k )

= lim
N→∞

1

N

N∑

k=1

tr(C̄kLc(k)C̄T
k ). (4.19)

(b) It can be easily known that if there exist constant matrices P and W such that

for k = 1, 2, · · ·

P − B̄B̄T ĀkP

PĀT
k P


 > 0, (4.20)


 W C̄kP

PC̄T
k P


 > 0, (4.21)
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then

P > ĀkPĀT
k + B̄B̄T ,

W > C̄kPC̄T
k .

Since Lc(0) = 0 and P is positive definite, we have that Lc(k) < P and

||Σ||22 < lim
N→∞

1

N

N∑

k=1

tr(W ). (4.22)

Moreover, Āk ∈ {Ãi}, C̄k ∈ {C̃i}, i = 1, 2, · · · , d̄. From (4.10) and (4.11), we have

that for all k


P − B̄B̄T ĀkP

PĀT
k P


 > 0, (4.23)


 W C̄kP

PC̄T
k P


 > 0. (4.24)

Then

||Σ||22 = lim
N→∞

1

N

N∑

k=1

tr
(
C̄kLc(k)C̄T

k

)

≤ lim
N→∞

1

N

N∑

k=1

tr
(
C̄kPC̄T

k

)

≤ tr(W ). ¤

Remark 4.3.1. The state-feedback control problem can be extended to static output

feedback control problem. In this case, F in Ãi will be replaced by FH where H is

the output matrix, i.e. y(k) = Hx(k).

Note, however, that (4.10)-(4.13) do not constitute a convex optimization due to the

equality constraint (4.13) which is bilinear in P and Q. Although no global solution
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is available for the bilinear problem, some useful algorithms have been proposed; see

e.g. [27, 46]. In [27], the above constrained non-convex optimization is formulated

as:

min tr(QP ) (4.25)

subject to LMIs (4.10)− (4.12) and (4.26)
P I

I Q


 ≥ 0. (4.27)

The above optimization solves the bilinear problem (4.10)-(4.13) if and only if the

minimum solution of tr(QP ) = n+ d̄m. We should also observe that F is embedded

in Ãi and C̃i.

To find an optimal robust H2 controller, minimization of γ2 is to be carried out.

From the description above, we need to minimize both tr(W ) and tr(QP ). By

extending the sequential linear programming matrix method (SLPMM) in [46], we

propose the following procedure for the optimization.

Algorithm 4.3.1. 1. Given a positive scalar γ, solve the semi-definite programming

problem (SDP) (4.10)-(4.12) and (4.27) for an initial (P 0, Q0, W 0, F 0) and set

k = 0. Note that if the SDP does not admit a solution, increase γ until a feasible

solution subject to LMIs (4.10)-(4.12) exists.

2. Solve the following LMI problem for the variables P, Q, W, F :

min tr(P kQ + PQk)

subject to LMIs(4.10)− (4.12).

Set P k+1 = P, Qk+1 = Q.

3. If a stopping criterion is satisfied, say k = kmax, here kmax is the largest iteration

we choose, then exit. Otherwise, set k = k + 1 and go to step 2.
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On the other hand, smaller γ means better H2 performance, so we are interested in

the following minimization problem:

min
(P, Q, W, F )

γ, subject to (4.10)− (4.13). (4.28)

We can define the following multi-objective programming problem:

min
(P, Q, W, F )

tr(PQ) + tr(W ), subject to (4.10), (4.11) and (4.27).

Algorithm 4.3.2. (SLPMM [46])

1. Find (P 0, Q0,W 0, F 0) that satisfy (4.10), (4.11) and (4.27).

For k = 1, 2, ..., do

2. Determine (Uk, V k, Zk, Hk) as the solution of

min
(P, Q, W, F )

tr(PQk + P kQ) + tr(W ), subject to (4.10), (4.11) and (4.27).

3. If tr(UkQk + P kV k) + tr(Zk) = 2 tr(P kQk) + tr(W k), then stop.

4. Compute β ∈ [0, 1] by solving

min
β∈[0,1]

tr[(P k + β(Uk − P k))(Qk + β(V k −Qk)) + (W k + β(Zk −W k))].

5. Set P k+1 = (1− β)P k + βUk, Qk+1 = (1− β)Qk + βV k, W k+1 = (1− β)W k +

βZk, F k+1 = Hk, go to Step 2.

Theorem 4.3.2. If the delay dk is known and there exist matrices Pi, Qi, Wi (i =
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1, 2, · · · , d̄) and scalar γ such that


Pj − B̄B̄T Ãi

ÃT
i Qi


 > 0 (4.29)


Wi C̃i

C̃T
i Qi


 > 0 (4.30)

tr(Wi) < γ2 (4.31)

PiQi = I, i, j = 1, 2, · · · , d̄, (4.32)

where Ãi, C̃i are defined in (4.14) and (4.15), then the system (Σ) is exponentially

stable and

||Σ||2 < γ. (4.33)

In this situation, a suitable controller can be

u(k) = Fx(k). (4.34)

Proof: In view of (4.32), it follows from (4.29)-(4.30) that


Pj − B̄B̄T ÃiPi

PiÃ
T
i Pi


 > 0 (4.35)


 Wi C̃iPi

PiC̃
T
i Pi


 > 0, i = 1, 2, · · · , d̄. (4.36)
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Hence, for any k, there exist bounded matrix sequences P (k), W (k) such that


P (k + 1)− B̄B̄T ĀkP (k)

P (k)ĀT
k P (k)


 > 0, (4.37)


 W (k) C̄kP (k)

P (k)C̄T
k P (k)


 > 0, (4.38)

where Āk = Ãdk
∈ {Ãi}, C̄k = C̃dk

∈ {C̃i} and P (k) = Pdk
, dk ∈ {1, 2, · · · , d̄}.

According to [5], we know that the system (Σ) is exponentially stable and

||Σ||22 < lim
N→∞

1

N

N∑

k=1

tr[W (k)] < γ2.

Remark 4.3.2. Theorem 4.3.2 is obviously less conservative than Theorem 4.3.1 as

when setting Pi = P and Wi = W , i = 1, 2, · · · , d̄, the former reduces to the latter.

4.4 Application in Congestion Control in ATM

Networks

4.4.1 ATM Network Congestion Control Model

A mathematical model of congestion control in ATM (asynchronous transfer mode)

is taken from [2]. The ABR source is the only traffic class which responds to feedback

information for the node for rate adjustment to prevent network congestion and to

maintain quality of service (QoS) to all connections. The feedback information is

the available transmission capacity (bandwidth) and queue level at the bottleneck

node. Since the available node capacity for the ABR source changes over time in

an unpredictable way due to the higher priority sources, the CBR (constant bit

rate) and VBR (variable bit rate) source rates are represented as interferences. In
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this section, without causing confusion, we adopt similar notations of ATM network

model as in [2] where the subscript represents time instant. Let ζk denote the higher

priority source (interference) which is modelled as a stable ARMA process [3]. Such

a formulation allows for long-range correlated traffic. Let qk be the queue length

at the bottleneck and µk the effective service rate available for the traffic of the

given source in that link at the beginning of the kth time slot. Let rk denote the

effective source rate measured at the congestion switch. Without loss of generality,

we consider the case of single connection. Therefore, the queue length equation is

given by

qk+1 = qk + rk − µk. (4.39)

The effective service rate is modelled as

µk = µ + ζk, (4.40)

ζk+1 =

p1∑
i=1

liζk+1−i + ρwk, (4.41)

where µ is the constant nominal service rate and {li}i=1,2,··· ,p1 are known parameters.

{wk}k≥1 is a zero-mean i.i.d. Gaussian sequence with unit variance and ρ is a known

constant. We assume that there is no cell loss and let uk denote explicit cell rate

(ER) calculated by switch. The delay between uk and rk is dk which is the round

trip delay. dk consists of two path delays, one is return path delay and the other

is forward path delay. On the return path RM cells travel from the switch to the

source. On the forward path the user data travels from the source through the

congested switch. In ATM network, packet delays, transmission delays, processing

delays and queueing delays exist in transmission on the both paths and the queuing

delay is dominant [79]. Actually the two paths are one single communication link

and hence the round trip delay dk can be considered. The relationship between uk

and rk can be expressed as

rk = uk−dk
(4.42)
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where dk is known to be bounded with upper bound d̄.

In the case when dk is known, i.e. the explicit ER is time-stamped, we formulate

the congestion control problem as an LQG stochastic control problem [3], that is,

we seek a feedback control uk = uk(qk, µk) that minimizes the cost

J = lim
N→∞

1

N
E

{
N∑

k=1

[(qk − qd)
2 + λ2(rk − µk)

2]

}
(4.43)

where qd is the target queue length and λ is a weighting factor. It is clear that the

objective is to make the queue buffer close to the desired level while the difference

between the source rate and the service rate should not be too large.

The above criterion combines the performance of queue length and accumulation of

the difference between switch input and output. We should note that round trip

delay in transmission is one reason of the disagreement between the switch input

and output.

In the case when the delay dk is not known, we shall be concerned with designing

a controller that minimizes an upper bound of (4.43) for all possible time-varying

uncertainties within the bound of d̄.

Observe that the above criterion does not consider the saturation in queue buffer

and service rate. We shall address this issue later.

Remark 4.4.1. In [36], an H∞ control approach is adopted where wk is assumed

to an energy bounded deterministic signal. While guaranteeing the worst-case per-

formance, the H∞ approach is generally conservative.

Remark 4.4.2. In the multi-source case, the control objective becomes finding inputs

ri,k so as to minimize

J = lim
N→∞

1

N
E

{
N∑

k=1

[(qk − qd)
2 +

M∑
i=1

λ2
i (ri,k − aiµk)

2]

}
(4.44)
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where M, λi, ri,k, ai are respectively the number of sources, weighting, effective

source rate for source i and share of input bandwidth of the i-th source (
M∑
i=1

ai =

1). If we consider fair sharing of available bandwidth, we can simply define ai =

1/M, i = 1, 2, · · · ,M . There will be jitter in queue length when new sources add

in the congested switch. The reason is that RM cells come back to different sources

with different delays. See the examples in Section 4.4.2. In spite of the jitter, the

fair sharing of bandwidth is still a good scheme for its simplicity in application.

Denote

x(k) =




qk − qd

ζk+1−p1

...

ζk




,

u(k − dk) = uk−dk
− µ = rk − µ,

z(k) =


 qk − qd

λ(rk − µk)


 .

Then, the system (4.39)-(4.42) can be rewritten as (4.1)-(4.2), where 0 < dk ≤ d̄,
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w(k) = wk is a white noise with unit variance, and

A =




1 0 0 0 · · · −1

0 0 1 0 · · · 0

0 0 0 1 · · · 0

...
...

...
...

. . .
...

0 0 0 0 · · · 1

0 lp1 lp1−1 lp1−2 · · · l1




,

B1 =
[
0 0 · · · 0 ρ

]T

,

B2 =
[
1 0 · · · 0

]T

,

C =


1 0 0 · · · 0

0 0 0 · · · −λ


 ,

D =
[
0 λ

]T

.

Obviously, (4.43) can be written as (4.3).

We assume that each ABR source is both compliant and greedy, which implies that

a command received from the congested switch is immediately executed.

In Theorems 4.3.1 and 4.3.2, we present an approach that achieves a guaranteed H2

performance. So, we can use the result of the previous section to solve the congestion

control problem. And a model of effective service rate is used, which can give rise to

better performance of congestion control. It is worth highlighting that the sampling

period of controller is larger than the RM cell spacing, there is plenty of time to

perform the required computation [79].

Remark 4.4.3. In the multi-source case, one switch needs to allocate bandwidths

for a lot of users and information may experience different delays for each user. It

is a big burden to design different state feedback controller for each user, to make
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it even worse, the number of users is changing. Here, one single fixed controller is

designed to deal with this problem. We apply the same state feedback for each user,

namely, uj(k) = fjFx(k), j = 1, 2, · · · ,M , here M is the number of inputs, F is

the same as in Theorem 4.3.1 and the system is

x(k + 1) = Ax(k) + B2

M∑
j=1

uj(k − dj
k) + B1w(k), (4.45)

z(k) = Cx(k) + D

M∑
j=1

uj(k − dj
k) (4.46)

where
∑M

j=1 fj = 1, fj ≥ 0, j = 1, 2, · · · ,M , fj is the bandwidth share of each user

and dj
k is the delay of input j. Substitute the state feedback control in the system

x(k + 1) = Ax(k) + B2

M∑
j=1

fjFx(k − dj
k) + B1w(k), (4.47)

z(k) = Cx(k) + D

M∑
j=1

fjFx(k − dj
k). (4.48)

After state augmentation, we get


P − B̄B̄T Āk

ĀT
k Q


 =

M∑
j=1

fj


P − B̄B̄T Ãj

k

ÃjT
k Q


 > 0, (4.49)


W C̄k

C̄T
k Q


 =

M∑
j=1

fj


 W C̃j

k

C̃jT
k Q


 > 0. (4.50)

(4.51)

From the description above, we know in the multi-input case, state feedback controller

uj(k) = fjFx(k), j = 1, 2, · · · ,M can achieve the required H2 performance for the

system. Note that fj, j = 1, 2, · · · ,M can be treated as weights of the source, in the

later congestion control simulation, we define fj = 1/M, j = 1, 2, · · · ,M .
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On the other hand, saturation exists in sources and switch because of limited avail-

able bandwidth and queue buffer. Saturation can affect the efficiency of congestion

control, so it should be taken into consideration. However, since the system we

are dealing with is stochastic with white Gaussian noise inputs, it makes sense to

discuss the saturation problem in terms of probability. It is well known that for a

Gaussian random variable η with zero mean and variance σ2,

Pr(η < 3σ) = 0.985

where Pr means probability.

Assume that the upper bound of source rate is r̄, that is

rk = sat(uk−dk
), (4.52)

sat(uk−dk
) =





0, if uk−dk
< 0

uk−dk
, if 0 ≤ uk−dk

≤ r̄

r̄, if r̄ < uk−dk
.

(4.53)

Observe that

u(k) = uk − µ, (4.54)

u(k) = Fx(k) = F
[
Im 0 · · · 0

]
ξ(k), (4.55)

where ξ(k) is a stochastic process with covariance Lc(k) = E[ξ(k)ξT (k)] and Lc(k) <

P . Under the condition that the system is stable, if

F
[
Im 0 · · · 0

]
P




Im

0

...

0




F T ≤ (
r̄ − µ

3
)2 (4.56)
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then the probability that

uk−dk
≤ r̄ (4.57)

is 0.985.

Note that (4.56) can be also expressed as




(r̄ − µ)2/9 F
[
Im 0 · · · 0

]



Im

0

...

0




F T Q




≥ 0 (4.58)

where PQ = I.

Similarly, assume that the upper bound of queue buffer is q̄. We have that

qk − qd =
[
1 0 · · · 0

]
x(k) (4.59)

=
[
1 0 · · · 0

] [
Im 0 · · · 0

]
ξ(k) (4.60)

=
[
1 0 · · · 0

]
ξ(k). (4.61)

Then, if




(q̄ − qd)
2/9

[
1 0 · · · 0

]



1

0

...

0




Q




≥ 0, (4.62)

then the probability that

qk < q̄ (4.63)
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is 0.985.

4.4.2 Simulation Studies

Firstly, we consider a congested switch with one source. We adopt the similar

parameters as given by [79].

The bandwidth available for ABR traffic b0 = 1500 cells/s.

The maximum rate R1,max = 2b0 = 3000 cells/s.

The buffer length q̄ = 10000 cells/s.

The buffer set point q0 = (1/2)ymax = 5000 cells.

The controller cycle time T = 1 ms.

The maximum delay on the path m = 10ms (including delay in the forward and

backward paths).

Here, the delay is unknown and time-varying. We assume that the link capacity

is a 2nd order auto-regressive (AR) process with parameters l1 = l2 = 0.4 and the

driving zero-mean Gaussian white noise process has a variance equal to 1 [79]. By

using the LMI toolbox of the MATLAB package and Algorithm 4.3.1, the following

feedback controller is obtained with a chosen γ = 3.25:

F = [−0.0114 0.1210 0.1379].

Figure 4.1 shows the buffer occupancy trajectory for time-variant return path delays

between 0 and 9 ms, while keeping VBR delays in the forward path fixed at 1 ms.

The desired equilibrium at qd = 5000 cells is clearly maintained. Figure 4.2 shows

the control signal u(k) calculated by the switch.

Further, we will consider a more realistic example, with 100 sources feeding into the

same congested switch and the system starts at the equilibrium. We use the same
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Figure 4.1: Buffer-level vs time.

parameters as in the previous example, and fix the delay in the forward path to be

1 ms.

Since the same controller that stabilizes one source stabilizes multiple sources, the

same controller, F = [−0.0114 0.1210 0.1379] will be used (see Remark 4.4.3). Ten

additional sources join in the network sequentially at 200-ms intervals. The results

of the simulation are shown in Figure 4.3 and Figure 4.4. Figure 4.3 shows the result

under the condition of constant bandwidth. As each source joins the switch, a small

glitch can be observed. This is the effect of delays in updating the weights. When

a new source is connected, the switch will compute new weights and send them to

the sources. However, the updated weights and the reaction of the sources to those

updated weights are delayed and therefore, for a brief period of time, the sum of

the weights may not be equal to one. After all switches are updated, the control

scheme kicks in and brings the buffer to the desired set point. After considering the
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Figure 4.2: Control Signal.

random nature of the bandwidth available, that is

ζk+1 = 0.4ζk + 0.4ζk−1 + wk

where wk is a white gaussian noise, the result is shown in Figure 4.4.

When buffer length is near to the buffer set point, saturation may happen during

transmission. We assume the buffer length q̄ = 5050 cells/s and we want the

probability of the queue length saturation is below 0.015. By incorporating (4.62)

in the optimization, the optimal state feedback gain is

F =
[
−0.0117 0.1198 0.1382

]
.

We carry out 50 simulations and compute the total number of instants where queue

buffer is saturated. Figure 4.5 is the result of one simulation, where dash line

is the result of the design where the upper bound of queue length is taken into

consideration and solid line is the result without considering the upper bound of
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Figure 4.3: Buffer-level vs time.

queue length. Figure 4.6 shows the control signal u(k) of one source calculated by

switch, the curve is step-wise. The result shows that the total number of saturation

points for the case when buffer saturation is not considered in congestion control

design is 1926 in the 50 simulations. The number is reduced to 1758 when the buffer

saturation limit is considered and the percentage of the number of the unsaturated

times over total number of times

number of unsaturated times

total sampling points
= 98.242%

is very near to the theoretical value of 98.5%.

4.5 Conclusion

This chapter studied the H2 control problem for systems with time-delay in input

and its applications in congestion control of ATM network. State augmentation was

applied to convert the delay problem into a delay-free control problem for systems

with parameter uncertainties. An optimization approach for solving bilinear ma-
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Figure 4.4: Buffer-level vs time.

trix inequalities was proposed and a controller with a guaranteed H2 performance

was derived. The congestion control of ATM network has been formulated as an

H2 control problem for linear systems with delays and solved using the proposed

H2 control design. An example was given to demonstrate the effectiveness of the

controller.
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Figure 4.5: Buffer-level vs time.
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Chapter 5

H∞ Control for Systems with

Time-variant Input Delay

5.1 Introduction

In the last chapter, we have discussed the state feedback H2 control problem for

systems with time delay in input. In this chapter, we will continue to study the

state feedback H∞ control problem for the same system.

There have been extensive studies on stability of time-delay systems in the past

decade [21, 94]. Existing results based on Lyapunov-Krasovskii functionals can be

classified into delay independent [21] and delay dependent [8, 12, 24, 47]. Delay

independent results imply that the stability of the system is guaranteed regardless

the delay. Delay dependent results have been given for both unknown constant

delay [14,47,94] and time-varying bounded delay [8,12,24]. In addition to stability,

H2 and H∞ performances have also been studied. To the best of our knowledge,

most of the works are discussed for continuous-time systems. In this chapter, we

will discuss the H∞ control problem for discrete-time systems.

83
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In this chapter, we discuss systems with unknown time-variant but bounded delay.

A state feedback delay-dependent H∞ controller is derived by a proper choice of

Lyapunov-Krasovskii functional. A controller with guaranteed H∞ performance is

given in terms of LMIs.

We also apply our approach to congestion control in ATM networks. The math-

ematical model of the problem description and assumptions are adopted from [2]

with the following modifications: (i) the time invariant delays in [2,3] are now time-

variant; (ii) the zero-mean i.i.d noise introduced in the AR model for the description

of stochastic available bandwidth is now replaced with an energy bounded noise.

These modifications allows wider class of modelling errors that are more realistic.

Based on the assumption that wk in the higher priority source’s IIR model is an

energy bounded deterministic signal in ATM networks, we can model the congestion

control problem as an H∞ control problem.

5.2 Problem Statement

Consider the input delay system

x(k + 1) = Ax(k) + B2u(k − dk) + B1w(k) (5.1)

z(k) = C1x(k) + D2u(k − dk) + D1w(k) (5.2)

where x(k) ∈ Rn, u(k) ∈ Rm, w(k) ∈ Rp are system state, control input and ex-

ogenous output(noise), respectively. dk is an unknown time-variant delay satisfying

0 < dk ≤ d̄ with known upper bound d̄.
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Consider a state feedback controller u(k) = Fx(k). Then, the closed-loop system is





x(k + 1) = Ax(k) + B2Fx(k − dk) + B1w(k),

z(k) = C1x(k) + D2Fx(k − dk) + D1w(k).
(5.3)

The H∞ control problem can be described as:

Find an appropriate controller u(k) = F(x(k)), so that the closed-loop system is

asymptotically stable and satisfies

||z||2 < γ||w||2 (5.4)

for any non-zero w ∈ `2[0,∞) under zero initial condition (x(k) = 0, −d0 ≤ k ≤ 0),

where γ > 0 is a given scalar.

5.3 Design of State-feedback H∞ Controller

Before dealing with the above H∞ control problem, we first consider the stability of

the unforced system

x(k + 1) = Ax(k) + A1x(k − dk) (5.5)

where 0 < dk ≤ d̄. The following gives a sufficient condition for the stability of

(5.5).

Lemma 5.3.1. The system (5.5) is asymptotically stable for any 0 < dk ≤ d̄ if there

exist matrices P > 0 , Q > 0, S, R and Z such that

π =


π11 π12

∗ π22


 < 0,


 S R

RT Z


 ≥ 0 (5.6)
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where

π11 = AT PA− P + d̄S + R + RT + d̄Q + d̄(A− I)T Z(A− I),

π12 = AT PA1 + d̄(A− I)T ZA1 −R,

π22 = AT
1 (P + d̄Z)A1 −Q.

Proof: Define a Lyapunov functional candidate as

V (k) = V1(k) + V2(k) + V3(k) + V4(k), (5.7)

where

V1(k) = xT (k)Px(k),

V2(k) =
−1∑

j=−d̄

k∑

i=k+j+1

∆xT (i)Z∆x(i),

V3(k) =
k−1∑

i=k−dk

xT (i)Qx(i),

V4(k) =
−1∑

θ=−d̄+1

k−1∑

l=k+θ

xT (l)Qx(l)

and ∆x(i) = x(i)− x(i− 1).

Observe that

x(k)− x(k − dk) =
k∑

i=k−dk+1

∆x(i).

Then,

x(k + 1) = (A + A1)x(k)− A1

k∑

i=k−dk+1

∆x(i) = (A + A1)x(k)− A1gx(k)

where gx(k) =
∑k

i=k−dk+1 ∆x(i).
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Hence,

∆V1(k) = V1(k + 1)− V1(k)

= [xT (k)(A + A1)
T − gT

x (k)AT
1 ]P [(A + A1)x(k)− A1gx(k)]− xT (k)Px(k)

= xT (k)[(A + A1)
T P (A + A1)− P ]x(k)− 2xT (k)(A + A1)

T PA1gx(k)

+gT
x (k)AT

1 PA1gx(k). (5.8)

By taking into account (5.6),

−2xT (k)(A + A1)
T PA1gx(k)

≤
k∑

i=k−dk+1


 x(k)

∆x(i)




T 
 S R

RT Z





 x(k)

∆x(i)


− xT (k)(A + A1)

T PA1

k∑

i=k−dk+1

∆x(k)

=
k∑

i=k−dk+1

[xT (k)Sx(k) + 2xT (k)R∆x(i) + ∆xT (i)Z∆x(i)]

−xT (k)(A + A1)
T PA1

k∑

i=k−dk+1

∆x(k)

= dkx
T (k)Sx(k) + 2xT (k)[R− (A + A1)

T PA1]
k∑

i=k−dk+1

∆x(i)

+
k∑

i=k−dk+1

∆xT (i)Z∆x(i)

≤ d̄xT (k)Sx(k) + 2xT (k)[R− (A + A1)
T PA1]

k∑

i=k−dk+1

∆x(i)

+
k∑

i=k−d̄+1

∆xT (i)Z∆x(i).
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Also,

∆V2(k) = V2(k + 1)− V2(k)

= d̄∆xT (k + 1)Z∆x(k + 1)−
k∑

i=k−d̄+1

∆xT (i)Z∆x(i)

= d̄[(A− I)x(k) + A1x(k − dk)]
T Z[(A− I)x(k) + A1x(k − dk)]

−
k∑

i=k−d̄+1

∆xT (i)Z∆x(i), (5.9)

∆V3(k) = V3(k + 1)− V3(k)

= [
k∑

i=k+1−dk+1

−
k−1∑

i=k−dk

]xT (i)Qx(i)

≤ xT (k)Qx(k)− xT (k − dk)Qx(k − dk) +
k−1∑

l=k+1−d̄

xT (l)Qx(l),(5.10)

and

∆V4(k) = (d̄− 1)xT (k)Qx(k)−
k−1∑

l=k−d̄+1

xT (l)Qx(l). (5.11)

It then follows from (5.8)-(5.11) that along the state trajectory of (5.5),

∆V (k) = V (k + 1)− V (k) = ∆V1(k) + ∆V2(k) + ∆V3(k) + ∆V4(k)

≤

 x(k)

x(k − dk)




T 
π11 π12

∗ π22





 x(k)

x(k − dk)


 .

Therefore, the system is robustly stable for any 0 < dk ≤ d̄ if π < 0. This completes

the proof. ¤
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Next, we consider the H∞ performance problem for the system

x(k + 1) = Ax(k) + A1x(k − dk) + B1w(k), (5.12)

z(k) = C1x(k) + E1x(k − dk) + D1w(k), (5.13)

where w ∈ `2[0,∞) and 1 ≤ dk ≤ d̄. Given a scalar γ > 0, the system is said to

have the H∞ performance γ if the system is asymptotically stable and under zero

initial condition (x(k) = 0, − d0 ≤ k ≤ 0),

||z||2 < γ||w||2

for any non-zero w and 1 ≤ dk ≤ d̄.

Theorem 5.3.1. Given a scalar γ > 0 , the system (5.12)-(5.13) has the H∞

performance γ if there exist matrices P,Q, S,R and Z such that the following matrix

inequalities hold:

Γ =




M −R 0 AT P d̄(A− I)T Z CT
1

∗ −Q 0 AT
1 P d̄AT

1 Z DT
1

∗ ∗ −γ2I BT
1 P d̄BT

1 Z ET
1

∗ ∗ ∗ −P 0 0

∗ ∗ ∗ ∗ −d̄Z 0

∗ ∗ ∗ ∗ ∗ −I




< 0, (5.14)


 S R

RT Z


 ≥ 0, (5.15)

where

M = −P + d̄S + R + RT + d̄Q. (5.16)
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Proof: In fact, it is easy to verify that along the state trajectory of (5.12)-(5.13),

∆V (k) + zT (k)z(k)− γ2wT (k)w(k) ≤




x(k)

x(k − dk)

w(k)




T

Γ




x(k)

x(k − dk)

w(k)




where

Γ1 =




π11 + CT
1 C1 π12 + CT

1 E1 AT PB1 + d̄(A− I)T ZB1 + CT
1 D1

∗ π22 + ET
1 E1 AT

1 PB1 + d̄AT
1 ZB1 + ET

1 D1

∗ ∗ BT
1 PB1 + d̄BT

1 ZB1 + DT
1 D1 − γ2I




and π11, π12 and π22 are as in (5.6). By the Schur complement, we know that

Γ1 < 0 if and only if (5.14) holds. Further, (5.6) is implied by (5.14)-(5.15). Thus,

(5.14)-(5.15) implies the stability of the system and

∆V (k) + zT (k)z(k)− γ2wT (k)w(k) < 0, ∀(x(k), x(k − dk), w(k)) 6= 0.

That is, ||z||2 < γ||w||2 by considering the zero initial condition. This completes the

proof.

We now apply Theorem 5.3.1 to the system (5.3). Then, the system (5.3) has the
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H∞ performance γ if




M −R 0 AT P d̄(A− I)T Z CT
1

∗ −Q 0 F T BT
2 P d̄F T BT

2 Z F T DT
2

∗ ∗ −γ2I BT
1 P d̄BT

1 Z ET
1

∗ ∗ ∗ −P 0 0

∗ ∗ ∗ ∗ −d̄Z 0

∗ ∗ ∗ ∗ ∗ −I




< 0, (5.17)


 S R

RT Z


 ≥ 0, (5.18)

where

M = −P + d̄S + R + RT + d̄Q.

Pre- and post-multiply (5.17) by diag{P−1, P−1, I, P−1, I, I} and diag{P−1, P−1, I, P−1, I, I}
and let

S̄ = P−1SP−1, R̄ = P−1RP−1, Y = P−1, H = Z−1, Q̄ = P−1QP−1.

It results that




M̄ −R̄ 0 Y AT d̄Y (A− I)T Y CT
1

∗ −Q̄ 0 LBT
2 d̄LBT

2 LDT
2

∗ ∗ −γ2I BT
2 d̄BT

2 DT
1

∗ ∗ ∗ −Y 0 0

∗ ∗ ∗ ∗ −d̄H 0

∗ ∗ ∗ ∗ ∗ −I




< 0 (5.19)
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where

L = Y F T , M̄ = −Y + d̄S̄ + R̄ + R̄T + d̄Q̄.

Also, multiply (5.18) from the left and the right by diag{P−1, P−1} and diag{P−1, P−1},
respectively. We get


P−1 0

0 P−1





 S R

RT Z





P−1 0

0 P−1


 =


 S̄ R̄

R̄T Y H−1Y


 ≥ 0. (5.20)

Note that (Y −H)H−1(Y −H) ≥ 0, i.e. Y H−1Y ≥ 2Y −H . Hence, (5.20) can be

implied by


 S̄ R̄

R̄T 2Y −H


 ≥ 0. (5.21)

Therefore, the system (5.3) has the H∞ performance γ if the LMIs (5.19) and (5.21)

admit a solution (S̄, R̄, Q̄, H, Y, L, Z). In this situation, a suitable state feedback

gain is given by

F = LT Y −1. (5.22)

In the following section, we shall apply this result to design H∞ congestion control

laws.
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5.4 Simulation Studies for Congestion Control in

ATM Networks

In this section, we revisit the ATM congestion control model in Section 4.4.1. As-

sume that wk is an energy bounded deterministic signal instead of a white Gaussian

noise with known statistics, then the congestion control problem can be formulated

as an H∞ control problem. The objective is to achieve both the system stability

and the performance index

J∞ = sup
w 6=0

∑∞
k=1[(qk − qd)

2 + λ2(rk − µk)
2]∑∞

k=1 w2
k

< γ2 (5.23)

for some pre-specified γ > 0 , where qd is the desired queue length, λ is a constant

and w ∈ `2[0,∞). The first term of the numerator represents a penalty for deviating

from a desired queue length. The second term is a measure of the quality with which

the input rate tracks the available link capacity, and λ is the weighting to balance

the importance of these two terms.

Introduce

x(k) = [(qk − qd), ζk+1−p1 , · · · , ζk]
T ,

u(k) = uk − µ,
(5.24)

and let z1(k) = qk−qd, z2(k) = rk−µk = uk−dk
−ζk . The congestion control system

can be put into the form (5.1)-(5.2) with 0 < dk ≤ d̄ where d̄ is known upper bound

and
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A =




1 0 0 0 · · · −1

0 0 1 0 · · · 0

0 0 0 1 · · · 0

...
...

...
...

. . .
...

0 0 0 0 · · · 1

0 lp1 lp1−1 lp1−2 · · · l1




, (5.25)

B2 =
[
1 0 0 0 · · · 0

]T

, (5.26)

B1 =
[
0 0 0 0 · · · 0

]T

, (5.27)

C1 =


1 0 0 0 · · · 0

0 0 0 0 · · · −e


 , (5.28)

D2 =
[
0 e

]T

, (5.29)

D1 =
[
0 0

]T

. (5.30)

5.4.1 Single Source Case

Using the parameters of the simulation of the last chapter except the assumption

that in this chapter w ∈ `2[0,∞) is energy bounded. By using the LMI toolbox of

the MATLAB package, the following feedback controller is obtained:

γ = 500, F =
[
−0.0396 0.1827 0.0608

]
.

Let the sum of return and forward delay vary between 0 and 10 ms. The buffer level

response is shown in Figure 5.1 and the corresponding control signal u(k) calculated

by switch is shown in Figure 5.2.

Clearly the system has reached and maintained the equilibrium qd = 5000 cells
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Figure 5.1: Buffer level q(k) with single source connection time-variant delay ran-
domly varying between 0 and 10 ms.

nicely under the random disturbance of other high priority traffic. The transient

response result is quite similar to [79].

5.4.2 Multiple Sources Case

In this subsection, we will discuss the case when there are multiple sources in

the ATM networks. The example is similar to the multiple source example used

in [79]. We assume that there are 100 sources feeding into the same congested

switch. We will use the same parameters as in the single source example. The

maximum delay among all connections is 10 ms with each connection’s delay vary-

ing randomly between 0 and 10 ms. Since the same controller that stabilizes one

source stabilizes multiple sources [79] (see also Remark 4.4.3), the same controller

gain F =
[
−0.0396 0.1827 0.0608

]
will be used.

The system starts at equilibrium with 100 sources feeding into the congested switch.

Then ten additional sources join in sequentially at 200-ms intervals. The results of
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Figure 5.2: Control Signal.

this simulation are shown in Figure 5.3 and Figure 5.4. Figure 5.3 shows the result

under the condition of constant bandwidth. There is a small glitch when a new

source joins the switch. This is the effect of delays in updating the weight, which is

very similar to the result in [79].

In the above simulations, we only consider the situation when wk = 0 in the IIR

model. Now we consider the random nature of the bandwidth available, that is, wk

is a white Gaussian noise and the simulation is shown in Figure 5.4. The buffer

level clearly keeps tracking the equilibrium with small fluctuations to compensate

for the random fluctuations in the bandwidth available. The control signal u(k)

of one source calculated by the switch is shown in Figure 5.5. The curve is step-

wise and jumps happen at the moment when new source joins in the network. The

simulations can demonstrate the promising robust performance of the controller.
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Figure 5.3: Buffer level q(k) as ten additional sources join the congested switch
sequentially at 200-ms intervals. The bandwidth available is a constant.

5.5 Conclusion

This chapter has discussed the delay-dependent H∞ control problem for systems

with time-variant input delay. State feedback control is considered and a Lyapunov

Krasovskii functional is introduced to provide a sufficient condition for the stability

as well as the H∞ performance of the closed-loop system. As an important appli-

cation, the issue of ATM network congestion control with explicit rate feedback has

been discussed. The ATM network is modelled as a system with time delay in input

and we study the performance control under an H∞ criterion.
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Figure 5.4: Buffer level q(k) as ten additional sources join the congested switch
sequentially at 200-ms intervals. The bandwidth available is a function of nominal
value 1500 plus a 2nd order AR disturbance process.
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Figure 5.5: Control Signal.
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Chapter 6

Linear Quadratic Gaussian

Control for Linear Systems with

Multiple I/O Delays

6.1 Introduction

In this chapter and Chapter 7, we shall discuss linear systems with multiple input

delays. Different from the last two chapters, the study here is limited to systems

with time-invariant and known delays.

Since the introduction of Smith predictor [80], there have been a lot of works on

optimal control for systems with I/O delays [7, 33, 83]. In recent years, multiple

time-delay issues have attracted significant research interest.

The LQG (H2) control problem for systems with multiple input delays can be dis-

cussed in frequency domain and time domain. Most of the works are for continuous-

time systems. Grimble and Hearns [33], Moelja, Meinsma and Kuipers [62] solve the

LQG problem in frequency domain. Mirkin et al. [55] [57] solve the H2 control by

99
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extracting Smith predictor and observer-predictor from the system model. Moelja

and Meinsma [61] provide a solution by converting the H2 optimal problem to an

equivalent H2 regulator one and tackling the regulator problem in time domain.

Compared to state feedback control, output feedback control needs state estima-

tion, when there are delays in the observers, the difficulty aggregates. When the

observations are multiple delay dependent, Kalman filter cannot be applied directly.

Nagpal and Ravi [67] solve the continuous-time H∞ control and estimation problem

with single delay in measurement. In the work of Shaked and de Souza [76], H∞

control for systems with single delayed measurement is discussed, however, only a

sufficient stability condition is provided. Moelja and Meinsma [61] give a solution

for the H2 optimal control for continuous-time systems with multiple i/o delays,

nevertheless, the solution is not explicit in the multiple delay case and the result

is derived under some extra assumptions. In [102], the H∞ filtering problem for

continuous-time systems with single measurement delay is discussed.

In this chapter, we focus on the finite horizon LQG (H2) problem for discrete-time

systems with multiple input/output delays based on the LQR result in Zhang et

al. [97]. We adopt the approach of reorganized innovation analysis [50]. A separation

principle is established which converts the problem into an LQR control and an H2

filtering problems. We address the LQR problem using the duality between the

LQR problem for systems with multiple input delays and a smoothing problem

for a backward stochastic delay-free system combining the LQR result with the

Kalman filter for systems with measurement delays, a solution to the LQG problem

is given. Compared with the state augmentation approach, our result is economic in

computation where only two Riccati equations are needed and they have the same

dimension with the original system (ignoring the delays).
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6.2 Problem Statement 101

6.2 Problem Statement

We consider the following discrete linear system with multiple input delays

x(k + 1) = Ax(k) +
l∑

i=0

Biui(k − hi) + w(k), l ≥ 1, (6.1)

y(i)(k) = C(i)x(k − di) + v(i)(k), i = 0, · · · , l, (6.2)

where x(k) ∈ Rn, ui(k) ∈ Rmi , yi(k) ∈ Rιi , w(k) ∈ Rp, vi(k) ∈ R%i , and

〈



x(0)

w(k)

v(i)(k)


 ,




x(0)

w(s)

v(i)(s)




〉
=




Π0 0 0

0 Qwδk,s 0

0 0 Qv(i)
δk,s


 , (6.3)

where δk,s =





1, k = s,

0, k 6= s.

Without loss of generality, we assume that 0 = h0 < h1 < · · · < hl and 0 = d0 <

d1 < · · · < dl.

Let y(k) be the observation of system (6.2) at time k, then y(k) is given by

y(k)
4
=








y(0)(k)

...

y(i−1)(k)


 , di−1 ≤ k < di,




y(0)(k)

...

y(l)(k)


 , k ≥ dl.

(6.4)

The measurement-feedback control problem can now be stated as follows.

Find the input sequences {ui(k) = Fi(y(0), · · · , y(k)} (i = 0, · · · , l) such that the
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cost function

JN = E[xT
N+1PN+1xN+1 +

l∑
i=0

N−hi∑

k=0

uT
i (k)Riui(k) +

N∑

k=0

xT (k)Qx(k)] (6.5)

is minimized.

In the above, E is the mathematical expectation with respect to the random noises

w and v, N > hd is an integer, xN+1 is the terminal state, i.e. xN+1 = x(N + 1),

PN+1 = P T
N+1 ≥ 0 reflects the penalty on the terminal state, the matrices as Ri, i =

0, 1, · · · , l, are positive definite and the matrix Q is non-negative definite.

6.3 Solution to the LQG control

We first present the Kalman filtering formulation for the system (6.1)-(6.2). Suppose

that x̂(k+1 | k+1) is the optimal estimation of state x(k+1) given the measurements

of y(0), · · · , y(k + 1). Then, by projection formula, it follows that

x̂(k + 1 | k + 1) = Ax̂(k | k) +
l∑

i=0

Biui(k − hi)

+〈x(k + 1), w̄(k + 1)〉Q−1
w̄ (k + 1)w̄(k + 1), (6.6)

where w̄(k + 1) is the innovation of the measurement y(k + 1), i.e.,

w̄(k + 1) = y(k + 1)− ŷ(k + 1 | k),

while ŷ(k + 1 | k) is the optimal linear estimation of y(k + 1) based on the mea-

surements y(0), · · · , y(k) and Qw̄(k + 1) is the covariance matrix of the innovation
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w̄(k + 1). For the convenience of discussion, denote

K(k) = 〈x(k + 1), w̄(k + 1)〉Q−1
w̄ (k + 1). (6.7)

Then, it follows from (6.6) that

x̂(k + 1 | k + 1) = Ax̂(k | k) +
l∑

i=0

Biui(k − hi) + K(k)w̄(k + 1). (6.8)

Note that w̄(k) is a white noise with zero mean and covariance matrix of Qw̄(k).

Remark 6.3.1. (6.8) has a similar form as the standard Kalman filtering formu-

lation, however, since the measurements are with multiple delays, there is no direct

way to calculate the gain matrix of K(k) as in the standard Kalman filtering where

the gain matrix is computed by performing one Riccati equation. We shall present

the approach of reorganized innovation analysis to solve the H2 filtering problem.

6.3.1 Optimal Measurement Feedback Controller

In this subsection, we will derive the measurement feedback controller. Firstly, let

x̃(k | k) = x(k)− x̂(k | k), (6.9)

where x̂(k | k) is the optimal filter of (6.8). It is obvious that x̃(k | k), the filtering

error, is uncorrelated with x̂(k | k). By some simple algebraic evaluations, we obtain

that

JN = J0
N + J1

N , (6.10)
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where

J0
N = E

(
x̂T

N+1|N+1PN+1x̂N+1|N+1 +
l∑

i=0

N−hi∑

k=0

uT
i (k)Riui(k)

+
N∑

k=0

x̂T (k | k)Qx̂(k | k)

)
,

J1
N = E

(
x̃T

N+1PN+1x̃N+1 +
N∑

k=0

x̃T (k)Qx̃(k)

)
. (6.11)

Note that J1
N does not contain any control input u, the problem of minimizing JN is

converted into one that seeks the control input u such that J0
N is minimized, with the

constraint of (6.8). On the other hand, the optimal solution to the minimization of

J1
N is the optimal estimate x̂(k|k) of x(k). Thus, the LQG problem is equivalent to

an LQR control in conjunction with an optimal filtering problem, i.e., we establish

a separation principle.

In the following, we first assume that x̂(k|k) is given and concerned with the LQR

problem associated with J0
N . The solution follows from [97] which will be given

below. Our aim is to find the optimal controller of ui(τ) (i = 0, 1, · · · , l, 0 ≤ τ ≤ N),

in terms of the current estimated state x(τ |τ). The problem can be addressed by

shifting the time interval from [0, hl] to [τ, τ + hl] ( [97]). To this end, we introduce

the backward RDE equation

P τ
j = AT P τ

j+1A + Q−Kτ
j M τ

j (Kτ
j )T , (6.12)

P τ
N−τ+1 = PN+1, τ > 0, (6.13)
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where

Āτ
j = AT −Kτ

j (Bτ
j )T , (6.14)

Kτ
j = AT P τ

j+1B
τ
j (M τ

j )−1, (6.15)

M τ
j = Rτ

j + (Bτ
j )T P τ

j+1B
τ
j , (6.16)

and

Bτ
j =





[B0, · · · , Bi], hi ≤ j < hi+1,

[B0, · · · , Bl], j ≥ hl,
(6.17)

Rτ
j =





diag{R0, · · · , Ri}, hi ≤ j < hi+1,

diag{R0, · · · , Rl}, j ≥ hl.
(6.18)

Denote

Āτ
j,j , I, (6.19)

Āτ
j,m , Āτ

j · · · Āτ
m−1, m ≥ j. (6.20)

Then, the optimal LQR solution is given by [97]

u∗i (k) = −
i + 1 blocks︷ ︸︸ ︷
[0 · · · 0 Im]×(
[Fk

0 (hi)
]T

x̂(k | k) +

hi∑
j=1

[Fk
j (hi)

]T
ũk∗(j − 1)

+

hl∑

j=hi+1

[Sk
j (hi)

]T
ũk∗(j − 1)

)
, (6.21)

where

ũτ (k) ,





∑l
j=i+1 Bjuj(k + τ − hj), hi ≤ k < hi+1, k + τ ≤ N

0, k ≥ hl,
(6.22)

Nanyang Technological University Singapore

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



6.3 Solution to the LQG control 106

Sτ
j (0) = P τ

j (Āτ
1,j)

T Bτ
0 (M τ

0 )−1, (6.23)

Sτ
j (k) = P τ

j [(Āτ
k+1,j)

T Bτ
k(M τ

k )−1 − (Āτ
k,j)

T Gτ (k)Kτ
k ], 0 < k ≤ j − 1, (6.24)

F τ
j (k) = [In − P τ

j Gτ (j)]Āτ
j,kK

τ
k , j ≤ k ≤ N, (6.25)

and

Gτ (k) =
k∑

j=1

(Āτ
j,k)

T Bτ
j−1(M

τ
j−1)

−1(Bτ
j−1)

T Āτ
j,k. (6.26)

What remains is to derive the optimal estimate x̂(k|k) which is given in the next

subsection.

6.3.2 Calculation of the Kalman Filter x̂(k | k)

It is easy to know that x̂(k | k) is not a standard Kalman filter as the measurements

y(0), · · · , y(k + 1) are with multiple time delays. In order to calculate x̂(k | k),

we shall adopt the reorganized innovation analysis approach [50]. Note that the

measurement sequence {y(s), s = 0, 1, · · · , k} contains the same information about

the system as the reorganized sequence:

{yl+1(0), · · · , yl+1(kl); · · · ; yi(ki + 1), · · · , yi(ki−1); · · · ;

y1(k1 + 1), · · · , y1(k)} , (6.27)

where ki = k − di,

yi(s) =




y(0)(s)

...

y(i−1)(s + di−1)


 . (6.28)
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It is clear that

yi(k) = Cix(k) + vi(k), i = 1, · · · , l + 1, (6.29)

where

Ci =




C(0)

...

C(i−1)


 , vi(k) =




v(0)(k)

...

v(i−1)(k + di−1)


 , (6.30)

and vi(k) are white noises of zero means and covariances

Qvi
= diag{Qv(0)

, · · · , Qv(i−1)
}, i = 1, · · · , l + 1. (6.31)

Now we have the following result.

Theorem 6.3.1. Consider the system (6.1)-(6.2). The optimal filter x̂(k | k) is

given by

x̂(k | k) =
[
In − P1(k)CT

1 Q−1
w̄ (k, 1)C1

]
x̂(k, 1) + P1(k)CT

1 Q−1
w̄ (k, 1)y1(k), (6.32)

where Qw̄(k, 1) = C1P1(k)CT
1 +Qv1, while the estimator x̂(k, 1) and the matrix P1(k)

are computed by

x̂(ki−1 + 1, i) = Ai(ki−1 + 1, ki + 1)x̂(ki + 1, i + 1)

+

ki−1∑

s=ki+1

Ai(ki−1 + 1, s + 1) [Ki(s)yi(s) + ũ(s)] , i = l, l − 1, · · · , 1,

(6.33)
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where Ai(m,m) = In,

Ai(ζ, m) = Ai(ζ − 1) · · ·Ai(m), ζ ≥ m, (6.34)

ũ(s) =
l∑

i=0

Biui(s− hi) (6.35)

Ai(s) = A−Ki(s)Ci, (6.36)

Ki(s) = APi(s)C
T
i Q−1

w̄ (s, i), (6.37)

Qw̄(s, i) = CiPi(s)C
T
i + Qvi

, (6.38)

and Pi(s) is the solution to the following Riccati equation,

Pi(s + 1) = APi(s)A
T − APi(s)C

T
i Q−1

w̄ (s, i)CiPi(s)A
T + Qw,

Pi(ki + 1) = Pi+1(ki + 1), i = l, · · · , 1. (6.39)

In the above the initial values x̂(kl +1, l+1) and Pl+1(kl +1) are the terminal values

of the following standard Kalman filter

x̂(s + 1, l + 1) = Al+1(s)x̂(s, l + 1) + ũ(s) + Kl+1(s)yl+1(s),

x̂(0, l + 1) = 0, (6.40)

where Al+1(s) = A−Kl+1(s)Cl+1, Kl+1(s) = APl+1(s)C
T
l+1Q

−1
w̄ (s, l + 1) and Pl+1(s)

is computed by

Pl+1(s + 1) = APl+1(s)A
T − APl+1(s)C

T
l+1Q

−1
w̄ (s, l + 1)Cl+1Pl+1(s)A

T + Qw,

Pl+1(0) = 〈x(0), x(0)〉. (6.41)
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Proof: We begin the proof by introducing the following definitions:

1) The estimator ξ̂(s, i) for s > ki + 1 denotes the optimal estimation of ξ(s) given

the observation

{yl+1(0), · · · , yl+1(kl); · · · ; yi(ki + 1), · · · , yi(s− 1)}. (6.42)

2) For s = ki + 1, ξ̂(s, i) is the optimal estimation of ξ(s) given the observation

{yl+1(0), · · · , yl+1(kl); · · · ; yi+1(ki+1 + 1), · · · , yi+1(ki)}. (6.43)

Similarly, ŷi(¦, i) and x̂(¦, i) are defined. For i = l + 1, it is clear that w̄(k, l + 1) is

the standard Kalman filtering innovation sequence for the system (6.1) and (6.29).

Define

w̄i(s, i) , y(s)− ŷi(s, i). (6.44)

In view of (6.29), it follows

w̄i(s, i) = Cix̃(s, i) + vi(s), i = 1, · · · , l + 1, (6.45)

where

x̃(s, i) = x(s)− x̂(s, i), i = 1, · · · , l + 1, (6.46)

is the one step ahead prediction error of the state x(s) based on the observa-

tions (6.42) or (6.43). Thus, x̂(k | k) is the projection of the state x(k) onto the

Hilbert space spanned by the innovation sequence {w̄l+1(0, l + 1), · · · , w̄l+1(kl, l +

1); · · · ; w̄i(ki + 1, i), · · · , w̄i(ki−1, i); · · · ; w̄1(k1 + 1, 1), · · · , w̄1(k, 1)}. Since w̄ is a
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white noise, the filter x̂(k | k) is calculated by using the projection formula as

x̂(k | k)

= Proj{x(k) | w̄l+1(0, l + 1), · · · , w̄l+1(kl, l + 1); · · · ; w̄1(k1 + 1, 1), · · · , w̄1(k1, 1)}

+Proj{x(k) | w̄1(k, 1)}.

= x̂(k, 1) + E
[
x(k)w̄T

1 (k, 1)
]
Q−1

w̄ (k, 1)w̄1(k, 1)

= x̂(k, 1) + P1(k)CT
1 Q−1

w̄ (k, 1) [y1(k)− C1x̂(k, 1)]

=
[
In − P1(k)CT

1 Q−1
w̄ (k, 1)C1

]
x̂(k, 1) + P1(k)CT

1 Q−1
w̄ (k, 1)y1(k), (6.47)

which is (6.32). Similarly, x̂(s + 1, i) is the projection of the state x(s + 1) onto the

linear space spanned by the innovation {w̄l+1(0, l+1), · · · , w̄l+1(kl, l+1); · · · ; w̄i(ki+

1, i), · · · , w̄i(s, i)}, it follows from the projection formula that

x̂(s + 1, i)

= Proj{x(s + 1) | w̄l+1(0, l + 1), · · · , w̄l+1(kl, l + 1); · · · ; w̄i(ki + 1, i), · · · , w̄i(s, i)}

= Proj{x(s + 1) | w̄l+1(0, l + 1), · · · , w̄l+1(kl, l + 1); · · · ; w̄i(ki + 1, i), · · · , w̄i(s− 1, i)}

+Proj{x(s + 1) | w̄i(s, i)}

= Ax̂(s, i) + ũ(s) + Proj{w(s) | w̄l+1(0, l + 1), · · · , w̄l+1(kl, l + 1);

· · · ; w̄i(ki + 1, i), · · · , w̄i(s− 1, i)}+ Proj{x(s + 1) | w̄i(s, i)}. (6.48)

Noting that w(s) is uncorrelated with the innovation {w̄l+1(0, l+1), · · · , w̄l+1(kl, l+

1), · · · ; w̄i(ki + 1, i), · · · , w̄i(s, i)}, we have

x̂(s + 1, i) = Ax̂(s, i) + A · E [
x(s)w̄T

i (s, i)
]
Q−1

w̄ (s, i)w̄i(s) + ũ(s)

= Ax̂(s, i) + APi(s)C
T
i Q−1

w̄ (s, i) [yi(s)− Cix̂(s, i)] + ũ(s), (6.49)
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which can be rewritten as

x̂(s + 1, i) = Ai(s)x̂(s, i) + Ki(s)yi(s) + ũ(s), (6.50)

with the initial value as x̂(ki + 1, i) = x̂(ki + 1, i + 1). Note that for each i, ki + 1 ≤
s ≤ ki + di − di−1 = ki−1. From (6.50), it follows that

x̂(ki−1 + 1, i) = Ai(ki−1)x̂(ki−1, i) + Ki(ki−1)yi(ki−1) + ũ(ki−1)

= Ai(ki−1)Ai(ki−1 − 1)x̂(ki−1 − 1, i)

+Ai(ki−1)Ki(ki−1 − 1)yi(ki−1 − 1) + Ki(ki−1)yi(ki−1)

+Ai(ki−1)ũ(ki−1 − 1) + ũ(ki−1) (6.51)

= · · ·

= Ai(ki−1)Ai(ki−1 − 1) · · ·Ai(ki + 1)x̂(ki + 1, i) +
ki−1∑

j=ki+1

Ai(ki−1)Ai(ki−1 − 1) · · ·Ai(j + 1)Ki(j)yi(j) +

ki−1∑

j=ki+1

Ai(ki−1)Ai(ki−1 − 1) · · ·Ai(j + 1)ũ(j)

= Ai(ki−1 + 1, ki + 1)x̂(ki + 1, i) +
ki−1∑

j=ki+1

Ai(ki−1 + 1, j + 1)Ki(j)yi(j) +

ki−1∑

j=ki+1

Ai(ki−1 + 1, j + 1)ũ(j), (6.52)

which is (6.33). Thus the proof is completed.

The main result is summarized as

Theorem 6.3.2. (LQG Control)

Consider the state-space model (6.1)-(6.2). Suppose the controller ui(k) is allowed
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to be a causal linear function of the measurements y(0), · · · , y(k), i.e.,

ui(k) = Fi(y(0), · · · , y(k)). (6.53)

Then the optimal solution that minimizes (6.5) is given by (6.21), where x̂(k | k) is

the Kalman filter calculated by Theorem 6.3.1.

6.4 Examples

6.4.1 Simple Numerical Example

Consider the system (6.1) and (6.2) with l = 2, A = 1, h0 = 0, h1 = 1, h2 =

2, d0 = 0, d1 = 2, d2 = 3, N = 100, Bi = 1, C(i) = 2, i = 0, 1, 2. The parameters

of (6.3) and (6.5) are PN+1 = 2, Ri = 1, i = 0, 1, 2, Q = 2 and

〈



x(0)

w(k)

v(i)(k)


 ,




x(0)

w(s)

v(i)(s)




〉
=




1 0 0

0 δk,s 0

0 0 δk,s


 .

The initial state x(0) = 50. By applying Theorem 6.3.1, we obtain the controller:

u∗i (k) = −
i + 1 blocks︷ ︸︸ ︷
[0 · · · 0 Im]×(
[Fk

0 (hi)
]T

x̂(k | k) +

hi∑
j=1

[Fk
j (hi)

]T
ũk∗(j − 1)

+

hl∑

j=hi+1

[Sk
j (hi)

]T
ũk∗(j − 1)

)
,

The trajectories of the actual and estimated states are in Figure 6.1.
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Figure 6.1: Actual system state and estimated state.

6.4.2 Application in Unilateral Delay Systems

Introduce a three-layer discrete-time unilateral delay system (see Figure 6.2) which

is similar to the continuous-time case [44]:

Figure 6.2: Unilateral delay system.
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x̌i(k + 1) = Ǎix̌i(k) + Ďiw̌i(k) + B̌iui(k) + Ěivi(k)

qi(k) = Čix̌i(k)

v0(k) = q1(k − h), v1(k) = q2(k − h), v2(k) = 0

y̌i(k) = F̌ix̌i(k) + $̌i(k), i = 0, 1, 2

where x̌i(k), qi(k), y̌i(k), vi(k), w̌i(k), $̌i(k), i = 0, 1, 2, are system states, layer

outputs, layer observed outputs, layer inputs, layer exogenous noises, layer observer

noises, respectively. w̌i(k), $̌i(k), i = 0, 1, 2 are uncorrelated Gaussian white noises

with zero means and variances of 1.

In order to transform the unilateral delay system into the system with multiple

input delays, we define

x(k) =




x0(k)

x1(k)

x2(k)


 =




x̌0(k)

x̌1(k − h)

x̌2(k − 2h)


 , w(k) =




w̌0(k)

w̌1(k − h)

w̌2(k − 2h)


 ,

y(k) =




y̌0(k)

y̌1(k − h)

y̌2(k − 2h)


 , $(k) =




$̌0(k)

$̌(k − h)

$̌(k − 2h)


 ,

and h0 = 0, h1 = h, h2 = 2h.

We obtain the system with multiple input delays (see Figure 6.3)

x(k + 1) = Ax(k) + Dw(k) +
d∑

i=0

Biui(k − hi)

y(k) = Fx(k) + $(k)
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Figure 6.3: Auxiliary form.

where

A =




Ǎ0 Ě0Č1 0

0 Ǎ1 Ě1Č2

0 0 Ǎ2


 , D =




Ď0 0 0

0 Ď1 0

0 0 Ď2


 ,

B0 =




B̌0

0

0


 , B1 =




0

B̌1

0


 , B2 =




0

0

B̌2


 ,

F =




F̌0 0 0

0 F̌1 0

0 0 F̌2


 .

The performance index of the unilateral delay system is given by

JN = E

N∑

k=0

[qT
0 (k)q0(k) +

2∑
i=0

uT
i (k − hi)ui(k − hi)]. (6.54)

Assume that initial conditions ui(t) = 0, t < 0, i = 0, 1, 2, and var[x(0)] =

diag{1, 1, 1}, where var(·) denotes variance. Then, (6.54) has an equivalent ex-
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pression as (6.5) where PN+1 = 0, Ri = 1, i = 0, 1, 2 and

Q =




ČT
0 Č0 0 0

0 0 0

0 0 0


 .

In order to simplify the computation, we set the parameters Ǎi = Či = Ďi = B̌i =

F̌i = 1, i = 0, 1, 2, Ě0 = −0.5, Ě1 = −0.7, h = 1, and N = 100. So we can solve

the LQG control problem for unilateral delay system with Theorem 6.3.2.

Figure 6.4 shows the performances of actual system state and estimated state where

x(0) = diag{20, 20, 20} and Figure 6.5 shows the control inputs. The simulation

shows that our approach in this chapter can achieve good performance for the uni-

lateral delay system.
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Figure 6.4: System state and estimated state.
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Figure 6.5: Control inputs.

The minimization result of JN is related to the time delay h. When h is larger, JN

becomes larger too, e.g. JN = 620.9082 when h = 1, however, JN = 868.6360 when

h = 2. This fact demonstrates that time delays make the performance of output

feedback control worse.

Remark 6.4.1. In [26], delays in the unilateral system are approximated by a finite

dimensional model. Here, we provide a direct solution to the LQG problem for

unilateral delay systems without introducing any approximation.

6.5 Conclusion

We have investigated the discrete-time LQG problem in finite horizon for systems

with multiple input/output delays. A separation principle has been obtained which
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6.5 Conclusion 118

divides the LQG problem into the LQR control for the multiple input delays system

and the H2 filtering problem with multiple output delays. For the filtering problem,

a reorganized innovation analysis approach has been proposed. Our approach has an

advantage in computation compared with the state augmentation approach. Further

research on continuous-time counterpart can be carried out.
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Chapter 7

H∞ Control for Linear Systems

with Multiple Input Delays

7.1 Introduction

In this chapter, we shall discuss the H∞ control for systems with multiple input

delays. In the last few years, some important progress has been made for the H∞

control of systems with I/O delays. Tadmor [83] obtains a necessary and sufficient

condition for the H∞ control of continuous-time systems with single input delay and

an H∞ controller is given in terms of solutions of two algebraic Riccati equations

and one differential Riccati equation over the delay interval. Mirkin [55] treats the

time delay controllers as constrained ones and extracts time delay controllers from

the parametrization of all delay-free controllers. Meinsma and Zwart [53] use a

special controller transformation to reduce a standard H∞ problem to an equivalent

finite dimensional one. Meinsma and Mirkin [52] treat the multiple delay operator

as a special series of nested elementary delay operators. Kojima and Ishijima [44]

discuss the problem in function space and transform the resulting operator Riccati

equations into algebraic Riccati equations. Zhang et al. [99, 102] give an elegant

119
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7.2 Problem Statement 120

solution for discrete-time systems where a duality between the LQR problem with

multiple input delays and a smoothing problem for a backward stochastic delay free

system is provided.

In this chapter, we discuss the discrete-time H∞ control problem for systems with

multiple input delays. Our work is based on [99] where the H∞ full information

control and H∞ control with single input delay are considered. We consider a more

general case where cross terms of state and control inputs exist in the cost function.

An H∞ controller is in terms of an RDE. Moreover, the H2 optimal controller is

obtained when the H∞ performance γ is set to infinity. At last, we apply our result

to the congestion control in ATM network by transforming the congestion network

model to a linear system with multiple input delays.

7.2 Problem Statement

We consider a time-variant linear system with multiple delayed inputs

x(k + 1) = Akx(k) +
d∑

i=1

Bi,kui(k − hi) + B̄kw(k), (7.1)

z(k) = Ckx(k) +
d∑

i=1

Di,kui(k − hi), (7.2)

where x(k) ∈ Rn, ui(k) ∈ Rmi , w(k) ∈ Rp and z(k) ∈ Rr represent the state, the

control input, the exogenous input, and the controlled output, respectively. We

assume that ui(k) = 0 when k < 0. Ak, Bi,k, B̄k, Ck and Di,k are bounded time-

varying matrices. It is assumed that the exogenous input is from `2[0, N ] where

N is the time-horizon of the control problem under investigation. Without loss of

generality, we assume that the delays are in a strictly increasing order: 0 < h1 <

· · · < hd.

For a given positive scalar γ, the finite-horizon H∞ state feedback control problem
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7.3 Design of H∞ Controller 121

is stated as:

Find a control strategy

ui(k) = Fi(x(k), uj(τ)|1 ≤ j ≤ d, 0 ≤ τ < k),

i = 1, 2, · · · , d (7.3)

such that for any non-zero w ∈ `2[0, N ],

||z||2[0,N ]

||w||2[0,N ]

< γ2 (7.4)

under zero initial condition x(k) = 0, − hd ≤ k ≤ 0.

7.3 Design of H∞ Controller

Define JN = ||z||2[0,N ] − γ2||w||2[0,N ], h0 = 0, u0(k) , w(k) and

u(k) ,








u0(k − h0)

...

ui(k − hi)


 ,

hi ≤ k < hi+1,

i = 0, · · · , d− 1,




u0(k − h0)

...

ud(k − hd)


 , k ≥ hd.
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7.3 Design of H∞ Controller 122

Then, the cost function JN can be rewritten as:

JN =
N∑

k=0

xT (k)Qkx(k) + uT (k)Rku(k) + uT (k)Lkx(k)

+xT (k)LT
k u(k) (7.5)

where

Qk = CT
k Ck, (7.6)

D̄i,k = [D1,k D2,k · · · Di,k], i = 1, 2, · · · , d

(7.7)

Rk =






−γ2I 0

0 D̄T
i,kD̄i,k


 ,

hi ≤ k < hi+1

i = 1, 2, · · · , d− 1


−γ2I 0

0 D̄T
d,kD̄d,k


 , k > hd

(7.8)

Lk =






 0

D̄T
i,kCk


 , hi ≤ k < hi+1


 0

D̄T
d,kCk


 , k > hd.

(7.9)

Also, note that the system (7.1) can be written as

x(k + 1) = Akx(k) +
d∑

i=0

Bi,kui(k − hi) (7.10)

where B0,k = B̄k.
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Denote

ũ(k) ,





∑d
j=i+1 Bj,kuj(k − hj), hi ≤ k < hi+1,

0, k ≥ hd,
(7.11)

Bk =





[B0,k · · · Bi,k], hi ≤ k < hi+1,

[B0,k · · · Γd,k], k ≥ hd,
(7.12)

ξ ,




x(0)

ũ(0)

...

ũ(hd − 1)




, u ,




u(0)

...

u(N)


 . (7.13)

Using the above notations and taking into account that ui(k) = 0, i = 0, 1, · · · , d,

for k < 0, system (7.10) can be rewritten as

x(k + 1) =





Akx(k) + Bku(k) + ũ(k), hi ≤ k < hi+1,

Akx(k) + Bku(k), k ≥ hd.
(7.14)

Associated with system (7.14) and the cost (7.5), we introduce the following stochas-

tic system:





x(k) = AT
k x(k + 1) + u(k),

y(k) = BT
k x(k + 1) + v(k),

(7.15)

where x(N + 1) = 0 and

< u(k),u(s) > = Qkδk,s,

< v(k),v(s) > = Rkδk,s,

< u(k),v(s) > = Lkδk,s,
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where δk,s =





1, k = s,

0, k 6= s.

Remark 7.3.1. In (7.15), the covariance Rk of the measurement noise is indefinite

as seen from (7.8). Therefore, the system (7.15) should be studied in Krein space

( [35]) rather than Hilbert space.

Denote

yc ,




y(0)

...

y(N)


 , x0 ,




x(0)

...

x(hd)


 .

We introduce the following lemma to bridge the deterministic H∞ problem and a

stochastic optimization problem.

Lemma 7.3.1. The cost function JN can be given by

JN =


ξ

u




T

Π


ξ

u


 (7.16)

where ξ and u are defined in (7.13), Π =


 Rx0 Rx0yc

Rycx0 Ryc


, and Rxy =< x,y >.

Proof: The proof follows a similar line of arguments as in [97].

From the above lemma, when Ryc is invertible, the minimizing solution over u for

JN is known to be ( [35])

û = −R−1
yc Rycx0ξ

= −R−1
yc Rycx(0)x(0)−∑hd

k=1 R−1
yc Rycx(k)ũ(k − 1).

(7.17)

Remark 7.3.2. Observe that R−1
yc Rycx(k) in (7.17) is in fact the transpose of the
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filtering (k = 0) or smoothing gain (k = 1, 2, · · · , hd) of the stochastic backward

system (7.15) in Krein space. Thus, the standard estimation theory can be applied

to obtain the gain.

The following result is then given. The detail of the derivation is similar to [99] and

is omitted.

Theorem 7.3.1. Consider the system (7.1)-(7.2) and the performance (7.4). For

a given γ > 0 and 0 ≤ τ ≤ N , assume that the RDE

P τ
j = AT

τ+jP
τ
j+1Aτ+j + Qτ+j − (AT

τ+jP
τ
j+1B

τ
j + (Lτ

j )
T )

×(Rτ
j + (Bτ

j )T P τ
j+1B

τ
j )−1((Bτ

j )T P τ
j+1Aτ+j + Lτ

j )

with initial condition P τ
N−τ+1 = 0,

Bτ
j =





[B0,j+τ , · · · , Bi,j+τ ], hi ≤ j < hi+1

[B0,j+τ , · · · , Bd,j+τ ], j ≥ hd,

Lτ
j =






 0

D̄T
i,j+τCj+τ


 , hi ≤ j < hi+1


 0

D̄T
d,j+τCj+τ


 , j > hd,

and

Rτ
j =






−γ2I 0

0 D̄T
i,j+τD̄i,j+τ


 ,

hi ≤ j < hi+1

i = 1, 2, · · · , d− 1


−γ2I 0

0 D̄T
d,j+τD̄d,j+τ


 , j > hd,
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admits a bounded solution P τ
j , j = 0, 1, · · · ,min{hd, N − τ + 1}. Then a controller

that solves the H∞ state feedback control problem exists if and only if

M̄1,1(k) < 0, (7.18)

where M̄1,1(k) is the (1, 1) block of M̄k:

M̄k =





diag{B̄T
k , BT

1,k, · · · , BT
d,k}[P̄k+1(i, j)](d+1)×(d+1)

×diag{B̄k, B1,k, · · ·Bd,k}
+diag{−γ2Ip, D̄T

d,kD̄d,k},
k ≤ N − hd;

diag{B̄T
k , BT

1,k, · · · , BT
l,k}[P̄k+1(i, j)](l+1)×(l+1)

×diag{B̄k, B1,k, · · ·Bl,k}
+diag{−γ2Ip, D̄T

l,kD̄l,k},
N − hl+1 < k ≤ N − hl

with P̄τ (i, j):

P̄τ (i, j) = P τ
hi

(Āτ
hi−1)

T · · · (Āτ
hj

)T −
hj−1∑
s=0

P τ
hi

(Āτ
hi−1)

T · · · (Āτ
s+1)

T Bτ
s

×(M τ
s )−1(Bτ

s )T{P τ
hj

(Āτ
hj−1)

T · · · (Āτ
s+1)

T}T , i ≥ j.
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In this case, a suitable H∞ controller (central controller) u∗i (τ) is given by

i + 1 blocks

u∗i (τ) = −[

︷ ︸︸ ︷
0 · · · 0 Im]{[F τ

0 (hi)]
T x(τ)

+

hi∑

l=1

[F τ
l (hi − l)]T

d∑
j=i+1

Bj,l+τ−1uj(l + τ − hj − 1)

+

hd∑

l=hi+1

[Sτ
l (hi)]

T

d∑
j=i+1

Bj,l+τ−1uj(l + τ − hj − 1)},

i = 1, 2, · · · , d, (7.19)

where

F τ
l (j) = {Āτ

l · · · Āτ
l+j−1

−
l∑

s=1

Aτ
l (s)(B

τ
s−1)

T Āτ
s · · · Āτ

j+l−1}Kτ
l+j, 1 ≤ j ≤ l − 1,

Sτ
l (j) = Aτ

l (j + 1)

−{
j∑

s=1

Aτ
l (s)(B

τ
s−1)

T Āτ
s · · · Āτ

j−1}Kτ
j , 1 ≤ j ≤ l − 1,

Sτ
l (0) = Aτ

l (1),

Aτ
l (s) =





0, l < s,

P τ
l Bτ

l−1(M
τ
l−1)

−1, l = s,

P τ
l (Āτ

l−1)
T · · · (Āτ

s)
T Bτ

s−1(M
τ
s−1)

−1, l > s,

with

Āτ
j = AT

τ+j −Kτ
j (Bτ

j )T ,

Kτ
j = AT

τ+jP
τ
j+1B

τ
j (M τ

j )−1,

M τ
j = Rτ

j + (Bτ
j )T P τ

j+1B
τ
j .

Remark 7.3.3. Note that in [99], the H∞ full-information control problem is in-

Nanyang Technological University Singapore

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



7.3 Design of H∞ Controller 128

vestigated. Here, we consider the state feedback H∞ control for system with multiple

input delays.

Remark 7.3.4. It is well known that the optimal H2 control solution can be obtained

by setting γ → ∞ in the corresponding H∞ control solution. Thus, consider the

system (7.1)-(7.2), where w is a white noise with unit variance. The H2 state

feedback control problem is to find an optimal state feedback law that minimizes

E(‖z‖2), where E(·) stands for the mathematical expectation.

Denote

B̌τ
k =





[B1,τ+k · · · Bi,τ+k], hi ≤ k < hi+1,

[B1,τ+k · · · Bd,τ+k], k ≥ hd,

Ľτ
k =





(D̄τ
i,k)

T Ck, hi ≤ k < hi+1,

(D̄τ
d,k)

T Ck, k > hd,

D̄τ
i,k = [D1,τ+k−h1 D2,τ+k−h2 · · · Di,τ+k−hi

],

i = 1, 2, · · · , d,

and

Řτ
k =





D̄T
i,kD̄i,k, hi ≤ k < hi+1,

D̄T
d,kD̄d,k, k > hd.

Introduce the Riccati equation

P τ
j = AT

τ+jP
τ
j+1Aτ+j + Qτ+j − (AT

τ+jP
τ
j+1B̌

τ
j + (Ľτ

j )
T )

×(Řτ
j + (B̌τ

j )T P τ
j+1B̌

τ
j )−1((B̌τ

j )T P τ
j+1Aτ+j + Ľτ

j ),

P τ
N−τ+1 = 0. (7.20)
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The optimal H2 controller can be given by

i blocks

u∗i (τ) = −[

︷ ︸︸ ︷
0 · · · 0 Im]{[F τ

0 (hi)]
T x(τ)

+

hi∑

l=1

[F τ
l (hi − l)]T

d∑
j=i+1

Bj,l+τ−1uj(l + τ − hj − 1)

+

hd∑

l=hi+1

[Sτ
l (hi)]

T

d∑
j=i+1

Bj,l+τ−1uj(l + τ − hj − 1)},

i = 0, 1, 2, · · · , d, (7.21)

where

F τ
l (j) = {Āτ

l · · · Āτ
l+j−1

−
l∑

s=1

Aτ
l (s)(B̌

τ
s−1)

T Āτ
s · · · Āτ

j+l−1}Kτ
l+j, (7.22)

Sτ
l (j) = Aτ

l (j + 1)

−{
j∑

s=1

Aτ
l (s)(B̌

τ
s−1)

T Āτ
s · · · Āτ

j−1}Kτ
j ,

1 ≤ j ≤ l − 1, (7.23)

Sτ
l (0) = Aτ

l (1),

Aτ
l (s) =





0, l < s,

P τ
l B̌τ

l−1(M
τ
l−1)

−1, l = s,

P τ
l (Āτ

l−1)
T · · · (Āτ

s)
T B̌τ

s−1(M
τ
s−1)

−1, l > s,

(7.24)

with

Āτ
j = AT

τ+j −Kτ
j (B̌τ

j )T ,

Kτ
j = AT

τ+jP
τ
j+1B̌

τ
j (M τ

j )−1,

M τ
j = Řτ

j + (B̌τ
j )T P τ

j+1B̌
τ
j ,
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and B̌τ
0 , 0.

7.4 Example

In this section, we revisit the ATM congestion control problem. The ATM system

model and symbols are the same as in Section 4.4.1 except that we consider multiple

input rates here. The queue length equation is given by

qk+1 = qk +
d∑

i=1

ri,k − µk,

≡ qk +
d∑

i=1

ũi,k−hi
− µk, (7.25)

µk = µ + ζk (7.26)

ζk =

p1∑
i=1

liζk−i + wk−1, (7.27)

where µ is the constant nominal service rate, ri,k and ũi,k−hi
are respectively the

input rate of i-th source and the calculated i-th source rate at switch, {li}i=1,2,··· ,p1

are known parameters. wk is a zero-mean i.i.d. Gaussian sequence with variance ρ2.

hi is the round trip delay of the i-th source.

The H∞ congestion control problem is given below.

Find a source rate ũ such that

sup
{q0,ũi,t−hi

|0≤i≤d,0≤k≤N−hi}
J(q0, ũi,k−hi

, µk) < γ2, (7.28)

for a prescribed γ > 0, where

J(q0, ũi,k−hi
, µk) =

N∑
k=1

[(qk − q)2 +
d∑

i=1

λ2(ri,k − aiµk)
2]

N∑
t=1

w2
k

, (7.29)
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where q is the target queue length, λ is a weighting factor and 0 6= w ∈ `2[0, N ].

It is clear that the objective is to make the queue buffer close to the desired level

while the difference between the source rate and the service rate should not be too

large. The above criterion combines the performance of queue length and accumu-

lation of the difference between switch input and output.

We assume that link capacity is a second order AR process, i.e. p1 = 2 [3]. To

formulate the above congestion control as the H∞ control problem for systems with

multiple inputs studied in the previous section, define

x(k) ,




qk − q

ζk−1

ζk


 ,

ui(k − hi) , ũi,k−hi
− aiµ,

z(k) ,




qk − q

λ(r1,k − a1µk)

...

λ(rd,k − adµk)




=




qk − q

λ(ū1(k − h1)− a1ζk)

...

λ(v̄d(k − hd)− adζk)




,

w(k) , wk.

Here ai is the weight for different source rates and
d∑

i=1

ai = 1.

The system (7.25)-(7.27) can be expressed as the form of (7.1)-(7.2) with

Ak =




1 0 −1

0 0 1

0 l2 l1


 , B̄k =




0

0

1


 , Bi,t =




1

0

0


 .

From the cost function (7.29), it is easy to know that Qk, Rk and Lk of (7.5) are
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given by

Qk =




1 0 0

0 0 0

0 0
∑ϑ(k)

i=1 a2
i


 , Rk =


−γ2I 0

0 λ2I


 ,

LT
k =




0 0 · · · 0

0 0 · · · 0

0 −a1 · · · −aϑ(k)


 ,

where ϑ(k) =





i, hi ≤ k < hi+1, i = 1, 2, · · · , d− 1

d, k > hd

and I is an identity matrix

of appropriate dimension.

An H∞ controller ui(τ) can be obtained using Theorem 7.3.1.

Remark 7.4.1. Note that in congestion control F τ
l (j),Sτ

l (j), M̄1,1(k) and Γj,l+τ−1

are known or can be calculated off-line, so the source rates (controller) can be com-

puted real time.

We consider that the congestion control model has the same parameters as that of

Chapter 4, except that w ∈ `2[0, N ]. We further assume that there are 4 sources

with round trip delay from 1 to 4, respectively. Time length is 100 and we set

γ = 15. The weighting between the queue length and the transmission rate is λ = 1

and ai = 1/d(i = 1, 2, · · · , d) are the source sharing. Simulation result is in Figure

7.1 and 7.2. The vertical axis in Figure 7.1 is queue length qk and the controllers

ui(k) in Figure 7.2 are defined as ui(k) = ũi,k − aiµ where ũi,k are calculated i-th

source rate at switch and µ is the constant nominal service rate. The initial queue

length of the congested switch is set to be 5100. From Figure 7.1 we can see that

the queue length quickly converges to the target queue length.
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Figure 7.1: Queue length response.

7.5 Conclusion

This chapter has addressed the H∞ control problem for systems with multiple input

delays. We extended the existing work [99] where the H∞ full-information control

is studied, by allowing cross terms of state and delayed inputs in the quadratic cri-

terion. The key to solve the H∞ problem is the duality between the H∞ control

problem and a smoothing estimation problem for an associated system without de-

lays. We also applied the H∞ technique to multi-user-one-switch congestion control

in ATM networks. Compared with the existing results of ATM congestion control,

our approach has the advantage of lower computational cost as no state augmen-

tation is needed. The simulation demonstrated the effectiveness of the proposed

approach.
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Figure 7.2: Control Signal.
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Chapter 8

Sampled-data LQR Control for

Systems with Multiple Input

Delays

8.1 Introduction

Sampled-data control is commonly used in digital control and communication and

has been extensively studied in the early 1990’s [4,9,11,38,81,88]. There are several

methods to deal with SD systems: direct method [95], frequency domain method [74]

and lifting method [87].

There are some works about SD systems with I/O delays, e.g. [23,25,69]. Lyapunov-

Krasovskii functional is used to get sufficient stability conditions for the H∞ control

problem in [23,25] where the controller relies on the bound of I/O delay and it is a

suboptimal result. A lifting method is used in [69] to deal with single time delay H2

problem. To the best of our knowledge, SD control for systems with multiple input

delays has not been solved yet. The work in this chapter is primarily motivated
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8.2 Problem Statement 136

by Zhang et al. [97, 98] where the LQR problem for both the discrete-time and

continuous-time systems with multiple input delays is studied.

In this chapter, we study SD systems with zero-order hold (ZOH) controllers. We

first convert the sampled-data LQR problem into the LQR for a continuous-time

system by introducing Dirac delta function. The ‘continuous-time’ system has mul-

tiple input delays, for which the LQR solution can be obtained using the result

of [98]. After some basic algebraic manipulations, we derive the LQR sampled-data

controller with ZOH.

8.2 Problem Statement

In this section, we formulate the sampled-data LQR problem for systems with the

zero-order hold.

Consider the system with multiple input delays described by:

ẋ(t) = Atx(t) +
d∑

i=1

Bi,tui(t− hi) (8.1)

where x(t) ∈ Rn, ui(t) ∈ Rmi are the system state and the ith control input,

respectively, hi, i = 1, 2, · · · , d, is the ith input delay which is assumed to be

known. Without loss of generality, we assume that 0 < h1 < h2 < · · · < hd

and mi = m, i = 1, 2, · · · , d. The initial state is

x(t) = φ(t), − hd ≤ t ≤ 0. (8.2)
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The cost function is given by

Jtf = xT
tf

Ptf xtf +

∫ tf

0

xT (t)Qx(t)dt +
d∑

i=1

∫ tf−hi

0

uT
i (t)R1,iui(t)dt +

+
d∑

i=1

∑

j|jp∈[0,tf−hi],j∈Z
(uT

i (jp)− uT
i (jp−))R2,i(ui(jp)− ui(jp

−)) (8.3)

where ui(jp
−) = ui(t)|(t < jp and t − jp → 0), p is the sampling period, tf is

the time horizon under consideration, and the matrices Ptf , R1,i, R2,i and Q are

weighting matrices with R2,i positive definite and R1,i and Q positive semi-definite.

Here, we do not require R1,i to be positive definite since the zero-order hold will be

used and we are concerned with input at sampling instants. In order to simplify the

discussion, we assume that hi and tf are multiple of p, i.e. hi = κip and tf = Np

where κi, N ∈ N. We also assume that ui(t) = 0 for t < 0.

Remark 8.2.1. Note that in the standard H2 and H∞ sampled-data control (see [9]

and [81], respectively), the cost function only involves the first control input term

in (8.3) which can be considered as the total energy cost. The second control input

term in (8.3) can be considered as the penalty on input jump at sampling instant

and it is introduced also for the reason that in our approach to be introduced later,

we need to use this term for controller design [77]. Observe that since we shall only

consider the zero-order hold, the cost function of (8.3) is also meaningful if we set

R1,i to be zero.

Since ui(t) is constant for kp ≤ t < (k + 1)p, we can write ui(t) in the form:

ui(t) =

∫ t

0

ũi(τ)dτ, ũi(τ) =

N−κi∑
j=0

µi,jδ(τ − jp) (8.4)

where δ(t) is the Dirac delta function.

The problem of sampled-data LQR with the zero-order hold is then stated as:
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Find the control inputs ui(t), 0 ≤ t ≤ tf − hi or equivalently µi,j of (8.4), j =

0, 1, · · · , N − κi, i = 1, 2, · · · , d based on the sampled state x(kp), kp ≤ t, that

minimize the cost (8.3).

8.3 Design of Sampled-Data LQR Controller

In this section, we shall present a solution to the sampled-data LQR problem. We

adopt the approach in [77] where the sampled-data H∞ control problem for systems

without delays is tackled by augmenting the system state with control input.

First, denote

x̃(t) ,




x(t)

u1(t− h1)

...

ud(t− hd)




, (8.5)

ũ(t) ,





0, 0 ≤ t < h1,


ũ1(t− h1)

...

ũi(t− hi)


 , hi ≤ t < hi+1,




ũ1(t− h1)

...

ũd(t− hd)


 , t ≥ hd,

(8.6)

Nanyang Technological University Singapore

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



8.3 Design of Sampled-Data LQR Controller 139

ǔ(t) ,








0

ũ1(t− h1)

...

ũd(t− hd)




, 0 ≤ t < h1,




0

...

0

ũi+1(t− hi+1)

...

ũd(t− hd)




, hi ≤ t < hi+1,

0, t ≥ hd.

(8.7)

In view of the assumption that ui(t) = 0 for t < 0, (8.1) can be expressed as the

following equivalent augmented system:

˙̃x(t) =





Ātx̃(t) +
i∑

l=1

B̄l,tũl(t− hl) + ǔ(t), hi ≤ t < hi+1

Ātx̃(t) +
d∑

l=1

B̄l,tũl(t− hl), t ≥ hd

(8.8)

=





Ātx̃(t) + B̄tũ(t) + ǔ(t), hi ≤ t < hi+1

Ātx̃(t) + B̄tũ(t), t ≥ hd,
(8.9)

where

Āt =




At B1,t · · · Bd,t

0 0 · · · 0

...
...

. . .
...

0 0 · · · 0




, (8.10)
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B̄l,t =








0

...

0

I

0

...

0




, t ≥ hl,

0, t < hl,

(8.11)

B̄t =





0, 0 ≤ t < h1,

[B̄1,t, · · · , B̄i,t], hi ≤ t < hi+1,

[B̄1,t, · · · , B̄d,t], t ≥ hd,

(8.12)

and the identity matrix I in B̄l,t is in the (l + 1)− th row block.

By taking into consideration of (8.4), it is easy to know that the cost function (8.3)

can be rewritten as

Jtf = xT
tf

Ptf xtf +
d∑

i=1

∫ tf

0

uT
i (t− hi)R1,iui(t− hi)dt +

∫ tf

0

xT (t)Qx(t)dt

+
d∑

i=1

∫ tf−hi

0

ũT
i (t)

(
R2,i

1∑N−1
j=0 δ(t− jp)

)
ũi(t)dt (8.13)

= x̃T
tf

P̃tf x̃tf +

∫ tf

0

x̃T (t)Q̃tx̃(t)dt +

∫ tf

0

ũT (t)R̃tũ(t)dt, (8.14)
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where

x̃tf = x̃(tf ), (8.15)

P̃tf = diag{Ptf , 0, · · · , 0}, (8.16)

Q̃t = diag{Q, R1,1, · · · , R1,d}, (8.17)

R̃t =
1∑N−1

j=0 δ(t− jp)
R̄t, (8.18)

R̄t =





0, 0 ≤ t < h1,

diag{R2,1, · · · , R2,i}, hi ≤ t < hi+1,

diag{R2,1, · · · , R2,d}, t ≥ hd.

(8.19)

We observe that the cost function (8.14) is now in the form of standard quadratic cost

function for continuous-time systems. Note that the LQR problem for continuous-

time systems with input delays has been addressed in [98] where the analogue state

x(t) is available for feedback.

In the following, we shall apply the result of [98] and demonstrate how the optimal

control based on the sampled state x(jp) can be obtained.

To this end, we introduce the following RDE:

−dP (t)

dt
= ĀT

t P (t) + P (t)Āt + Q̃t −KtR̃tK
T
t , P (tf ) = P̃tf , (8.20)

associated with the system (8.9) and the cost (8.14), where

Kt = P (t)B̄t(R̃t)
−1 (8.21)

and B̄t is defined in (8.12).
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Note that

KtR̃tK
T
t = P (t)B̄tR̃

−1
t R̃tR̃

−1
t B̄T

t P (t)

= P (t)B̄t

N−1∑
j=0

δ(t− jp)R̄−1
t B̄T

t P (t), (8.22)

which implies that KtR̃tK
T
t = 0 when t ∈ [(j − 1)p, jp) and KtR̃tK

T
t → ∞ for

t = jp.

Therefore, for t ∈ [(j − 1)p, jp), the RDE (8.20) becomes

−dP (t)

dt
= ĀT

t P (t) + P (t)Āt + Q̃t, (8.23)

whereas at sampling instant t = jp, (8.20) can be rewritten as

−Ṗ (t) = −KtR̃tK
T
t . (8.24)

By taking into consideration of (8.21), we have

−Ṗ (t) = −P (t)B̄tR̃
−1
t B̄T

t P (t) = −P (t)B̄t

N−1∑
j=0

δ(t− jp)R̄−1
t B̄T

t P (t) (8.25)

or yet

d(P−1(t))

dt
= −B̄t

N−1∑
j=0

δ(t− jp)R̄−1
t B̄T

t . (8.26)

We now approximate δ(t) by 1
∆

[δ−1(t)− δ−1(t−∆)] where δ−1 is the unit Heaviside

step function at t = 0 [77]. By taking the integration of (8.26) from jp− to jp, we

obtain

−P−1(jp) + P−1(jp−) = B̄jpR̄
−1
jp B̄T

jp,
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i.e.,

P (jp−) = P (jp)[I + B̄jpR̄
−1
jp B̄T

jpP (jp)]−1. (8.27)

From (8.20) and (8.27), we know that P (t) will be continuous inter-samples but

there is a jump at each sampling instant.

With the solution of the RDE (8.23) and (8.27), the optimal control is given by [98]:

ũ∗i (jp) = −K̄(jp + hi)x̃(0)−
∫ h−i

0

K̄1(jp + hi, s)ǔ
∗(s)ds−

∫ hd

hi

K̄2(jp + hi, s)ǔ
∗(s)ds

= −K̄10(jp + hi)x(0)− K̄11(jp + hi)u1(−h1)− · · · − K̄1d(jp + hi)ud(−hd)

−
∫ h−i

0

K̄1(jp + hi, s)ǔ
∗(s)ds−

∫ hd

hi

K̄2(jp + hi, s)ǔ
∗(s)ds (8.28)

where h−i is defined as h−i < hi and (h−i − hi) → 0,

K̄(jp + hi) = R−1
2,i

N−1∑

k=0

δ(jp− kp)B̄T
i,jp+hi

P (jp + hi)[Ψ̄(0, jp + hi)]
T ,(8.29)

K̄1(jp + hi, s) = R−1
2,i

N−1∑

k=0

δ(jp− kp)B̄T
i,jp+hi

P (jp + hi)

×[Ψ̄(s, jp + hi)]
T [In −G(s)P (s)], (8.30)

K̄2(jp + hi, s) = R−1
2,i

N−1∑

k=0

δ(jp− kp)B̄T
i,jp+hi

[In − P (jp + hi)G(jp + hi)]

×Ψ̄(jp + hi, s)P (s), (8.31)

K̄(·) = [K̄10(·) K̄11(·) · · · K̄1d(·)], (8.32)

and

G(s) =

∫ s

0

[Ψ̄(r, s)]T B̄rR̃
−1
r B̄T

r Ψ̄(r, s)dr

=
∑

j|0≤jp≤s

[Ψ̄(jp, s)]T B̄jpR̄
−1
jp B̄T

jpΨ̄(jp, s), (8.33)
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while Ψ̄(s, ·) is the transition matrix of

−Ãs = KsB̄
T
s − ĀT

s . (8.34)

Recall the definition

ũi(τ) =

N−κi∑

k=0

δ(τ − kp)µi,k.

Then, by taking integration of (8.28) from jp− to jp and taking into consideration

(8.29)-(8.32), we get

µ∗i,j = −K10(jp + hi)x(0)−K11(jp + hi)u1(−h1)− · · · −K1d(jp + hi)ud(−hd)

−
∫ h−i

0

K1(jp + hi, s)ǔ
∗(s)ds−

∫ hd

hi

K2(jp + hi, s)ǔ
∗(s)ds (8.35)

where

K(jp + hi) = R−1
2,i B̄

T
i,jp+hi

P (jp + hi)[Ψ̄(0, jp + hi)]
T ,

K1(jp + hi, s) = R−1
2,i B̄

T
i,jp+hi

P (jp + hi)[Ψ̄(s, jp + hi)]
T [In −G(s)P (s)],

K2(jp + hi, s) = R−1
2,i B̄

T
i,jp+hi

[In − P (jp + hi)G(jp + hi)]Ψ̄(jp + hi, s)P (s),

K(·) = [K10(·) K11(·) · · · K1d(·)].
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We further note that

∫ h−i

0

K1(jp + hi, s)ǔ
∗(s)ds

=
i−1∑

k=0

∫ h−k+1

hk

K1(jp + hi, s)




0

...

0
N−1∑
l=0

µk,lδ(s− hk − lp)

...
N−1∑
l=0

µd,lδ(s− hd − lp)




ds

= 0, (8.36)

where h0 , 0.

Similarly,

∫ hd

hi

K2(jp + hi, s)ǔ
∗(s)ds

=
d∑

k=i+1

∫ hk

hk−1

K2(jp + hi, s)




0

...

0
N−1∑
l=0

µk,lδ(s− hk − lp)

...
N−1∑
l=0

µd,lδ(s− hd − lp)




ds

= 0. (8.37)

Moreover, note that ui(τ) = 0 if τ < 0, the optimal control is given by

u∗i (jp) = −K10(jp + hi)x(0). (8.38)
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However, the above optimal control is given in terms of the initial state x(0) rather

than the current state x(jp). This problem can be addressed by shifting the time

interval from [0, hd] to [τ, τ + hd]. Here, we introduce the following notations. For

any given τ ≥ 0, denote

x̃τ (t) ,




x(τ + t)

u1(τ + t− h1)

...

ud(τ + t− hd)




,

ũτ (t) ,





0, 0 ≤ t < h1


ũ1(τ + t− h1)

...

ũi(τ + t− hi)


 , hi ≤ t < hi+1




ũ1(τ + t− h1)

...

ũd(τ + t− hd)


 , t ≥ hd,

ǔτ (t) ,








0

ũ1(τ + t− h1)

...

ũd(τ + t− hd)




, 0 ≤ t < h1




0

...

0

ũl(τ + t− hl)

...

ũd(τ + t− hd)




, hl ≤ t < hl+1, t + τ ≤ tf

0, t ≥ hd.
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Define the following RDE:

−dP τ (t)

dt
= ĀT

τ+tP
τ (t) + P τ (t)Āτ+t + Q̃τ+t −Kτ

t R̃τ
t (K

τ
t )T (8.39)

with initial condition P τ (tf − τ) = P̃tf , where

R̃τ
t =

1
N−1∑
j=0

δ(t + τ − jp)

R̄τ
t , (8.40)

R̄τ
t =





0, 0 ≤ t < h1

diag{R2,1, · · · , R2,i}, hi ≤ t < hi+1

diag{R2,1, · · · , R2,d}, t ≥ hd,

(8.41)

B̄τ
t =





0, 0 ≤ t < h1

[B̄1,t+τ , · · · , B̄i,t+τ ], hi ≤ t < hi+1

[B̄1,t+τ , · · · , B̄d,t+τ ], t ≥ hd,

(8.42)

Kτ
t = P τ (t)B̄τ

t (R̃τ
t )
−1. (8.43)

Furthermore, the RDE (8.39) is equivalent to

−dP τ (t)

dt
= ĀT

τ+tP
τ (t) + P τ (t)Āτ+t + Q̃τ+t, τ 6= jp, t ∈ [0, p), j = 0, 1, · · · ,

P jp(0−) = P jp(0)[I + B̄jp
0 (R̄jp

0 )−1(B̄jp
0 )T P jp(0)]−1. (8.44)

Similar to the case of τ = 0, the optimal controller can be expressed as

µ∗i,j = −Kjp(hi)x̃
jp(0)−

∫ h−i

0

Kjp
1 (hi, s)ǔ

jp∗(s)ds−
∫ hd

hi

Kjp
2 (hi, s)ǔ

jp∗(s)ds

= −Kjp
10(hi)x(jp)−Kjp

11(hi)u1(jp− h1)− · · · −Kjp
1d(hi)ud(jp− hd)

−
∫ h−i

0

Kjp
1 (hi, s)ǔ

jp∗(s)ds−
∫ hd

hi

Kjp
2 (hi, s)ǔ

jp∗(s)ds, (8.45)
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where

Kjp(hi) = R−1
2,i B̄

T
i,jp+hi

P jp(hi)[Ψ̄
jp(0, hi)]

T , (8.46)

Kjp
1 (hi, s) = R−1

2,i B̄
T
i,jp+hi

P jp(hi)[Ψ̄
jp(s, hi)]

T [In −Gjp(s)P jp(s)], (8.47)

Kjp
2 (hi, s) = R−1

2,i B̄
T
i,jp+hi

[In − P jp(hi)G
jp(hi)]Ψ̄

jp(hi, s)P
jp(s), (8.48)

Gjp(s) =

∫ s

0

[Ψ̄jp(r, s)]T B̄jp
r (R̃jp

r )−1(B̄jp
r )T Ψ̄jp(r, s)dr

=
∑

k|0≤kp≤s

[Ψ̄jp(kp, s)]T B̄jp
kp(R̄kp)

−1(B̄jp
kp)

T Ψ̄jp(kp, s), (8.49)

Kjp(hi) = [Kjp
10(hi) Kjp

11(hi) · · · Kjp
1d(hi)], (8.50)

and Ψ̄τ (s, ¦) is the transition matrix of

−Ãτ
s = Kτ

s (B̄τ
s )T − (Āτ

s)
T . (8.51)

Then,

∫ h−i

0

Kjp
1 (hi, s)ǔ

jp∗(s)ds =
i∑

k=1

∫ h−k

hk−1

Kjp
1 (hi, s)




0

...

0
∑N−1

l=0 µk,lδ(s− hk − lp + jp)

...
∑N−1

l=0 µd,lδ(s− hd − lp + jp)




ds

=
i∑

k=1

hk/p−1∑

ζ=hk−1/p

Kjp
1 (hi, ζp)




0

...

0

µk,j+ζ−hk/p

...

µd,j+ζ−hd/p




.
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Similarly,

∫ hd

hi

Kjp
2 (hi, s)ǔ

jp∗(s)ds =
d∑

k=i+1

hd/p∑

ζ=hk−1/p

Kjp
2 (hi, ζp)




0

...

0

µk,j+ζ−hk/p

...

µd,j+ζ−hd/p




.

So the controller (8.45) is simplified into

µ∗i,j = −Kjp
10(hi)x(jp)−Kjp

11(hi)u1(jp− h1)− · · · −Kjp
1d(hi)ud(jp− hd)

−
i∑

k=1

hk/p−1∑

ζ=hk−1/p

Kjp
1 (hi, ζp)




0

...

0

µk,j+ζ−hk/p

...

µd,j+ζ−hd/p




−
d∑

k=i+1

hd/p∑

ζ=hk−1/p

Kjp
2 (hi, ζp)




0

...

0

µk,j+ζ−hk/p

...

µd,j+ζ−hd/p




,

= −Kjp
10(hi)x(jp)−Kjp

11(hi)u1(jp− h1)− · · · −Kjp
1d(hi)ud(jp− hd)

−
i∑

k=1

κk−1∑

ζ=κk−1

Kjp
1 (hi, ζp)




0

...

0

µk,j+ζ−κk

...

µd,j+ζ−κd




−
d∑

k=i+1

κd∑

ζ=κk−1

Kjp
2 (hi, ζp)




0

...

0

µk,j+ζ−κk

...

µd,j+ζ−κd




(8.52)

where µ·,j = 0 when j < 0. The last equality is derived according to the definition

of hk and κ0 , 0.
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Theorem 8.3.1. Given linear time-varying system (8.1) with multiple input delays

and the LQR cost function (8.3), the optimal state feedback sampled-data controller

with ZOH is given by

ui(t) =
k∑

j=0

µi,j, kp ≤ t < (k + 1)p, i = 1, 2, · · · , d, (8.53)

where ui,j is defined as (8.52).

8.4 Example

Here we present a simple example to show the efficiency of our approach.

Introduce a system

ẋ(t) = x(t) + u(t− h1)

with quadratic performance

Jtf = xT
tf

Ptf xtf +

∫ tf

0

xT (t)Qx(t)dt +

∫ tf−h1

0

uT (t)R1u(t)dt

+
∑

j|jp∈[0,tf−h1]

(u(jp)− u(jp−))T R2(u(jp)− u(jp−)),

where p = 0.1, h1 = 1, Q = 2, R1 = R2 = 0.5, tf = 10, Ptf = 3. We further

assume that x(0) = 1 and u(t) = 0, t < 0.
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According to Section 8.3, we have

Āt =


1 1

0 0


 ,

B̄t =






0

1


 , t ≥ 1,

0, t < 1.

So the RDEs (Riccati differential equations) are

−dP τ (t)

dt
=


1 0

1 0


 P τ (t) + P τ (t)


1 1

0 0


 +


2 0

0 0.5


 , τ = 0, 0.1, · · · , 10, t ∈ [0, 0.1)

(8.54)

P jp(0−) = P jp(0)


I +


0 0

0 2


 P jp(0)



−1

,

P 10(0) = P (10) =


3 0

0 0


 , j = 0, 1, · · · , 10.

Now, the RDE (8.54) leads to

−Ṗ τ
11 = 2P τ

11 + 2,

−Ṗ τ
12 = P τ

11 + P τ
12,

P τ
21 = P τ

12,

−Ṗ τ
22 = 2P τ

12 + 0.5.
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Hence, for t, t0 ∈ [0, 0.1),

P τ
11(t) = e−2(t−t0)P τ

11(t0) +

∫ t

t0

e−2(t−σ)(−2)dσ

= e2t0−2t(P τ
11(t0) + 1)− 1,

P τ
12(t) = e−(t−t0)P τ

12(t0) +

∫ t

t0

e−(t−σ)(−P τ
11(σ))dσ

= e−(t−t0)P τ
12(t0) + (P τ

11(t0) + 1)(e2t0−2t − et0−t) + (1− e−t+t0),

P τ
22(t) = P τ

22(t0)−
∫ t

t0

(2P τ
12(σ) + 0.5)dσ

= P τ
22(t0)− 2

∫ t

t0

P τ
12(σ)dσ − 0.5(t− t0)

= P τ
22(t0)− 0.5(t− t0)− 2[−et0−tP τ

12(t0) + P τ
12(t0)

+(P τ
11(t0) + 1)(−1

2
e2t0−2t +

1

2
+ et0−t − 1) + (t− t0) + et0−t − 1].

The solution of P (t) is shown in Figure 8.1, we can see that P (jp), j = 0, 1, · · · , 99,

backward converges to a constant matrix and there is a jump at each sampling time

jp, j = 1, · · · , 99.

We also have

−Ãτ
s = Kτ

s (B̄τ
s )T − (Āτ

s)
T

= P τ (s)B̄τ
s (R̃τ

s)
−1(B̄τ

s )T − (Āτ
s)

T

= −

1 0

1 0


 ,

when 0 ≤ s < h1. The last equality is derived according to B̄τ
s = 0, when 0 ≤ s < h1.

The transition matrix can then be achieved

Ψ̄jp(s, h1) =


 eh1−s 0

−1 + eh1−s 1


 , 0 ≤ s < h1. (8.55)
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Then

µ∗1,j = −Kjp(h1)x̃(jp)−
h1/p−1∑

ζ=0

Kjp
1 (h1, ζp)


 0

µ1,j+ζ−h1/p


 , (8.56)

where

Kjp(h1) = R−1
2 B̄T

jp+h1
P jp(h1)[Ψ̄

jp(0, h1)]
T ,

Kjp
1 (h1, s) = R−1

2 B̄T
jp+h1

P jp(h1)[Ψ̄
jp(s, h1)]

T [I2 −Gjp(s)P jp(s)]

and Gjp(s) = 0 when 0 ≤ s < h1, which is derived according to equation (8.49).

Furthermore, u(t) =
∑k

j=0 µ1,j, kp ≤ t < (k + 1)p.

The control signal u(t) and the trajectory of the closed-loop system state x(t) are

shown in Figure 8.2 and Figure 8.3, respectively. We can see that x(t) converges to

zero quickly. There is a glitch in the Figure 8.3 because we assume initial condition

u(t) = 0, t < 0, and the input of the system is zero (i.e. open-loop) when t ≤ h1.

The control begins to affect the performance of x(t) after time h1 and x(t) is almost

equal to 0 when t > 5.

8.5 Conclusion

We have studied the finite-horizon LQR problem for sampled-data systems with

multiple input delays. Dirac delta function is used to transform the SD system

into a ‘continuous’ LQR problem. The LQR SD controller is then derived from the

continuous LQR controller by some algebraic manipulations. Compared with other

approaches to sampled-data problems, our approach is easy to understand and has a

simple expression. A simple example is provided to show that the proposed method

is effective.
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Figure 8.1: The solution of P(t).
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Figure 8.2: Control signal u(t).
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Chapter 9

Conclusion and Future Work

9.1 Conclusions

In this thesis, we have discussed some issues of robust deconvolution and optimal and

robust control of systems with input/output delays. We summarize the contributions

of the thesis in the following aspects.

We investigated robust deconvolution for SISO and MIMO time-delay systems with

a polynomial approach. The uncertainties under consideration appear in both the

numerator and denominator of the system model and input signal model. Fictitious

noises are introduced to evaluate the effect of the random parameter uncertainties

and the robust deconvolution estimator is given in terms of a Diophantine equa-

tion and a spectral factorization. For the SISO case, the deconvolution estimator

minimizes the mean square estimation error with respect to the uncertainties and

noises whose covariances are of known lower and upper bounds. For the MIMO

case, the covariances of uncertainties and noises are known and the covariances of

the fictitious noises are simplified with some algebraic manipulations.

We provided a solution to the H2 optimal state feedback control for systems with
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time delay in the input. The system with time delay is transformed to a delay-

free time-varying system by state augmentation and the H2 control design is then

formulated as a bilinear matrix inequality (BMIs) problem for which a sequential

linear programming method is applied.

We also addressed the H∞ state feedback control for systems with time delay in

input. A Lyapunov-Krasovskii functional method is applied to obtain a sufficient

condition for stability analysis and an H∞ controller is designed in terms of linear

matrix inequalities.

We proposed solutions for the H2 and H∞ control for systems with multiple in-

put delays. The key to our development is the duality between the LQR control

with multiple input delays and a smoothing problem for an associated backward

stochastic delay free system. We also tackled the LQG problem for systems with

multiple I/O delays. A separation principle has been developed which converts the

LQG problem into a LQR problem plus the Kalman filtering. The Kalman filtering

with multiple output delays is derived using a re-organized innovation analysis. For

the H∞ case, we considered more general case than that in an existing literature

by incorporating cross terms of state and exogenous inputs in the quadratic cost

function.

Finally, we looked into the sampled-data LQR control with multiple input delays.

Dirac delta function has been introduced to transform the hybrid (continuous/discrete-

time) problem into a continuous-time form. State feedback controllers are expressed

in terms of the solution of the ‘continuous’ LQR problem. The sampled data con-

troller with zero-order hold is then obtained with some algebraic manipulations.
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9.2 Future work

In Chapters 2 and 3, we have studied the robust deconvolution estimation for time-

delay systems with random parameter uncertainties under the minimal mean square

error criterion where partial information about the statistics of input noise is as-

sumed. In the case when no information on the input noise statistics is available, a

robust deconvolution under an H∞ performance criterion would be desirable. Thus,

it seems natural to extend the work in Chapters 2 and 3 to the robust H∞ decon-

volution estimation for systems with random parameter uncertainty.

In Chapters 6 and 7, we have investigated the finite horizon LQR, LQG and H∞

control problems for systems with multiple input delays. It remains challenging to

establish parallel results for the infinite horizon case where stability analysis for the

closed-loop system has to be carried out. Furthermore, the state feedback control

in Chapter 7 may be extended to the dynamic output feedback case.

We have investigated the optimal H2 and H∞ control problems for systems with

multiple input delays. It would be interesting to study systems with uncertainty.

In this case, the question of whether a similar duality between an optimal control

problem and a smoothing estimation problem holds remains to be investigated.

Another problem worthy of investigating is the output feedback H∞ control problem

for systems with multiple I/O delays.

In Chapter 8, we have investigated sampled-data LQR control problem for system

with multiple input delays. It is worth investigating the H2 and H∞ sampled-data

control problems for systems with input delay.
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Appendix A Proof of Theorem

2.4.1

Proof: (a). Note from (2.23)-(2.24) that e0(k) and v0(k) can be expressed as

e0(k) = DT
c (k)Ue(k), (A.1)

v0(k) = AT
bp(k)Yu(k), (A.2)

where Dc(k) and Abp(k) are as defined in (2.7) and (2.10), respectively, and Ue(k)

and Yu(k) are as follows

Ue(k) =
[
u(k − 1) · · · u(k − nd); e(k) · · · e(k − nc)

]T

, (A.3)

Yu(k) =
[
y(k − 1) · · · y(k − na); u(k − d) · · · u(k − d− nb);

v(k) · · · v(k − np)
]T

. (A.4)

Observe that Dc(k) is independent of Ue(k) and Abp(k) is independent of Yu(k).

From Assumption 2.2.1, we know that e(k), v(k), e0(k) and v0(k) are mutually

uncorrelated. Actually, it is easy to verify that E [e(k)v(k)] = E [e(k)e0(k)] =

E [e(k)v0(k)] = E [v(k)e0(k)] = E [v(k)v0(k)] = E [e0(k)v0(k)] = 0. Thus, e(k), v(k),

e0(k) and v0(k) are mutually uncorrelated.

(b). Under Assumption 2.2.1, for any k 6= s, say k > s, Dc(k) is independent of
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Dc(s), Ue(s) and Ue(k). Then, we have

E[e0(k)e0(s)] = E
[DT

c (k)
]
E

[Ue(k)UT
e (s)Dc(s)

]
= 0,

E[e0(k)] = E
[DT

c (k)
]
E [Ue(k)] = 0, (A.5)

where E
[DT

c (k)
]

= 0 has been applied. Hence, e0(k) is a white noise with zero

mean. Similarly, we can show that v0(k) is a white noise with zero mean.

Next, we compute the covariances of e0(k) and v0(k). Define

Rue
4
= E

[Ue(k)UT
e (k)

]
, Ryu

4
= E

[Yu(k)YT
u (k)

]
. (A.6)

From (A.1), since Dc(k) is independent of Ue(k), it follows that

σ0
e = E

[
e2
0(k)

]
= Ẽ

[DT
c (k)E{Ue(k)UT

e (k)}Dc(k)
]

= Ẽ
[DT

c (k)RueDc(k)
]
.(A.7)

Similarly,

σ0
v = E

[
v2

0(k)
]

= Ẽ
[AT

bp(k)RyuAbp(k)
]
. (A.8)

On the other hand, from (6.6) we have

Ue(k) =


D−1Qd {Ce(k) + e0(k)}

Qce(k)




= D−1diag{Qd,Qc}





C

D


 e(k) +


1

0


 e0(k)



 , (A.9)
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where Ue(k) is as defined in (A.3) and

Qd =
[
q−1 q−2 · · · q−nd

]T

, (A.10)

Qc =
[
1 q−1 · · · q−nc

]T

. (A.11)

Since e(k) and e0(k) are mutually uncorrelated white noises, using Parseval’s formula

yields the following

Rue = E[Ue(k)UT
e (k)]

=
1

2πi

∮

|z|=1

(DD∗)−1diag{Qd,Qc}





C

D




[
C∗ D∗

]
σe +


1

0




[
1 0

]
σ0

e



×

diag{Qd∗,Qc∗}dz

z
. (A.12)

We multiply the left side of (A.12) by DT
c (k) and the right side by Dc(k), and take

the mathematical expectation Ẽ, it follows that

σ0
e = Ẽ[DT

c (k)Ue(k)UT
e (k)Dc(k)]

= Ẽ
1

2πi

∮

|z|=1

(DD∗)−1
[
−∆D ∆C

]





C

D




[
C∗ D∗

]
σe +


1

0




[
1 0

]
σ0

e





×

−∆D∗

∆C∗


 dz

z
. (A.13)

Thus,

σ0
e = σ0

eγ0 + γ1, (A.14)
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where

γ0 =
1

2πi

∮

|z|=1

(DD∗)−1Ẽ [∆D∆D∗]
dz

z
, (A.15)

γ1 =
σe

2πi

∮

|z|=1

(DD∗)−1Ẽ [(−C∆D + D∆C)(−C∆D + D∆C)∗]
dz

z
,(A.16)

By applying some simple algebra and noting that γ0 < 1, γ0 and γ1 are obtained as

(2.30) and (2.31), thus σ0
e of (2.28) is obtained from (A.14). By applying a similar

discussion, we obtain (2.29). This completes the proof.
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