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Abstract

This thesis is focused on the design of high-speed bandpass continuous-time delta-sigma modulators for analog-to-digital conversion. First, a sixth-order bandpass delta-sigma modulator that uses subsampling relative to the radio frequency (RF) or intermediate frequency (IF) of a receiver, while oversampling the signal bandwidth is described in this thesis. The continuous-time filter that works at RF/IF frequency together with the discrete-time filter operating at lower frequency provide both noise shaping to quantization noise and subsampling noise. The transfer function derivation with finite Q factor bandpass filter is analyzed, and two different modulator structures are compared based on the derived transfer function to achieve better noise shaping for both quantization noise and subsampling noise. Because the sampling frequency is much lower than the RF/IF frequency, the complexity and power consumption of the digital signal processing stage is greatly reduced. The subsampling delta-sigma modulator is simulated in AMIS 0.5μm CMOS process; the peak SNDR is 51dB with 70MHz input frequency, 18.667MHz sampling frequency and 200kHz bandwidth. Second, a novel compensation technique that compensates for the intersymbol interference and excess loop delay in the 1-bit NRZ feedback DAC of continuous-time delta-sigma modulators is presented. The technique does not require a prior knowledge of the NRZ DAC output pulse in response to the input transition. As such, it could potentially compensate for most of the NRZ DAC nonidealties at high sampling frequency. A second-order bandpass continuous-time delta-sigma modulator is simulated to verify the effectiveness of the proposed DAC compensation technique.
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Chapter 1

Introduction

1.1 Motivation

The increasing demand for mobile communications has introduced numerous challenges in the design of cellular and cordless systems. One way to improve these systems is to reduce the cost and power consumption of the radio transceiver. Since bandpass delta-sigma analog-to-digital converters (A/Ds) can digitize high-frequency signals with a narrow bandwidth, they enable the RF IC designer to consider novel system architectures. In a typical radio receiver design, the baseband conversion scheme requires demodulation of the message using two matched mixers fed by in-phase (I) and quadrature (Q) carriers. The output of each mixer is then low-pass filtered and subsequently converted to digital form with separate A/D converters as shown in Fig. 1.1. In this case, analog quadrature demodulation which suffers from component variation, temperature sensitivities, noise, nonlinearities, and dc offset is used. If the A/D conversion is used at the intermediate frequency (IF) stage, as shown in Fig. 1.2, demodulation and IF filtering can be done digitally which avoids I and Q mismatch and other limitations of analog circuits. The robustness of the digital circuitry gives manufacturing advantages and allows the use of sophisticated algorithms, which are especially useful with digitally coded transmission. Furthermore, the digital filtering makes possible greater flexibility and programmability, which is a preferred property in multi-mode mobile phones.
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![Diagram of a conventional super-heterodyne dual-conversion radio receiver architecture.](image)

**Figure 1.1 Conventional super-heterodyne dual-conversion radio receiver architecture**

![Diagram of the receiver architecture with bandpass A/D.](image)

**Figure 1.2 The receiver architecture with bandpass A/D**

Delta-sigma A/D converters are often preferable to conventional Nyquist rate A/D converters since they use oversampling which relaxes the requirement for an analog anti-aliasing pre-filter, they are robust against circuit imperfections, have inherent linearity due to the use of single-bit quantizer, and can achieve high resolution with reduced complexity. Bandpass delta-sigma A/D converters provide a means of performing high-resolution conversion on narrowband signals at high frequencies which is well suited for use in front-end or early IF stages of radio receivers.

Bandpass delta-sigma modulator is usually realized either by a discrete time (DT) circuit such as switched-capacitor (SC) or switched-current (SI) circuits, or by continuous time (CT) circuit that uses Gm-C techniques or LC filter. Continuous time
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Bandpass delta-sigma modulators are much faster than discrete time bandpass delta-sigma modulators in the same process which makes them suitable for such high-frequency applications. The main problem of continuous time delta-sigma modulators is the clock jitter and other DAC nonidealities such as excess loop delay.

In this thesis, a new compensation technique to compensate for the NRZ DAC nonidealities is presented. This compensation is based on acquiring the error signal by using additional DACs which are matched to the feedback DAC. The major advantage of this compensation technique is that it does not require any prior knowledge of the DAC nonidealities.

Normally for bandpass delta-sigma modulators, the sampling frequency is four times the center frequency, resulting in a very high sampling frequency. Sampling at such high frequencies requires expensive process and increases the complexity and power consumption of the digital signal processing stage. This problem can be solved by using an architecture employing subsampling with respect to the IF signal. This enables sampling at a frequency much lower than the center frequency and realizing the frequency down-conversion.

Despite these features subsampling suffers from some drawbacks. One drawback is that the subsampling operation will introduce more noise than conventional sampling operation. Another drawback is the performance of continuous-time filter will degrade that a controllable moderate Q factor continuous-time bandpass filter cannot adequately suppress quantization noise. So a subsampling bandpass delta-sigma modulator is proposed; a discrete-time filter is placed after the continuous-time filter to give additional noise shaping. The continuous-time bandpass filter operates at high
frequency and after subsampling the discrete-time filter operates at low frequency. These two filters working together provide noise shaping both to the quantization noise and the noise introduced by the subsampling operation.

1.2 Objective & Contributions

1. Review the published techniques that reduce the clock jitter in continuous-time ΔΣMs
2. Review the published techniques that compensate excess loop delay in continuous-time ΔΣMs
3. Review the published architectures with mixers/subsampling in ΣΔM loop
4. Analysis the transfer function derivation with finite Q-factor bandpass filter with subsampling
5. A subsampling bandpass ΔΣM for digitizing signals close to the front-end of a radio receiver with the following characteristics is proposed:
   - Subsampling of IF signal which results in a sampling frequency lower than the IF.
   - A moderate Q-factor continuous-time filter and a discrete-time filter are used together to provide noise shaping both to quantization noise and sampling noise.
   - A jitter insensitive pulse shaped DAC is used with the function of frequency translation.
6. A novel compensation technique that compensates for the intersymbol interference and excess loop delay in the 1-bit NRZ feedback DAC of continuous-time ΔΣMs is proposed.

1.3 Thesis Organization

This chapter introduces the motivation and objectives of this report and the application of the bandpass delta-sigma modulator. In Chapter 2, the background of the delta-sigma modulators is presented. Chapter 3 reviews some important properties of continuous time delta-sigma modulators and architectures with mixers/subsampling in modulator loop. The proposed subsampling bandpass delta-sigma modulator is analyzed in Chapter 4 and the associated system level and circuit level simulation results are given in Chapter 5. Chapter 6 presents the novel DAC compensation scheme for continuous time delta-sigma modulators. Chapter 7 is the conclusion and future works.
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2.1 Analog to Digital Conversion

The exploitation of digital signal processing is increasing all the time. Its benefits are flexibility, programmability and insensitivity to nonidealities. However, information is usually transferred, collected, and/or used in analog form. The imperfections of analog circuitry and different noise sources limit the achievable conversion resolution and dynamic range. Technology scaling does not improve the situation and the demand for lower supply voltages actually makes the design more difficult and calls for new analog circuit structures. Several well-know ADC architectures are:

1. Flash and Folding Converters

Due to large area flash and folding converters are best suited for resolutions < 10 bits at high sampling rates. The power consumption of flash converters is also very large. These types of ADCs do not always have an input S/H circuit since this would limit the conversion speed. Without a S/H circuit at the input the dynamic performance at high input frequencies is poor. Some two-stage folding converters suitable for high resolutions at high sampling rates have been reported. They are however usually implemented in bipolar or BiCMOS processes.
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2. Pipelined Converters

For higher resolutions pipelined converters are better suited than flash or folding converters. The requirements on the comparators can be relaxed by using digital correction. However, inaccuracies in the DACs necessitate calibration techniques for high resolutions.

3. Time-Interleaved Converters

In the time-interleaved converter several ADCs operating at a lower speed are connected in parallel. Mismatch in the channels will cause distortion but can be reduced by calibration techniques and the dynamic performance at high input frequencies is limited by phase-skew errors between the channel. These errors are reduced by an input S/H. However, the input S/H must operate at the full speed of the ADC. Therefore it is difficult to design.

4. Oversampling Delta-Sigma Converters (ΔΣM)

Oversampling ADCs are relatively insensitive to imperfections in the analog components, which make them suitable for high resolutions. The main drawback is that the oversampling limits the signal bandwidth. The oversampling delta-sigma converter is normally used for signal bandwidths up to a few MHz.

Depending on the sampling frequency, ADCs can be separated into two categories. The first category is Nyquist ADC such as the architectures 1,2 and 3 described above. The second category is the architecture 4, oversampling delta-sigma converters.
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2.2 Basic Theory of Delta-Sigma Modulator

ΔΣM have become a popular alternative to conventional Nyquist A/D converters. The basic principle behind ΔΣM is to trade signal bandwidth for resolution. Moreover, the feedback loop with filter can shape the spectra of the modulation noise. The traditional ADC requires a very sharp roll-off analog lowpass (LP) filter before the signal sampling occurs. In the case of LP ΔΣM a low order LP filter, for example an RC filter, is usually adequate, because of the higher sampling frequency. The ΔΣM is a simple circuit structure and, compared to Nyquist rate converters, is insensitive to analog circuit nonidealities, despite the higher clock rate. However, the required digital filter and decimation stage have to be considered in the total power budget when an A/D topology is selected.

2.2.1 Quantization

If the quantization step of a B bit ADC is Δ and the quantization error is evenly distributed in the range ± Δ/2, with Δ=2V_{ref}/(2^B-1). We obtain the average quantization noise power as

\[ \sigma_e^2 = \frac{1}{\Delta} \int_{-\Delta/2}^{\Delta/2} e^2 \, de = \frac{\Delta^2}{12} \approx \left( \frac{2V_{ref}}{2^B} \right)^2 / 12 \]  \hspace{1cm} (2.1)

If the signal is treated as a zero mean random process and its power is \( \sigma_s^2 \), then the signal to noise ratio is:

\[ SNR = 10 \log \left( \frac{\sigma_s^2}{\sigma_e^2} \right) = 10 \log \left( \frac{\sigma_s^2}{V_{ref}^2} \right) + 4.77 + 6.02B \ [dB] \]  \hspace{1cm} (2.2)
The SNR can be improved by using oversampling technique. Due to the sampling operation, the quantization noise power folds in the frequency range \([0, fs/2]\) as shown in Fig.2.1. Assuming that quantization noise is white, we may write the single-sided quantization noise power spectral density as

\[
N_q = \frac{2}{f_s} \cdot \sigma^2.
\]  

(2.3)

Figure 2.1 Quantization noise power spectral density for Nyquist rate conversion and oversampling conversion

If the desired signal band \(f_{bw}\) is filtered by an ideal brickwall digital filter \((H_d)\) then the in-band noise power is

\[
\sigma_{\text{in}}^2 = \int_{-f_{bw}}^{f_{bw}} |H_d(f)|^2 N_q df = 2 \int_{f_{bw}}^{fs/2} |H_d(f)|^2 N_q df = \frac{\sigma_e^2}{f_s} \cdot 2 f_{bw} = \frac{\sigma_e^2}{OSR},
\]  

(2.4)

where the oversampling ratio (OSR) is defined as

\[
OSR = \frac{f_s}{2 f_{bw}} = \frac{f_s}{f_{nyq}}.
\]  

(2.5)
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The achievable SNR in dB is then:

\[ SNR = 10 \log \left( \frac{\sigma_s^2}{\sigma_e^2} \right) = 10 \log(\sigma_s^2) - 10 \log(\sigma_e^2) + 10 \log(OSR) \ [dB] \] (2.6)

We see that by doubling the sampling frequency the quantization noise power can be reduced by 3dB or that the resolution is improved by half a bit. This is valid for all ADCs but further noise reduction is possible by quantization noise shaping, which is utilized in ΔΣMs.

2.2.2 Noise Shaping

The effectiveness of oversampling can be improved by a ΔΣM, in which the feedback signal is used to shape the quantization noise spectra. In LP ΔΣMs (Fig.2.2) the basic building blocks are an integrator and a quantizer and D/A converter. By linearizing the loop the output signal of a first order LP ΔΣM can be written in the z-domain as

\[ Y_{LP}(z) = z^{-1}X(z) + (1-z^{-1})E(z) . \] (2.7)

\[ \text{Figure 2.2 LP ΔΣM and its discrete-time equivalent model} \]

- 10 -
We see that the noise transfer function (NTF) has a zero at DC and hence the quantization noise is high-pass filtered. The signal transfer function (STF) causes only one clock period delay between input and output.

The inband noise power at the output of a first order LP ΔΣM is:

\[ \sigma_y^2 = \sigma_e^2 \frac{\pi^2}{3} \left( \frac{2 \frac{f_{\text{in}}}{f_s}}{3} \right) = \sigma_e^2 \frac{\pi^2}{3} \left( \frac{1}{\text{OSR}} \right)^3 \]  

(2.8)

The SNR in dB is then:

\[ \text{SNR} = 10 \log \left( \frac{\sigma_x^2}{\sigma_y^2} \right) = 10 \log(\sigma_x^2) - 10 \log(\sigma_y^2) + 10 \log \left( \frac{\pi^2}{3} \right) + 30 \log(\text{OSR}) \]  

[dB]  

(2.9)

For every doubling of the sampling frequency, the SNR improves by 9dB, or equivalently, the resolution improves by 1.5bits.

This is a significant improvement compared to eq. (2.6) and it enables the use of a low resolution internal quantizer (even 1-bit) in the loop if the OSR is high enough. A more effective quantization noise shaping can be achieved by increasing the order of the loop filter or adding resonators to the loop.

### 2.2.3 Bandpass Delta-Sigma Modulators

If we use a resonator instead of the integrator, the noise would tend to be shaped away from the resonate frequency, the quantization noise then has a band reject shape
because the loop filter is bandpass, and the resulting ∆ΣM is called bandpass (BP) ∆ΣM [1].

This can be done by replacing the integrators in the LP ∆ΣM by resonators, which is equivalent to $z^{-1} \rightarrow -z^{-2}$ transformation. This leads to the second order BP ∆ΣM structure as shown in Fig. 2.3 and we obtain

$$Y_{bp}(z) = z^{-2}X(z) + (1 + z^{-2})E(z). \quad (2.10)$$

![Figure 2.3 BP ∆ΣM and its discrete-time equivalent model](image)

Now the NTF has zeros at the frequencies $\pm f_s/4$ instead of DC and the quantization noise is shaped away from the frequencies around $f_s/4$. The differences between LP and BP ∆ΣMs are further clarified in Fig. 2.4 and 2.5.
The LP ΔΣMs and their properties are well-known and therefore the easiest way to design BP ΔΣMs is to select a suitable LP ΔΣM prototype and perform the LP to BP transformation. The preceding $z^{-1} \rightarrow -z^{-2}$ transformation is attractive because the properties of the LP prototype, such as stability and dynamics, are preserved. The disadvantage is that the notch of the NTF is fixed at the $\pm fs/4$. The general discrete-time LP-to-BP transformation is
$z \rightarrow -z \frac{z + a}{az + 1}, -1 < a < 1. \quad (2.11)$

and it enables full control of the notch frequency through the parameter $a$. However, the dynamic properties of the LP prototype are not preserved [2]. The third possibility is to use a filter optimizer to design a suitable NTF for the specific purpose.

The LP-to-BP transformation doubles the order of the loop filter and hence, in principle, the number of required active components is also doubled. However, one should take note that, one BP $\Delta \Sigma M$ replaces two LP $\Delta \Sigma M$s in both $I$ and $Q$ signal paths and hence no extra active components are needed.

### 2.2.4 Discrete-Time vs. Continuous-Time

$\Delta \Sigma M$ can be designed as discrete-time (DT) or continuous-time (CT) circuits as shown in Fig. 2.6. With DT circuits an S/H stage is required at the input of the $\Delta \Sigma M$ to convert a CT analog signal to a discrete-time signal. This block can limit the linearity and noise floor of the whole $\Delta \Sigma M$ and, furthermore, an anti-alias filter is needed prior to the sampler. With CT circuits the sampling occurs only in the ADC and the sampling errors are attenuated by the loop. The loop filter also operates as an anti-alias filter and therefore the analog pre-filter may be eliminated. The power dissipation of CT $\Delta \Sigma M$s is usually lower than that of DT switched-capacitor (SC) circuits and they are suitable for high-speed and low-power applications. However,
the linearity requirements are harder to achieve, for example with the RC or Gm-C techniques, than with the SC technique. The main problem of the CT ΔΣMs is the clock jitter [3], which will be discussed in Chapter 3.

![Diagrams of DT and CT ΔΣMs]

**Figure 2.6** A model for DT and CT ΔΣMs

### 2.2.5 Performance Metrics

The signal-to-noise ratio (SNR) is the ratio between signal power and noise power within a specified frequency band. The SNR is usually shown as a function of the input signal level and the measured peak.
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The signal-to-quantization noise ratio (SQNR) is the ratio between signal power and quantization noise power within a specified band. The SQNR is a useful figure in the design phase and for a 2\(N\)-order BP \(\Delta \Sigma\)M, we have [4]

\[
SQNR_{\text{max}} = 10 \log_{10} \left( \frac{3}{2} \left( \frac{2N+1}{\pi^{2N}} \right)^{5/2} \right) + 6.02(B-1) \tag{2.12}
\]

where \(B\) is the number of bits in the internal ADC. One should be very cautious about using eq. (2.12) for high order (\(N>2\)) or multi-bit (\(B>2\)) \(\Delta \Sigma\)Ms because the selected circuit structure and different nonidealities affect the achievable SQNR quite considerably. Therefore system level simulation with specific circuit architecture has to be performed to obtain more realistic results.

Dynamic Range (DR) has a similar definition as described for the conventional converters. It is defined as the range of input amplitude (assuming single sinusoid at some specific frequency) that gives positive SNR at the output. Since DR is usually expressed in dB, it can be regarded as the power of sinusoid with maximum stable amplitude, to the power of the sinusoid that gives 0 dB SNR. A DR plot is obtained by plotting SNR vs. input amplitude. Dynamic range can also be defined in terms of bits:

\[
DR_{\text{bit}} = \frac{DR_{\text{dB}} - 1.761}{6.021} \tag{2.13}
\]

Speed, Power Dissipation and Area. Both the sampling frequency and OSR have to be known in order to define the real conversion speed of the \(\Delta \Sigma\)M which, in the case of Nyquist ADCs, is usually expressed as the number of samples per second. When different circuits are compared the input signal frequency has to be taken into account.
because high linearity is harder to achieve at high frequencies and clock jitter may reduce the circuit dynamic range.

Power dissipation is a very important issue in battery-operated devices, and also because of heating problems, has to be considered in other applications too. The technology scaling, together with low power supplies, helps to reduce the power dissipation of digital circuits, but low power consumption and a low power supply in analog circuits are challenges that need to be solved.

The circuit area can be an important figure of merits in some applications, but usually the area of ΔΣM is considered to be small compared to other ADC topologies. However, in multi-bit ΔΣM the circuit area may be a significant issue.
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Chapter 3
Continuous-Time Bandpass Delta-Sigma Modulators

3.1 Design of Continuous-Time Delta-Sigma Modulator

Bandpass delta-sigma modulator is well suited for A/D conversion of narrow band signals modulated on a carrier signal. Due to relaxed settling time requirement, and sampling within the loop, continuous-time delta-sigma modulator can operate at higher sampling frequency with moderate dynamic range.

3.1.1 Design Consideration and Challenges

As in the case of the design of many other analog circuits, the design of delta-sigma modulator is governed by several performance goals such as SNR and power consumption.

A brief overview of the most important design considerations and challenges will be given here:

- **Architecture**: The two most commonly used architectures are the single loop $\Delta\Sigma M$ and multi stage (MASH) $\Delta\Sigma M$ [1]. A multi stage $\Delta\Sigma M$, depicted in Fig. 3.1, uses a second-order $\Delta\Sigma M$ to shape the quantization noise of the previous
modulator and accomplish noise cancellation in the digital filter, thereby avoiding stability problems. The disadvantage of the MASH structure is its sensitivity to mismatch of quantizer level and filter functions. However, current CMOS technology usually has large process variation, which could result up to 50% variation in the RC time constant. It will result in incomplete cancellation, which causes the cancellation to fail, and the SNR will not be improved.

![Multi-stage bandpass ΔΣM](image)

**Figure 3.1 Multi-stage bandpass ΔΣM**

- **Quantizer Resolution**: Increasing the resolution of the quantizer in a ΔΣM increases the theoretically achievable SNR of the modulator considerably. Unfortunately, the required accuracy of the implementation increases proportionally. The linearity of the DAC directly affects the performance of ΔΣM. A one bit DAC can achieve higher degree of linearity than that of a
multi-bit DAC. For a multi-bit DAC, some calibration [2] and mismatch shaping techniques are needed such as dynamic element matching (DEM) [3].

- **Order of the Loop Filter**: A high order loop filter results in a high theoretical SNR, even at low oversampling ratio. For a loop filter with an order larger than two, the stability of the ΔΣM depends on the input signal and will be more affected by the excess loop delay [4] [5].

- **Oversampling Ratio**: Increasing the oversampling ratio is the easiest way for increasing the theoretical SNR of a ΔΣM. Generally, changing the OSR does not affect the stability of the modulator nor does it require a more accurate implementation. The major obstacle for very high sampling frequency is the bandwidth requirement on the ΔΣM circuitry itself and signal processing circuitry following the modulator.

### 3.1.2 Continuous-Time to Discrete-Time Transformation

A Continuous-time ΣΔM is internally a discrete-time system [5]. Because the quantizer in a CT ΣΔM is clocked, which means there is an implicit sampling action inside the modulator, and sampled circuits are DT circuits. We can make the sampling explicit by placing the S/H immediately prior to the quantizer, as depicted in the upper left diagram of Fig. 3.2; this does not change the behavior of the modulator. If we want to know how this is equivalent to a DT modulator, shown in the upper right of
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Fig. 3.2, then it is illustrative to make both inputs zero and open both loops just before the quantizer. This leads to the bottom two diagrams of Fig. 3.2.

![Diagram showing open-loop CT ΔΣM and its DT equivalent](image)

Figure 3.2 Open-loop CT ΔΣM and its DT equivalent

In the CT open-loop diagram, the quantizer output $y(n)$ is a DT quantity, and we may think of the DAC as a "discrete-to-continuous converter." It generates a CT pulse $y(t)$ from the output sampled $y(n)$. This pulse is filtered by $H(s)$ (the CT loop filter) to provide $x(t)$ at the quantizer input, which is then sampled to produce the DT quantizer input $x(n)$. The input and output of both CT and DT open-loop diagrams are thus DT quantities. A CT ΣΔM would produce the same sequence of output bits $y(n)$ as DT ΔΣM if the outputs to the quantizer in both were identical at the following sampling instants [6]:

$$x(n) = x(t) \big|_{t=nT_s}.$$  \hspace{1cm} (3.1)

This would be satisfied if the impulse responses of the open loops in Fig. 3.2 were equal at sampling times, leading to the condition [7]

$$Z^{-1}\{H(z)\} = L^{-1}\{\hat{R}_D(s)\hat{H}(s)\} \cdot (\sum_{k=0}^{\infty} \delta(t-nT_s)), $$  \hspace{1cm} (3.2)
or, in the time domain [8]

$$h(n) = [\hat{r}_D(t) * \hat{h}(t)]_{t=nT_s} = \sum_{\tau} \hat{r}_D(\tau) \hat{h}(t-\tau) d\tau \bigg|_{t=nT_s},$$  \hspace{1cm} (3.3)

where $\hat{r}_D(t)$ is the impulse response of the DAC. Since we require the CT and DT impulse responses to be the same, the transformation between the two is called the impulse-invariant transformation [7]. Using the impulse-invariant transformation eq. (3.2) can be written as [4]:

$$H(z) = Z\{L^{-1}(\hat{r}_D(s) \hat{H}(s) * \frac{1}{1-e^{-sT_s}})\}. \hspace{1cm} (3.4)$$

Using the Cauchy residue theorem, the equivalent DT transfer function can be solved:

$$H(z) = \sum_{n=1}^{\infty} \text{Res} \frac{\hat{r}_D(s) \hat{H}(s)}{1-e^{-sT_s} z^{-1}}. \hspace{1cm} (3.5)$$

In which $s_n$ are the poles of $\hat{r}_D(s)$ and $\hat{H}(s)$. The residue $\text{Res}_f(x)$ for an $m$-th order pole at $x = x_0$ is given by

$$\text{Res}_f(x) = \frac{1}{(m-1)!} \lim_{s \to x_0} \left\{ \frac{d^{m-1}}{dx^{m-1}} \left[ (x-x_0)^m f(x) \right] \right\}. \hspace{1cm} (3.6)$$

As an example, the equivalent DT transfer function of a second order resonator will be calculated. The CT transfer function of a resonator is:

$$\hat{H}(s) = \frac{\omega_2 (s + \omega_2)}{s^2 + s \omega_0 / Q + \omega_0^2}. \hspace{1cm} (3.7)$$

If the DAC uses a Return-to-Zero (RZ) pulse shape with duration of $0.5T_s$. The impulse response $\hat{r}_D(t)$ of the DAC pulse shape is given by:

$$\hat{r}_D(t) = u(t-T_s/4) - u(t-3T_s/4). \hspace{1cm} (3.8)$$
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In which \( u(t) \) is the unit step function. The Laplace transform of the DAC pulse shape equals to:

\[
\hat{R}_D(s) = L\{\dot{r}_D(t)\} = \frac{e^{-\frac{T_0}{4}} - e^{-\frac{3T_0}{4}}}{s}. \tag{3.9}
\]

The \( H(z) \) can be calculated by residues, giving:

\[
H(z) = z^{-\frac{T_0}{4}} \left( \frac{e^{-\frac{3T_0}{4}} - e^{-\frac{T_0}{4}}}{s(s-s_1^*)(1-e^{sT_i}z^{-1})} \right) \left( \frac{e^{-\frac{3T_0}{4}} - e^{-\frac{T_0}{4}}}{s(s-s_i^*)(1-e^{sT_i}z^{-1})} \right) \right. \left. \bigg|_{s \to s_i^*} \right), \tag{3.10}
\]

with \( s_i = -\omega_b / 2Q + j\omega_b \sqrt{1-1/4Q^2} \) and \( s_i^* \) being the complex conjugated of \( s_i \).

Because of the terms \( e^{-\frac{3T_0}{4}} \) and \( e^{-\frac{T_0}{4}} \) in eq. (3.9), the impulse-invariant transformation does not converge in the left half of the complex plane. This problem is overcome by recognizing that \( e^{-sT_i} \) equals a delay of full sample period and results in a term \( z^{-1} \) in the equivalent DT transfer function, as a result, we replace \( e^{-\frac{3T_0}{4}} \) and \( e^{-\frac{T_0}{4}} \) by \( e^{-\frac{4T_0}{4}} \) and \( e^{-\frac{1T_0}{4}} \) in eq. (3.10), respectively.

Combining the two terms in eq. (3.10) gives:

\[
H(z) = k_z \frac{z^{-1}(a_1 + a_2z^{-1})}{1 - 2b\cos(\theta_0)z^{-1} + b^2z^{-2}}, \tag{3.11}
\]

For \( Q \geq 1 \):

\[
\theta_0 \approx \omega_b T_s \tag{3.12}
\]

\[
k_z \approx (\omega_z / \omega_b) \sin(\omega_b T_s / 4) \tag{3.13}
\]

\[
b = e^{-\theta_b / 2Q} \tag{3.14}
\]
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\[
a_1 \approx (\omega_2 / \omega_b) \sin(\theta_0 / 2) - \cos(\theta_0 / 2) \tag{3.15}
\]

\[
a_2 \approx \cos(3\theta_0 / 2) - (\omega_2 / \omega_b) \sin(3\theta_0 / 2) \tag{3.16}
\]

Clearly, the poles of the equivalent DT transfer function are fully determined by the poles of the CT transfer function. The relationship between the CT poles \(s_i\) and the DT poles \(z_i\) is given by:

\[
z_i = e^{s_i T}. \tag{3.17}
\]

The zeros of the DT transfer function depend on both the poles and zeros of the CT transfer function. When the equivalent DT transfer function \(H(z)\) of the CT resonator has been determined, the coefficient \(\omega_b, Q, \omega_2\) and \(\omega_2\) of the CT resonator can be found using eqs. (3.12)-(3.16). Note that the CT loop filter structure should have sufficient degrees of freedom to allow for the implementation of the desired DT loop filter transfer function.

### 3.1.3 Design Methodology

So the design of a \(\Delta\Sigma M\) with a continuous time loop filter can be done in discrete time domain. The sampled response of the CT loop filter to the pulse of the quantizer DAC can be replaced by an equivalent DT loop filter. The stability of the \(\Delta\Sigma M\) is also analyzed in the discrete time domain. Once the DT loop filter is designed, the CT loop transfer function can be determined from the DT loop filter and the pulse shape of the DAC. The direct transformation of DT transfer function is possible using the above techniques or Schreier’s method in the time domain [33]. The latter uses a state-space
representation. Although Schreier’s transformation is more general, the heavy use of matrix notation, singularity problem make the use of this transformation technique rather difficult. For the resulting CT transfer function a suitable filter structure should be found. Starting from a known CT filter structure the coefficient can be determined easily from the CT to DT transformation. For this method to succeed, the CT filter structure should have sufficient degrees of freedom to implement the required DT transfer function. When the coefficients of the CT are found, a suitable implementation of CT loop filter can be designed [4].

The method above only deals with loop filter equivalence, which affects the noise transfer function in the linearized delta sigma model. There are some subtleties concerning the signal transfer function [8], where signal transfer function is simply assumed to be equal to a gain of one in the signal band. Actually the assumption is approximate for most design. And the difference between the signal transfer function of CT loop and DT loop can be compensated by another filter.

A rough design methodology for single loop, one bit (bandpass) delta sigma modulator with a continuous time loop filter can be extracted [4]:

1. Define the design goal (such as tuning frequency) and performance target (i.e. SNR, power consumption and bandwidth).
2. Determine the oversampling ratio and order of loop filter using theoretical estimates of the achievable dynamic range and possible power consumption limitations on the sampling frequency.
3. Design the DT loop filter such that the ΔΣM is small-signal stable. The poles of the loop filter determine the in-band gain and tuning frequency. The zeros of the
loop filters determine the stability of the modulator.

4. Determine the equivalent DT loop filter of a CT loop filter structure having sufficient degrees of freedom. Note that the pulse shape of the DAC can have a considerable influence on the equivalent DT loop filter transfer function.

5. Match the designed DT filter transfer function with the equivalent DT loop filter transfer function and solve the CT loop filter coefficients.

6. Determine a suitable implementation of the CT loop filter.

### 3.2 Clock Jitter

CT ΔΣMs generally suffer more degradation from clock jitter than that of DT ΔΣMs. As sampling frequency increases, clock jitter becomes an even more important consideration for the design of high-resolution converters. [9]

![Figure 3.3 Clock jitter effect in DT versus CT design](image)

Figure 3.3 Clock jitter effect in DT versus CT design

Suppose there is timing jitter in the quantizer clock (clock jitter). On the left-hand side of Fig. 3.3, a typical feedback current waveform for a switched-capacitor DT ΔΣM is depicted. Most of the charge transfer occurs at the start of the clock period, so that the amount of charge lost Δqd due to a timing error is relatively small. By contrast, the right-hand side of Fig. 3.3 shows the Non-Return-to-Zero (NRZ)/ Return-to-Zero
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(RZ) DAC output current in a CT ΔΣM; here, charge is transferred at a constant rate over a clock period, and so charge loss $\Delta q_c$ from the same timing error is a larger proportion of the total charge. Moreover, in a DT design, jitter in the input sample-and-hold (S/H) clock means only the input waveform is affected. In a CT design, the sampling occurs at the quantizer rather than the input, which means the jitter affects the sum of the input plus quantization noise—a signal with considerably more power than the input alone. Hence, CT ΔΣMs are more sensitive to clock jitter than DT designs [10].

Clock jitter causes a slight random variation in the amount of charge fed back per clock cycle. Put another way, it is akin to adding a random phase modulation to the output bit stream. In an oversampling converter, the spectra of the output stream is very noisy outside the (narrow) signal band; a random phase modulation causes the noise outside the signal band to fold into the signal band, raising the converter noise floor and degrading its resolution.

3.2.1 Clock Jitter in Continuous-Time Delta-Sigma Modulators

Figure 3.4 Equivalent representations of a jittered bit stream
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This problem has been studied in [9][10]. Suppose the sampling times for N output bits are given by

\[ t_n = nT_s + \beta_n, \quad n = 0,1,\ldots,N-1, \]  

(3.18)

and for the moment, let \( \beta_n \) be variables with variance \( \sigma_t^2 \). The effect of jitter in an NRZ modulator can be explained by considering Fig. 3.4. The output bit stream with jitter shown in the top diagram is equivalent to the sum of an unjittered bit stream (the middle diagram) and a stream of pulses, which we call the error sequence, resulting from the jitter (the bottom diagram). By the linearity of the Fourier transform, the output spectrum for the top signal must be equal to the sum of the spectra of the bottom two signals. The error sequence can be represented by

\[ e_{NRZ}(n) = [y(n) - y(n-1)] \frac{\beta_n}{T_s}. \]  

(3.19)

The theoretical SNR limit due to sampling a signal at an intermediate frequency \( f_{IF} \) with a NRZ jittered DAC is [9]:

\[ SNR_{NRZ} = 10 \log_{10} \frac{\sqrt{OSR}}{2\pi \sigma_t f_{IF}}. \]  

(3.20)

Some ΔΣMs eschew NRZ DAC pulses for RZ pulses to reduce problems caused by unequal DAC edge rise and fall times; although a differential architecture gets around these problems because differential signals are inherently symmetric [11]. Error sequence energy in different types of modulator is different and shown in Fig. 3.5.
We may distinguish the two cases as follows:

1) In an NRZ modulator, jitter only matters when the output changes sign; the error sequence $e_{\text{NRZ}}$ is nonzero only at those times.

2) In an RZ modulator, both the rising and the falling edge of the pulse occur every clock cycle, so jitter affects a total of $2N$ edges. The energy is being transferred over only half a cycle; $\sigma_r^2$ is therefore twice as large relative to the energy transfer period in an NRZ modulator.

Generally, clock jitter affects RZ modulators more severely than modulators employing just NRZ feedback. A good rule of thumb is: jitter noise will be 6 dB (1 bit) worse in the band of interest [10].

### 3.2.2 Techniques to Reduce the Clock Jitter in CT ΔΣM

Besides using a precise clock and PLL to achieve low clock jitter, there are also several published techniques used to reduce the clock jitter sensitivity in CT ΔΣMs.
1. Reduced Timing Jitter Sensitivity Based On SC DAC Feedback

A modified switched capacitor feedback structure was proposed by Ortmanns [12] in 2001 and implemented by Veldhoven in 2003 [13] to reduce the sensitivity to time jitter.

As mentioned before, the DT ΔΣMs are less sensitive to the clock jitter than the CT ΔΣMs. So a SC DAC feedback is used instead of the switched-current DAC feedback; the feedback current is similar to the waveform on the left-hand side of Fig.3.3, and the CT modulator still implies the intrinsic anti-aliasing filter.

The SC DAC circuit used in [13] is illustrated in detail in Fig.3.6. On the other hand the required bandwidth and slew-rate (SR) of the filter integrators have to be much higher due to the very fast SC-signal pulse, canceling some of the advantage of the CT modulator.

![Figure 3.6 Input filter and SC feedback DAC in [13]](image)
2. Reduced Timing Jitter Sensitivity Based On Time Delays

[14] proposed an alternative to integrated capacitors employing passive resonators implemented with transmission lines as depicted in Fig. 3.7. This architecture employs a noise-shaping filter for the clock jitter based on the *continuous time delay*. For signals well below its cutoff frequency, a properly loaded transmission line behaves as a linear-phase four pole with nearly constant attenuation. The error introduced by the time jitter is shaped by the NTF of the modulator. However, due to low operational frequency, the passive-element has to be implement off-chip.

![Circuit diagram of second-order delta-sigma modulator based on transmission lines in [14]](image)

3. Reduced Timing Jitter Sensitivity Based On FIR Filter

A ΔΣM with spectrally shaped feedback was discussed in [15]. A finite-impulse response filter (FIR) is used in the feedback path of a low-pass delta-sigma modulator in order to combat the clock jitter. A second-order ΔΣM incorporation two FIR filters in its feedback is depicted in Fig.3.8. The FIR filter are defined in terms of their (L+1)
coefficients as $F(Z) = \sum_{i=0}^{L} f_i z^{-i}$ and $G(Z) = \sum_{i=0}^{L} g_i z^{-i}$. The filter corresponding to the first integrator is a lowpass filter which smoothes out the feedback waveform by attenuating the high frequency quantization and reduces the sensitivity to the clock jitter.

![Diagram of a second-order continuous-time modulator with FIR filters in its feedback path](image)

**Figure 3.8** Second-order continuous-time modulator with FIR filters in its feedback path in [15]

The improvement in reducing the jitter sensitivity is offered by $F(z)$ and the other filters are required to ensure the stability of the system.

The magnitude of $F(z)$'s frequency response is:

$$F(e^{i\omega}) = \frac{1}{L+1} \frac{\sin \left( \frac{(L+1)\omega}{2} \right)}{\sin \left( \frac{\omega}{2} \right)}.$$  \hfill (3.21)

For a continuous-time modulator without FIR filter, the power spectral density of noise is [16]: $S_x(e^{i\omega}) = \left(\frac{\sigma^2}{r^2}\right)$. Where $(r \rightarrow r + \delta_r)$ is the duration of the feedback DAC. Therefore, $F(z)$ makes the noise spectrum signal-depend. If the input signal is a sine-wave $x(t) = A \cos(2\pi f_0 t)$, then with the $F(z)$, the spectral density of noise is:

$$S_x(e^{i\omega}) = \left(\frac{\sigma^2}{\tau^2}\right) \left\{ \frac{A^2}{2} \left( \frac{1}{L+1} \right) \frac{\sin \left( \frac{(L+1)\omega_0}{2} \right)}{\sin \left( \frac{\omega_0}{2} \right)} + \theta \right\}, \hfill (3.22)$$
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Where $\Theta$ is a function of $L$ and input signal and can be negligible compared with
\[ \frac{A^2}{2} \left( \frac{1}{L+1} \right) \sin \left( \frac{(L+1) \omega_b}{2} \right) \sin \left( \frac{2 \omega_s}{2} \right). \]
Therefore, the comb filter attenuates the noise by a factor of
\[ \frac{A^2}{2} \left( \frac{1}{L+1} \right) \sin \left( \frac{(L+1) \omega_b}{2} \right) \sin \left( \frac{2 \omega_s}{2} \right). \]
This FIR filter feedback is implemented in switched-capacitor circuit. Hence some of the advantages of CT modulators are offset by the use of SC FIR filter, a similar situation as that of the technique using SC DAC feedback.

4. Reduced Timing Jitter Sensitivity Based On Pulse Shaped DAC

A pulse shaped DAC is proposed which decreases clock jitter sensitivity [17]. The DAC pulse is depicted in Fig.3.9 for a single bit DAC. The pulse is at the same frequency as the sampling clock ($\omega_s=2\pi/T$) and is given by (3.23)
\[ I_{DAC} = A_i \left( 1 - \cos(\omega_s t) \right) \]
(3.23)

If the raised cosine wave is ideal and locked to the clock, the clock will act on the feedback pulse when it has a zero value. First and second-order insensitivity to clock jitter are expected since the pulse has both zero value and zero slope at the sampling instants of $\pm kT$. 

In [17], the author analyzes the error source of pulse shaped DAC:

\[ \text{Figure 3.9 Shaped DAC pulse in [17]} \]
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A: Ideal locking

Suppose the raised cosine feedback pulse is ideal and perfectly locked to the DAC clock. The only source of error is then jitter in the feedback DAC clock. Integrating $I_{DAC}$ over a period gives the amount of charge fed back in one cycle

$$q_f = A_f \int_{\tau(t_0)}^{\tau(t_f)} (1 - \cos(\omega_f t)) dt.$$  (3.24)

Where $\tau(t_0)$ and $\tau(t_f)$ are the values of the clock jitter at $t = 0$ and $T$, respectively, and $A_f$ is the amplitude of the raised cosine feedback pulse. The nominal value of the integral in eq. (3.24) is $A_f T$ when $\tau(t_0)$ and $\tau(t_f)$ are zero. Assume $\tau(t_0)$ and $\tau(t_f)$ are zero-mean Gaussian uncorrelated random variables with variance $\sigma^2_t$. The SNR limit can be computed by approximating the input charge as half the value of the nominal feedback pulse $A_f T / 2$ to avoid overloading the modulator. So the SNR is limited by the DAC clock jittering according to:

$$SNR = 20 \log_{10} \frac{\sqrt{OSR}}{7.3\pi^2 f_s^3 \sigma_t^3}.$$  (3.25)

B. Locking Error

A locking error of $t_0$ between the sampling clock edge and $I_{DAC}$ is depicted in Fig.3.10. The feedback waveform is sampled at an offset $t_0$ from the zero crossings of the $I_{DAC}$ waveform. This creates two sources of error that could degrade SNR. The first is the static offset, or “excess loop delay”. The second is the clock jitter acting on the nonzero waveform.
Figure 3.10 Static locking error in shaped DAC pulse

Suppose the clock is offset from the feedback pulse by a constant value of $t_0$ as shown in Fig. 3.10. The fed-back charge is given by

$$q_f = A_t \int_{t_0}^{t_0 + T_2(t_0)} (1 - \cos(\omega_s t)) dt. \quad (3.26)$$

The SNR limit is:

$$SNR \approx 20 \log_{10} \frac{\sqrt{OSR}}{56 \sigma_f \left(\frac{t_0}{T}\right)^2}. \quad (3.27)$$

C. Phase Noise

Phase noise is the nonidealitiy in the raised cosine feedback pulse itself. The feedback charge $q_f$ with only phase noise in the raised cosine feedback pulse is given by

$$q_f = A_t \int (1 - \cos(\omega_s t + \phi(t))) dt. \quad (3.28)$$

The error in $q_f$ due to phase noise is then

$$E_q = A_t \int -\cos(\omega_s t + \phi(t)) dt. \quad (3.29)$$
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Assuming that the phase noise spectrum is flat with an amplitude of $A$ at frequencies near an offset of $\omega_s$ away from the carrier. It can be shown that the SNR limit due to phase noise in the feedback pulse is not dependent on $f_{IF}$ or $f_s$. It is only dependent on the amplitude of the phase noise and the bandwidth of the signal $f_s$.

$$\text{SNR} \approx 20 \log_{10} \frac{1}{2\sqrt{Af_s}}.$$  \hspace{1cm} (3.30)

The effects of jitter in a conventional CT $\Delta\Sigma$M with a square NRZ feedback pulse, and a CT $\Delta\Sigma$M with the raised cosine-shaped feedback pulse were compared in [17]. The SNR was compared for a $f_{IF} = f_s/4$ BP converter with a bandwidth 40 MHz. The phase noise amplitude, $A$, was 150 dBm with a 7 dBm carrier, and the standard deviation of the jitter was 0.7 ps$_{\text{rms}}$. These values were chosen as typical numbers from current state-of-the-art. For these typical clock jitter and oscillator phase noise numbers, the raised cosine feedback pulse had a better performance than the conventional CT $\Delta\Sigma$M above $f_{IF} = 20 MHz$.

3.3 Excess Loop Delay

3.3.1 Excess Loop Delay in Continuous-Time $\Delta\Sigma$Ms

A real quantizer does not make a decision instantaneously [6]: the quantizer is a regenerative circuit with finite regeneration gain. A quantizer input close to zero volt, will therefore take longer to resolve. Furthermore, DAC has a nonzero switching
time. The important quantity in a CT ΔΣM is the excess loop delay, which is defined as the total delay between the sampling clock edges of the DAC output.

![Diagram of excess loop delay on NRZ DAC pulse](image)

**Figure 3.11 Illustration of excess loop delay on NRZ DAC pulse**

As shown in Fig.3.11, loop delay has the effect of shifting the DAC pulse in time such that an NRZ pulse is delayed by $\tau_d$. This changes the mapping between continuous and discrete domains.

In general, if the loop delay causes the DAC pulse to extend beyond $T_s$, then the modulator order increase by one [18]. It was proved that one pole of the noise transfer function will move out of the unit cycle after a certain excess loop delay for the second-order lowpass (38%), second order bandpass (58%) and fourth-order bandpass (22%) modulators. This means that excess loop delay may eventually make a CT ΔΣM unstable [5].

### 3.3.2 Compensation for Excess Loop Delay

**A. DAC Pulse Selection** [6]

Assume that a perfect rectangle DAC pulse has a magnitude of 1 and lasts from $\alpha$ to $\beta$, i.e.,
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If we were to use DAC pulses with $\beta < 1$, then the pulses would extend past only if the condition

$$\tau_d > 1 - \beta.$$  \hspace{1cm} (3.32)

This suggests that if we used an RZ DAC instead of an NRZ DAC, the modulator remain stable for $\tau_d \leq 0.5$ for a lowpass modulator.

Thus, for a given $\tau_d \leq 0.5$ and RZ DAC pulse, we can make the $H(s)$ match exactly the desired $H(z)$ by tuning the parameter in $H(s)$ for a known excess loop delay.

B. Feedback Coefficient Tuning [5]

To obtain the correct equivalent discrete-time loop transfer functions with some excess loop delay. A topology that adds an extra feedback as shown in Fig.3.12 provides a full degree of freedom to approach this. Tuning the pulse-shaping coefficients would result in a match between the desired prototype transfer function and the actually realized loop transfer function. With an amount of excess loop delay $\tau_d$ added in the delta-sigma feedback loop, the resultant equivalent discrete-time transfer function using the modified Z-transform is

$$H_i(z, m) = \sum_{i=1}^{r} k_i Z_m \left[ L^{-1} \left[ DAC_s(s) \cdot \hat{H}'(s) \right] \right]_{\tau_d} + k_i Z_m \left[ L^{-1} \left[ DAC_s(s) \cdot \hat{H}'(s) \right] \right]_{\tau_d},$$  \hspace{1cm} (3.33)

where $m = 1 - \tau_d$. 
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C. Additional Latch Stage

A third method we can try is to use additional latching stage after the internal ADC as shown in Fig 3.13 [19], [20]. This architectural solution eliminates performance degradation due to the nonzero excess loop delay and signal-dependent delay of the internal ADC (quantizer). Or, in other words, the nonzero excess loop delay is accommodated in the architecture level design.

The compensations using RZ DAC or feedback coefficient tuning are all based on the well-estimated excess loop delay. However, because the delay in the quantizer is signal depend. So it is difficult to estimate a very accurate loop delay. The additional
latch can solve this problem well, giving previous stage a good deal of time to settle. The drawback is that the latch stage does not absorb the delay in the DAC. For the delay in DAC, if a RZ pulse is used, the delay is signal-independent. Even a NRZ pulse is used, because the sampling frequency of a bandpass ΔΣM normally is only four times of the IF and the output will almost always be switching. The delay is close to a signal-independent delay and an accurate delay can be estimated. Hence using RZ DAC or feedback coefficient tuning mentioned above can solve this drawback and compensate for the predictable delay in DAC.

3.4 Subsampling in Continuous-Time ΔΣM

Normally for bandpass ΔΣM, the sampling frequency is four times the center frequency, resulting in a very high sampling frequency. Actually the IF input can be sampled at a much lower rate because narrowband signal exhibits only a small change form one carrier cycle to the next. Called “subsampling”, the idea is that a bandpass signal with bandwidth Δf can be translated to a lower band if sampled at a rate equal to or greater than 2Δf [21].

![Figure 3.14 Block diagram of Subsampling CT ΔΣM](image-url)
The concept of subsampling a CT bandpass ΔΣM was introduced by Gourgue [24]. The basic idea of subsampling a CT bandpass ΔΣM is to subsample with respect to the center frequency of a narrow-band input signal and to oversample with respect to the bandwidth of the input signal. Fig. 3.14 depicts the basic scheme of a subsampling CT modulator.

The operation of the subsampling CT ΔΣM can be explained by constructing the resulting spectra of the signals inside the ΔΣM (see Fig. 3.15) with no aliasing. The ΔΣM is sampled at a rate $f_s$. The loop filter of the bandpass ΔΣM is tuned to a frequency of $f_0 > f_s/2$. When an input signal with frequency $f_{in}$ close to $f_0$ is applied to the modulator, it will pass through the loop filter and will be sampled by the coarse ADC (quantizer). As a result, the input signal will be aliased to a frequency $f_a$:

$$f_a = \pm (f_{in} - N \cdot f_s), \quad (3.34)$$

with $N$ an integer such that $f_a \in [0, f_s/2]$. The factor $N$ will be called the subsampling factor. The output spectra will contain replicated versions of the input signal spectra and the shaped quantization noise of the coarse quantizer. The output signal is filtered by the hold-function of the DAC, resulting in the feedback signal. In Fig. 3.15 an NRZ pulse shape is assumed for the DAC. In that case the feedback signal is equal to the output signal filtered by:

$$R(f) = T_s \frac{\sin(nf_sT_s)}{nf_sT_s}. \quad (3.35)$$

The key to the operation of the subsampled CT ΔΣM is that the DAC output spectra repeats at multiples of the sample frequency. Unfortunately, the filtering operation by
the hold function of the DAC severely affects the efficiency of the feedback loop. This is particularly true for high subsampling factors. Theoretically, the loop filter can compensate the loss of gain caused by the hold function. However, the reduced output power of the DAC at $f_0$ causes a reduction of the maximum possible input signal amplitude. In the case that the (in-band) system noise exceeds the (in-band) quantization noise, the performance of the modulator depends on the absolute maximum input signal amplitude. A reduction of the maximum input amplitude will result in a reduction of the maximum SNR, of the modulator.

![Signal spectra in a subsampling CT ΔΣM](image)

**Figure 3.15 Signal spectra in a subsampling CT ΔΣM**

Gourgue suggested a solution to the loss of gain of the DAC at high frequencies by modulating (mixing) the feedback signal $f_a$ with a carrier as depicted in Fig. 3.16. By modulating the feedback signal, the large amplitude replica of the input signal at $f_a$, is upconverted to $f_{in}$, thereby increasing the efficiency of the DAC at the frequency $f_{in}$ and increasing the maximum possible input amplitude. As the mixer is placed within the feedback loop after the DAC, any additional distortion introduced
by the mixer will add directly to the distortion in the output of the ΔΣM. A ΔΣM employing subsampling and on-chip Q-enhanced LC filter was implemented by Hussein in 2000 with this structure [22].

Owing to the large reduction in the downconversion rate, the use of subsampling can simplify the design of analog-to-digital converter. Despite these features subsampling suffers from an important drawback: aliasing of noise. It can be proved that subsampling by a factor of \(N\) multiplies the downconverted noise power of the sampling circuit by a factor \(2N\) [21] and multiplies the clock phase noise power by \(N^2\) [23].

Figure 3.16 Block diagram of the subsampling CT ΔΣM in [24]
3.5 Architectures with Mixers/Subsampling in $\Sigma \Delta M$ Loop

Most of these conventional bandpass $\Delta \Sigma M$ architecture is that the sampling frequency is four times the IF and very little architecture is 1.25 times the IF [25]. This results in a very high sampling rate. The process used on those $\Delta \Sigma M$s are expensive and sampling at these high frequencies increase the complexity and power consumption of the digital signal processing stage. Thus, in an attempt to address these problems, the subsampling $\Delta \Sigma M$ proposed by Gourgue [24] presented a theoretical study of a useful architecture which downconverts the IF signal by subsampling. The described design operates at a 10.7MHz IF with a sampling frequency of 4.71MHz, converting the IF to discrete time bandpass signal centered at 1.28MHz. The DAC feedback path incorporates a mixer and a local oscillator at 9.42MHz to upconvert the discrete-time bandpass signal back into the loop filter's passband. A block diagram of the modulator is shown in Fig.3.16. As discussed in section 3.4, the distortion introduced by the mixer in the feedback path will add directly to the distortion in the output of the $\Delta \Sigma M$. However, the noise introduced in the subsampling S/H is suppressed by the loop transfer function.

In order to downconvert the IF signal and reduce the sampling frequency. Some $\Delta \Sigma M$s with built-in mixer or subsampling S/H before the input of the loop were proposed. An 81-MHz IF receiver was proposed by Hairapetian in 1996 [26]. Due to the IF sampling nature, the receiver is immune to DC offset, flicker noise and errors due to mismatches between $I$ and $Q$. As depicted in Fig.3.17, the receiver contains an IF amplifier, downconversion subsampling stage and a bandpass $\Delta \Sigma M$, the 81MHz IF is downconverted to 3.25MHz by a sampling frequency 13MHz with 62dB SNR. In
1997 [27] reported an extremely low-power, lowpass ΔΣM in which the input could operate at a 10MHz IF. This architecture used a subsampling S/H circuit as a mixer and passive switched-capacitor filter for the loop filter of ΔΣM to lower the power consumption. Because the subsampling S/H will introduce more noise than conventional S/H, circuit noise is dominated by the sum of the noise generated in the subsampling stage for these two ΔΣMs.

![Block diagram of the 81MHz receiver in [26]](image)

**Figure 3.17 Block diagram of the 81MHz receiver in [26]**

In 1999 [28], a 400MHZ IF digitizer based on embedding a down-conversion mixer in the forward path of ΔΣM together with a reconstruction filter in the feedback path was developed (Fig. 3.18). In order to downconvert the IF frequency and suppress the distortions introduced by the subsampling S/H or mixer, the mixer is placed inside the loop, and a reconstruction filter is used in the feedback path to suppress the distortions in the mixer. The modulator was implemented in a 0.8μm BiCMOS and achieved a measured resolution of 12 bits for a 40kHz bandwidth with sampling frequency of 20MHz. The problem of this design is that the replica having a frequency equal to the input frequency is severely attenuated by the DAC in the feedback loop, as we have discussed before.
Continuous-time bandpass ΔΣM modulator using frequency down-conversion in the forward path of the loop and frequency up-conversion in the feedback path was given in 1999 [29] A block diagram of this modulator is given in Fig.3.19. The motivations for such a design described by the authors are:

- To avoid the front-end S/H as in a DT modulator, the sampling operation is placed inside the feedback loop, and it is preceded by a CT bandpass filter in a conventional CT modulator to suppress the S/H distortion.
- If such a filter has high Q (>100), as in conventional designs, it will be difficult to control the Q, and the center frequency errors will be problematic. Thus a relatively low-Q filter is chosen.
- Since the aforementioned CT loop filter has low Q, it does not adequately suppress quantization noise; so another discrete-time filter at low center frequency is used.
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The modulator was implemented in 0.35μm CMOS process to convert a 200kHz bandwidth signal at a 100MHz IF frequency with a sampling frequency of 400MHz. The achieved peak SNR is 54dB which falls far from the 98dB prediction based on simulations of the ideal behavioral model. The disadvantage of this design is the complexity of the hardware. It required two baseband or low-IF ΔΣMs inside the modulator and four mixers.

A detail analysis of the CT bandpass ΔΣM based on subsampling of the IF signal was given by Hussein [22] in 2000. Transfer functions with infinite Q bandpass filter were derived for the mixed signal system. The analysis shows that the loop transfer function can be made equivalent to the typical DT bandpass ΔΣM by changing the phase of the local-oscillator signal. The modulator operates at a 195MHz IF with a bandwidth of 150kHz and a sampling frequency of 20MHz. The CT loop filter is implemented using an on-chip LC resonator with Q enhanced circuit in a 1.2μm
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CMOS process. Because an $N=10$ subsampling factor is used, the requirement for the
CT loop filter is very high which will be discussed in next chapter.

An 80MHz bandpass ΔΣM for 100MHz IF receiver was proposed in 2003 [30]. The
circuit was targeted for a 100MHz IF and operates at a sampling frequency of 80MHz.
It combines frequency downconversion with analog-to-digital conversion by directly
subsampling an input signal from the IF of 100MHz to a digital IF of 20MHz. The
measured peak SNRs are 80dB and 42dB for a bandwidth of 270 kHz and 3.84 MHz
respectively. The circuit is implemented with 0.35μm CMOS process. The
subsampling factor $N$ is only one, so the sampling frequency is still close to the IF.
But the noise aliasing in the subsampling S/H is minimized.

In 2003 [31], a pure continuous-time ΔΣM using frequency down-conversion in the
forward path of the loop and frequency up-conversion in the feedback path was
reported. The architecture is depicted in Fig. 3.20 (only one path of $I/Q$ is depicted).
The IF signal, after passing through a low Q, wideband bandpass filter, is
downconverted to baseband. The downconverted IF signal is fed to a CT, second-
order, low pass ΔΣM. The output of the lowpass ΔΣM is upconverted and feedback to
the low Q filter. However, due to the structure of the modulator and low Q wideband
bandpass filter, the noise shaping for noise introduced by the mixer in the forward
path is very low. This means this modulator suffers both the noise introduced in the
mixer in forward path and mixer in the feedback path. The more analysis will be
given in Chapter 4.
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Figure 3.20 Diagram of the CT, frequency-translation bandpass ΔΣM in [31]

A behavioral simulation of a fourth-order multi-bit continuous-time bandpass ΔΣM for direct RF conversion was proposed in 2004 [32]. Fig. 3.21 shows the structure of this ΔΣM. The 2.1GHz carrier frequency is down converted to 0.7GHz after subsampled by 2.8GHz.

Figure 3.21 Bock diagram of the CT bandpass ΔΣM in [32]

A RZ-33% (33% pulse width) DAC is used in the feedback to increase the DAC output power in 2.8GHz as depicted in Fig. 3.22. This solution is only effective when
the subsampling factor is very small; such as in this ΔΣM, the subsampling factor is one.

![Frequency Response for Diff Pulse Widths in DAC](image)

**Figure 3.22 Frequency plots of NRZ/RZ with different pulse width**

As mentioned in [32], the continuous-time filter is implemented with a Gm-Opamp-C biquad structure. Actually it is difficult to build a Gm-Opamp-C biquad structure filter centered at 2.1GHz and the performance of this filter will be further degraded by the effect of subsampling which will be discussed in Chapter 4.
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4.1 Transfer Function Derivation with Finite Q Bandpass Filter

The transfer function derivation with infinite Q bandpass filter for subsampling bandpass $\Delta \Sigma M$ was analyzed in [1]. However, infinite Q bandpass filter is impractical and the effect of the finite Q will be more pronounced due to the subsampling operation. Hence the analysis of the transfer function derivation with finite Q bandpass filter is important.

4.1.1 Z-domain Loop Transfer function

For the subsampling $\Delta \Sigma M$ depicted in Fig.3.16, from the DAC in the feedback to the S/H is internally a discrete-time system as shown in Fig.4.1.

The relationship between the sampling frequency $f_s$, local oscillator frequency $f_l$ and the centre frequency of the continuous-time bandpass filter (IF) $f_0$ are:

$$f_l = N \cdot f_s$$

(4.1)

$$f_0 = (N - 0.25) \cdot f_s$$

(4.2)

Where $N$ is the subsampling factor.
A general continuous-time bandpass is given as:

\[
\hat{H}(s) = \frac{A(s - B)}{s^2 + s\omega_0/Q + \omega_0^2},
\]  

where \(A\) is a constant gain factor and \(AB\) is the coefficient for \(s^0\) in the numerator.

For each output of the S/H which is discrete in nature, the output of the NRZ DAC is a rectangular pulse of width \(T_s\) which can be described by the difference of two unit step functions

\[
DAC(t) = u(t) - u(t - T_s)
\]  

The local oscillator signal is \(\sin \omega_l t\) and the mixer output is the multiplication of the NRZ DAC output and the local oscillator signal

\[
M(t) = \sin \omega_l t [u(t) - u(t - T_s)]
\]  

This can be transformed to the s-domain as

\[
M(s) = \frac{\omega_l}{s^2 + \omega_l^2} \cdot (1 - e^{-sT_s}).
\]  

Using eq. (3.2), the equivalent DT transfer function from the DAC to S/H is then
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\[ H(z) = ZL^{-1} \left[ \frac{A(s-B)}{s^2 + s\omega_0/Q + \omega_0^2} \cdot \frac{\omega_0}{s^2 + \omega_0^2} \cdot (1 - e^{-sT_s}) \right]. \] (4.7)

Solving eq.(4.7), when \( Q \gg 1 \)

\[ H(z) \approx g_t \cdot \frac{-k_1z^{-1} - k_2z^{-2}}{1 + a^2z^{-2}}. \] (4.8)

Where

\[ g_t = A \frac{\omega_0}{\omega_0^2 - \omega_0^2} \] (4.9)

\[ a = e^{-2Qr_t} \] (4.10)

\[ k_1 \approx 1 - \frac{aB}{\omega_0} \] (4.11)

\[ k_2 \approx \frac{aB}{\omega_0} + a^2 \] (4.12)

For the conventional CT bandpass ΔΣM without subsampling, \( f_c = 0.25f_s \), then

\[ a = a_1 = e^{\frac{2\pi f_c \cdot 1}{4Q}} = e^{\frac{\pi}{4Q}}. \] (4.13)

For the subsampling bandpass ΔΣM, substituting eq. (4.2) into eq. (4.10) yields:

\[ a = a_2 = e^{\frac{2\pi f_c (N-0.25) \cdot 1}{2Q}} = e^{\frac{\pi (N-0.25)}{Q}} \] (4.14)

Rewriting eq. (4.14)

\[ a_2 = e^{\frac{\pi (N-0.25)}{Q}} = e^{\frac{\pi}{4Q^*}} \] (4.15)

Where

\[ Q^* = \frac{Q}{4(N - 0.25)}. \] (4.16)
The relationship between $Q^*$ and $Q$ shows that after subsampling, the effect of the continuous-time bandpass filter with a Q-factor of $Q$ working at an IF of $f_o$ is equal to the effect of a continuous-time bandpass filter working at a frequency of $f_s/4$ with an effective Q-factor of $Q^*$, and the Q-factor is reduced by a factor of $\frac{1}{4(N-0.25)}$. The filter with a Q factor of $Q^*$ is the effective filter providing the zeros for the noise transfer function of quantization noise and subsampling noise.

In [1], a subsampling factor of $N=10$ is used, this implies that the Q factor of the equivalent bandpass filter working at an IF=$f_s/4$ will be scaled by a factor of $1/39$. Hussein analyzes the z-domain transfer function when the CT bandpass filter having an infinite Q. When the Q is infinite, the effect of the subsampling is not obvious, so the simulation result appears acceptable. However, the assumption of infinite Q is impractical, and no measured result was reported in [1].

### 4.1.2 Matching the Z-Domain Loop Transfer Function to DT Bandpass ΔΣM Loop Transfer Function

Using the design methodology discussed in section 3.1.3. We want the $H(z)$ in eq. (4.8) to approach the particular DT bandpass ΔΣM, for a second-order bandpass ΔΣM, which is:

$$H(z) = \frac{-gz^{-2}}{1 + gz^{-2}}.$$ \hspace{1cm} (4.17)

$g=1$, when the Q of the loop filter is infinite.
A. Changing the Z-domain loop transfer function by changing the local-oscillator signal

[1] introduced a way of changing the z-domain loop transfer function by changing the local-oscillator signal. In the previous analysis, the local-oscillator signal was represented by \( \sin(\omega_t t) \). In general, it can be considered \( \sin(\omega_t t + \theta) \) and eq. (4.5) becomes

\[
M(t) = \sin(\omega_t t + \theta)[u(t) - u(t - T_s)]
\]

(4.18)

\[
M(s) = \left[ \cos \theta \frac{\omega_0}{s^2 + \omega_0^2} + \sin \theta \frac{\omega_0}{s^2 + \omega_0^2} \right] (1 - e^{-sT_s})
\]

(4.19)

Assuming that CT bandpass filter is the ideal LC bandpass filter used in [1]:

\[
\tilde{H}(s) = \frac{At}{s^2 + \omega_0^2}
\]

(4.20)

Using eq. (3.2), the new equivalent DT transfer function from the DAC to S/H is then

\[
H(z) = ZL\left[ \left( \frac{At}{s^2 + \omega_0^2} \right) \left( \cos \theta \frac{\omega_0}{s^2 + \omega_0^2} + \sin \theta \frac{\omega_0}{s^2 + \omega_0^2} \right) (1 - e^{-sT_s}) \right]
\]

(4.21)

From eq. (4.21) and by using the relationship given by eq. (4.1) and (4.2), the z-domain loop transfer function in this case is

\[
H(z) \approx g_1 \cdot \frac{-g_1 z^{-1} - g_2 z^{-2}}{1 + z^{-2}}
\]

(4.22)

where

\[
g_1 \approx -\cos(\theta) + c \sin(\theta)
\]

(4.23)

\[
g_2 \approx \cos(\theta) + c \sin(\theta)
\]

(4.24)

and \( c = \omega_l / \omega_0 \).
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When $\theta = \pi / 4$, since $c = \omega_i / \omega_0$ is very close to 1, $g_i$ is very small with respect to $g_2$, and z-transfer function in eq. (4.22) approaches the particular DT bandpass ΔΣM loop transfer function, when $g_i \cdot g_2 = -1$.

B. Changing the Z-domain loop transfer function by choosing bandpass filter structure

Another way to change the z-domain loop transfer function is choosing a bandpass filter that has sufficient freedom to match the typical DT bandpass ΔΣM transfer function such as a Gm-C filter with proper structure [2] [3]. For the general CT bandpass filter in eq.(4.3), from the eqs. (4.8)-(4.12), it can be seen that when $B = \omega_b / a$, (4.8) equals to:

$$H(z) \approx g_i \cdot \frac{- (1 + a^2)z^{-2}}{1 + a^2z^{-2}}$$  (4.25)

By scaling the gain of $H(z)$, $H(z)$ can match the particular DT bandpass ΔΣM transfer function.

4.2 The Proposed Subsampling Bandpass ΔΣM

The noise shaping performance is degraded drastically for effective Q less than 20 [4]. The low Q of the filter causes the noise transfer function to flatten out in the center of the passband, resulting in poorer noise shaping.
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As discussed in section 4.1.1, the effective Q of the CT bandpass filter reduces to $Q^*$ because of subsampling. So for the subsampling ΔΣM in [1], using eq.(4.16), if the effective CT bandpass filter working at an IF frequency of $f_s/4$ has a Q-factor $Q^*$ equal to 20, then the Q of CT bandpass filter working at 195MHz IF should have $Q = Q^* \cdot 4(N - 0.25) = 20 \cdot 4(10 - 0.25) = 740$. Such a high Q is not practical for an on-chip bandpass filter. Another way to get a $Q^*$ greater than 20 with a reasonable Q CT bandpass filter center at 195MHz is to choose a small N. If $N=1$ and $Q^* = 20$, then the Q should be 60. By using eq. (4.2), the sampling frequency $f_s$ will be 267MHz, still a very high frequency for $N=1$. For small N, the advantage of subsampling is decreasing.

For these reasons, the subsampling ΔΣM using a structure in [1] is not so suitable when the modulator is tuned to IF signals at high frequency such as 70MHz. It is difficult to design a low noise, linear, high Q (Q>100) CT bandpass filter. When the Q is not very high, the effective equivalent CT bandpass filter working at an IF frequency $f_s/4$ with a much lower $Q^*$ cannot suppress quantizer noise adequately.

![Figure 4.2 Block diagram of the proposed subsampling ΔΣM](image)

---

**Figure 4.2** Block diagram of the proposed subsampling ΔΣM
To solve this problem, a new subsampling ΔΣM is proposed. The modulator is operating at 70MHz IF under 18.667MHz sampling frequency (subsampling factor $N=4$) with 200kHz bandwidth. The 70MHz IF was down-converted to 4.667MHz by subsampling. The block diagram is depicted in Fig.4.2. A DT filter follows a relatively moderate-Q (e.g. $Q=60$) CT bandpass filter to give additional noise shaping for the quantization noise. As discussed in section 3.5, if the subsampling S/H is in front of the ΔΣM, because the subsampling S/H will introduce more noise than conventional S/H, circuit noise is dominated by the sum of the noise generated in the subsampling stage. In the proposed ΔΣM, the subsampling operation is inside the loop, after the CT bandpass filter. Although the relatively moderate-Q CT bandpass filter cannot provide enough noise shaping for the quantization noise, it can suppress the noise introduced by subsampling under the quantization noise with a suitable $Q$ and subsampling factor $N$. Different from the modulator in [5], after subsampling, the IF signal was down-converted to a lower IF instead of down-converting to baseband by mixer. So it does not need $I$ and $Q$ signals processing paths, thus reducing the circuit complexity and avoiding the $I/Q$ mismatch problem.

### 4.2.1 Architecture of the Proposed Subsampling ΔΣM

Using the Z-domain transfer function derived in section 4.1.1 the equivalent DT ΔΣM that operates at $f_s/4$ is depicted in Fig.4.3:
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![Diagram of Subsampling noise and Quantization noise](image)

\[ f_a = f_0 - N \cdot f_s \]

**Figure 4.3 Equivalent DT subsampling ΔΣM**

The transfer function can be derived as:

\[ Y(z) = STF(z)X(z) + NTF_q(z)N_q(z) + NTF_s(z)N_s(z), \quad (4.26) \]

where \( X(z) \) is the input signal; \( Y(z) \) is the output signal; \( N_q(z) \) is quantization noise and \( N_s(z) \) is the subsampling noise; \( STF(z) \) is the signal transfer function; \( NTF_q(z) \) is the quantitation noise transfer function and \( NTF_s(z) \) is subsampling noise transfer function.

### 4.2.1.1 The order of the Subsampling bandpass ΔΣM

The order of the proposed ΔΣM is the order of the equivalent DT transfer function from the DAC in the feedback to the S/H \( H(z) \) as shown in Fig.4.1 plus the order of the following DT filter \( G(z) \). The order of the \( H(z) \) is two and it introduces one zero fixed at \( z = j(1/a) \) to \( NTF_q \). Because the Q factor of the CT bandpass filter is finite, then \( a > 1 \) and this zero is inside the unit circle. Hence the noise shaping of the \( NTF_q \) is mainly determined by the zeros on the unit circle introduced by \( G(z) \). In order to achieve high SNR and at the same time keep the modulator stable, a fourth-order \( G(z) \) is chosen. Thus the CT and DT filter work together to achieve a sixth-order bandpass loop filter.
4.2.1.2 Bandpass $\Delta \Sigma$Ms structures

Many different single-stage structures are available for bandpass $\Delta \Sigma$Ms, the conventional structures include cascade-of-resonator in feedback (CRFB) and cascade-of-resonator in feedforward (CRFF).

For the subsampling $\Delta \Sigma$Ms, the noise shaping for both quantization noise and subsampling noise are important. To achieve a better noise shaping in both the S/H and quantizer noises, two different $\Delta \Sigma$Ms are compared. Their equivalent DT $\Delta \Sigma$Ms are depicted in Fig.4.4 (CRFB) and Fig.4.5 (CRFF); the CT bandpass filter is supposed to be ideal and all the zeros of $NTF_q$ are at $z=0+ij$ to simplify the analysis.

![Figure 4.4 Equivalent DT subsampling CRFB $\Delta \Sigma$M](image)

![Figure 4.5 Equivalent DT subsampling CRFF $\Delta \Sigma$M](image)
Both the $NTF_q$ of these two modulators with CRFB and CRFF structures are the same, matching the optimized sixth-order $NTF_q$ [6]. The inband rms gain of the $NTF_q$ is -53dB as shown in Fig.4.6.

$$NTF_q = \frac{(1 + z^{-2})^3}{(1 + 0.7532z^{-2})(1 - 0.4385z^{-1} + 0.8988z^{-2})(1 + 0.4385z^{-1} + 0.8988z^{-2})}$$ (4.27)

![Bandpass NTF Magnitude Response](Image)

**Figure 4.6 CRFB&CRFF $NTF_q$ magnitude response**

Although the $NTF_q$ of these two modulators are the same, their $NTF_s$ are different due to the different structure.

The $NTF_s$ of the CRFB modulator is:

$$NTF_s (CRFB) = \frac{(1 + z^{-2})}{(1 + 0.7532z^{-2})(1 - 0.4385z^{-1} + 0.8988z^{-2})(1 + 0.4385z^{-1} + 0.8988z^{-2})}$$ (4.28)

The $NTF_s$ of the CRFF modulator is:

$$NTF_s (CRFF) = \frac{0.6416(1 + 0.1734z^{-1} + 0.7812z^{-2})(1 - 0.1734z^{-1} + 0.7812z^{-2})(1 + z^{-2})}{(1 + 0.7532z^{-2})(1 - 0.4385z^{-1} + 0.8988z^{-2})(1 + 0.4385z^{-1} + 0.8988z^{-2})}$$ (4.29)
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The inband rms gains of the $NTF_3$ (CRFB) and $NTF_3$ (CRFF) are $-2$dB and $-28$dB, respectively, as depicted in Fig.4.7 & Fig.4.8.

Figure 4.7 CRFB $NTF_3$ magnitude response

Figure 4.8 CRFF $NTF_3$ magnitude response
The modulator using CRFF structure provides much more noise shaping for the subsampling noise than the modulator using CRFB structure. It is because the $NTF_s_{(CRFB)}$ only has one zero at the DC and $NTF_s_{(CRFF)}$ has another two zeros inside the unit circle besides the zero at the DC. The effect of these two zeros become more important when the Q factor of the CT filter is finite. Because when the Q factor is finite, the zero provide by the CT filter will also be inside the unit circle.

So the subsampling $\Delta\Sigma$M using CRFF structure is more suitable for the subsampling application. It provides more noise shaping for the subsampling noise than the $\Delta\Sigma$M using CRFB structure when the noise shaping for the quantization noise of these two $\Delta\Sigma$Ms are the same.

### 4.2.2 Local-Oscillator Signal & Clock Jitter

As the mixer is placed within the feedback loop after the DAC, any additional distortion introduced by the mixer will add directly to the distortion at the output of the $\Delta\Sigma$M. But at the same time, the modulator can be less sensitive to the DAC jitter by mixing with selected oscillator.

The mixer is used in the proposed subsampling $\Delta\Sigma$M to up-convert the signal frequency. By using different local-oscillator signal, the mixer can form a pulse shaped DAC [7] as the raised cosine DAC discussed in section 3.2.2 to reduce the clock jitter sensitivity.
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The jitter effect with different local-oscillator signal is shown in Fig.4.9. It has been proved that the raised cosine DAC is less sensitive to clock jitter than the conventional DAC having a rectangle pulse like the NRZ DAC [8]. If a sinusoidal oscillator is used in the mixer, the DAC pulse is shaped to a sinusoidal wave. Because the sinusoidal pulse is chopped at the zero crossings, depending on the quantizer output, to generate the feedback pulse at the sampling instants. The feedback pulse has less amplitude than the conventional NRZ pulse as shown in Fig 4.9. However, sinusoidal signal has the highest slope at the zero crossing. Hence any loss of synchronization between the sinusoidal signal and clock signal will greatly increase the amplitude of the pulse at the sampling instants. A raised cosine DAC pulse has both zero value and zero slop at the sampling instants, so the raise cosine pulse DAC is the most clock jitter insensitive one among these three DACs.

![Figure 4.9 DAC jitter effect with different local-oscillator signal](image)

A raised cosine oscillator is used in the proposed ΔΣM to reduce the clock jitter sensitivity. To realize the frequency up-conversion, the frequency of the local-oscillator is $f_i = N \cdot f_s$. In the proposed ΔΣM, $f_i = 4 \cdot f_s$ for a subsampling factor $N=4$. There are four raised cosine pulses in one sampling period. The phase noise is expected to improve due to the averaging effect [8]. So with a well-designed mixer, a
better SNR can be achieved compared to the conventional continuous-time ΔΣM without mixer in the feedback path.

### 4.2.3 The Proposed Sixth Order Subsampling Bandpass ΔΣM

The complete proposed subsampling sixth-order CT bandpass ΔΣM is depicted in Fig.4.10.

![Diagram of proposed 6th order subsampling bandpass ΔΣM](image)

**Figure 4.10** The proposed 6th order subsampling bandpass ΔΣM

The modulator is operating at an IF of 70MHz with a 18.667MHz sampling frequency (subsampling factor $N=4$) with 200kHz bandwidth. The 70MHz IF is down-converted to 4.667MHz by subsampling. The Q factor of the CT filter is 60, and the DT filter $G(z)$ is in the form of IIR block [9]. A raised cosine oscillator is used in the mixer to reduce the clock jitter sensitivity. One clock delay is purposely introduced in front of the DAC in the feedback loop [10]. The effect of nonzero excess loop delay and signal-dependent delay of the internal ADC is eliminated by the latch.
A Gm-C filter is chosen that has enough freedom to match the particular DT filter. Q=60 was selected for the simulation. Of course, a better performance can be achieved when a higher Q can be obtained.

LC filter could be another choice. The typical transfer function of a second order LC bandpass filter is:

$$G(s) = \frac{As}{s^2 + s\omega_0/Q + \omega_0^2}$$  \hspace{1cm} (4.30)

Because eq. (4.30) does not contain $s^6$ in the numerator, the CT filter does not have enough freedom to match to the DT filter. The equivalent DT filter of eq. (4.30) is:

$$G(z) = \frac{-K(z^{-1} + z^{-2})}{1 + a^2 z^{-2}}$$  \hspace{1cm} (4.31)

It results in the NTF having a pole at $z=1+j0$ and the NTF asymmetric. The asymmetry of the NTF can be solved by changing the phase of the raise cosine oscillator as discussed in section 4.1.2. When

$$I_{DAC} = A_t(1 - \cos(\omega_0 t + \pi / 4))$$  \hspace{1cm} (4.32)

But the phase shift of the DAC will cause the DAC to have higher amplitude at sampling instants, and hence more sensitive to the clock jitter. So the Gm-C filter is the better choice.

The raised cosine oscillator can be given by: $I_{DAC} = A_t(1 - \cos(\omega_0 t))$. By solving eq.(3.2), when

$$\hat{H}(s) = \frac{A(s-B)}{s^2 + s\omega_0/Q + \omega_0^2}, B = \omega_0 \frac{Q + e^{-\frac{\pi}{2} T_s}}{Q - e^{-\frac{\pi}{2} T_s}}$$  \hspace{1cm} (4.33)
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\[ H(z) \approx g \cdot \frac{-z^{-1}}{1 + a^2 z^{-2}}. \]  

(4.34)

Compared with the particular DT loop filter of a second-order bandpass ΔΣM in eq. (4.17). One clock delay is realized by the latches in the front of the DAC in the feedback loop.

The block diagram of the IIR block is shown in Fig.4.11. When the input signals are bounded, the output signals of the IIR block are also bounded. This is the major difference between the delay-based IIR blocks and integrator-based. The output swing of the integrator-based blocks is usually very high. The coefficients spread of the DT filter is low at around 3.5.

![Figure 4.11 The DT filter in the proposed ΔΣM](image)

The NTF and NTF can be written as:

\[
NTF_q = \frac{1}{1 + H(z)G(z)z^{-1}} = \frac{(1 + 0.675z^{-2})(1 + 0.045z^{-1} + z^{-2})(1 - 0.045z^{-1} + z^{-2})}{(1 + 0.523z^{-2})(1 + 0.513z^{-1} + 0.8884z^{-2})(1 - 0.513z^{-1} + 0.8884z^{-2})}
\]

(4.35)
Chapter 4 Subsampling Bandpass ΔΣ Modulators

$$NTF = \frac{G(z)}{1 + H(z)G(z)z^{-1}} = \frac{0.95(1 + 0.276z^{-1} + 0.642z^{-2})(1 - 0.276z^{-1} + 0.642z^{-2})(1 + 0.675z^{-2})}{(1 + 0.523z^{-2})(1 + 0.513z^{-1} + 0.886z^{-2})(1 - 0.513z^{-1} + 0.886z^{-2})}$$

(4.36)

The inband rms gains of the $NTF_q$ and $NTF_s$ are $-49\text{dB}$ and $-7\text{dB}$, respectively, as shown in Fig.4.12, Fig.4.13.

The noise shaping for the subsampling noise is much lower than the noise shaping for the quantization noise, because it is mainly decided by the CT filter. However, as the subsampling noise is at a much lower level compared with the quantization noise [11] when the bandwidth is narrow, the limited noise shaping may suppress the subsampling noise under the quantization noise.

![Bandpass NTF Magnitude Response](image)

Figure 4.12 $NTF_q$ magnitude response of the proposed ΔΣM
Figure 4.13 NTF, magnitude response of the proposed ΔΣM
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Chapter 5
Simulation Results of the Proposed Subsampling $\Delta \Sigma M$

5.1 System Level Simulation Results

The system level simulation of the proposed subsampling bandpass $\Delta \Sigma M$ was simulated in MATLAB/SIMULINK, the peak SNDR is 65dB with a signal bandwidth of 200 kHz, 18.667 MHz sampling frequency when all the models are ideal and the input amplitude is -9dBFS. The 70MHz IF signal is down converted to 4.667MHz and the band-reject noise shaping is centered at 4.667MHz as shown in Fig.5.1.

![Figure 5.1 Output spectra of the ideal proposed subsampling $\Delta \Sigma M$ with 200 kHz bandwidth (65536 points)](image)

The equivalent DT $\Delta \Sigma M$ of the proposed subsampling $\Delta \Sigma M$ that the subsampling operation is assumed in font of the modulator loop is shown in Fig.5.2.
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\[ f_s = f_{in} - N \cdot f_s \]

\[ \frac{-z^{-1}}{1 + a^2 z^{-2}} \]

Figure 5.2 Equivalent DT ΔΣM of the proposed subsampling ΔΣM

The dynamic range plot of the ideal proposed subsampling ΔΣM and its equivalent DT ΔΣM is depicted in Fig. 5.3. It shows that the simulation results of these two ΔΣMs are very close and the modeling is effective.

![Dynamic range plot](image)

Figure 5.3 Dynamic range plot of the ideal proposed subsampling ΔΣM & its equivalent DT ΔΣM

Because the subsampling stage is quite noisy, when there is \( 240 \text{nV/} \sqrt{\text{Hz}} \) white noise introduced to the S/H, the peak SNDR of the proposed subsampling ΔΣM will drop 1dB to 64dB. With the same subsampling noise, the peak SNDR of the equivalent DT
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ΔΣM will drop to 57dB. The 7dB difference is due to the -7dB subsampling noise shaping.

The inband output spectra of the proposed subsampling ΔΣM and its equivalent DT ΔΣM with subsampling noise is depicted in Fig.5.4.

![Inband output spectra of the proposed subsampling ΔΣM and its equivalent DT ΔΣM with subsampling noise (65536 points)](image)

**Figure 5.4 Inband output spectra of the proposed subsampling ΔΣM and its equivalent DT ΔΣM with subsampling noise (65536 points)**

Because of the subsampling noise shaping provided by the CT filter; almost all the subsampling noise is suppressed. However, the matching of the CT filter is important. The performance degradation for the center frequency shift of the CT filter is shown in Table 5.1.

<table>
<thead>
<tr>
<th>Mismatch</th>
<th>SNDR (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 Mismatch</td>
<td>64dB</td>
</tr>
<tr>
<td>0.5% Mismatch</td>
<td>62dB</td>
</tr>
<tr>
<td>1% Mismatch</td>
<td>61dB</td>
</tr>
</tbody>
</table>

Table 5.1 SNDR vs. center frequency shift of the CT bandpass filter with subsampling noise

Thanks to the raised cosine oscillator [1] [2], the proposed modulator is very insensitive to the DAC clock jitter. The SNDR performance is almost the same with 1% DAC clock jitter. With the same clock jitter in DAC, the SNDR of the ΔΣM with
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sinusoidal oscillator drops 9dB, compared to that of 20dB drop in the SNDR of the ΔΣM with rectangle oscillator! The simulation results are shown in Fig.5.5. The subsampling noise is not introduced in this DAC jitter simulations.

Figure 5.5 Inband output spectra of the 1% DAC jittered proposed subsampling ΔΣM with different local-oscillator (65536 points)

Higher SNDR can be achieved by increasing the Q factor of the CT filter; it will increase both the noise shaping for quantization noise and subsampling noise. The plot of peak SNDR of the ideal subsampling ΔΣM with/without the DT filter versus Q factor of the CT filter is depicted in Fig.5.6. The subsampling noise is not included in this simulation. It can be seen from Fig.5.6 that when the Q-factor is not very high, the noise shaping provided by the CT filter cannot suppress the quantization noise adequately. So the additional noise shaping provided by the DT filter is very necessary. The main function of the relatively moderate Q CT filter is to suppress the noise introduced by the S/H which is much lower than the quantization noise, due to the fact that the S/H is placed after the CT filter in the proposed ΔΣM.
5.2 Circuit Level Implementation

The proposed subsampling ΔΣM will be implemented in 0.5μm AMIS CMOS process with 3V power supply. Fig.5.7 depicts the circuit blocks of the proposed subsampling ΔΣM.
A. Continuous-Time filter & Buffer

A CT filter with Q-enhancement technique is shown in Fig. 5.8 which has enough degree of freedom to match the wanted DT transfer function [3].

![Figure 5.8 Second-order Gm-C bandpass filter](image)

The operational transconductance amplifier (OTA) labeled $g_{mr}$ forms a positive feedback loop to compensate for the Q-factor loss of the filter due to the finite output impedance of the OTA, therefore increasing the Q value [3]. The center frequency can be tuned by changing $g_{m2}$ and $g_{m3}$ while the Q factor can be tuned by adjusting $g_{mr}$. The transfer function is

$$
\hat{H}(s) = \frac{s \frac{g_{m1}}{C + C_0} - \frac{g_{m1}g_{L} + g_{m2}g_{m3}}{(C + C_0)(C + C_L)}}{s^2 + s \left[ \frac{g_{L} - g_{mr}}{C + C_0} + \frac{g_{0}}{C + C_L} \right] + \frac{g_{m2}g_{m3}}{(C + C_0)(C + C_L)} + \frac{g_{0}(g_{L} - g_{mr})}{(C + C_0)(C + C_L)}}
$$

(5.1)

Where $g_0$ and $g_L$ are the sum of the output conductance, $C_1 = C_2 = C$, $C_0$ and $C_L$ are the sum of the parasitic capacitances at the $V_o$ and $V_L$ nodes respectively. Compared to
eq. (4.33), this structure ensures sufficient degree of freedom to realize the desired DT transfer function.

The OTA $g_{m1}$ to $g_{m4}$ used in this work is shown in Fig. 5.9 [3]. The transconductance can be adjusted by $V_c$. In order to increase the input amplitude, $g_{m1}$, $g_{m4}$ is designed much smaller than $g_{m2}$ and $g_{m3}$. The transistor sizes are given in the Table 5.2.

![Schematic of linearized OTA with common-mode detection](image)

**Figure 5.9 Schematic of linearized OTA with common-mode detection**

| Table 5.2 Transistor sizes of $g_{m1}$, $g_{m2}$, $g_{m3}$, $g_{m4}$ |
|-------------------|-------------------|-------------------|-------------------|
| **M1-M2**         | **M1-M2**         | **M1-M2**         | **M1-M2**         |
| $9\mu m/0.9\mu m$ | $120\mu m/0.9\mu m$ | $120\mu m/0.9\mu m$ | $9\mu m/0.9\mu m$ |
| **M3-M4**         | **M3-M4**         | **M3-M4**         | **M3-M4**         |
| $9\mu m/0.6\mu m$ | $108\mu m/0.6\mu m$ | $108\mu m/0.6\mu m$ | $9\mu m/0.6\mu m$ |
| **M5-M6**         | **M5-M6**         | **M5-M6**         | **M5-M6**         |
| $6\mu m/1.2\mu m$ | $72\mu m/1.2\mu m$ | $72\mu m/1.2\mu m$ | $6\mu m/1.2\mu m$ |
| **R**             | **R**             | **R**             | **R**             |
| $2k$              | $1k$              | $1k$              | $2k$              |

The source degradation resistor is split into two to sense the common-mode voltage of previous stage. As shown in the Fig. 5.10, the detected voltage is compared with the reference voltage, and the error is fed back to the control node. The transistor sizes of the common-mode feedback circuit are shown in Table 5.3.
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Figure 5.10 Schematic of common-mode feedback circuit

Table 5.3 Transistor sizes of the common-mode feedback

<table>
<thead>
<tr>
<th>Transistor</th>
<th>Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1-M2</td>
<td>108um/0.9um</td>
</tr>
<tr>
<td>M3-M4</td>
<td>108um/0.6um</td>
</tr>
<tr>
<td>M5-M6</td>
<td>72um/1.2um</td>
</tr>
<tr>
<td>M7</td>
<td>60um/0.9um</td>
</tr>
</tbody>
</table>

The transconductor $g_{mr}$ shown in Fig.5.11 is designed for Q-enhancement. The small transconductance value avoids over-enhancing the Q-factor; therefore ensuring the filter’s stability. The Q-factor can be adjusted by $V_q$. Table 5.4 shows its transistor sizes.

Figure 5.11 Schematic of $g_{mr}$ for Q-enhancement
Table 5.4 Transistor sizes of $g_m$

<table>
<thead>
<tr>
<th>M1-M2</th>
<th>1.8μm/1.2μm</th>
<th>M8-M9</th>
<th>18μm/1.5μm</th>
</tr>
</thead>
<tbody>
<tr>
<td>M3-M4</td>
<td>4.5μm/1.8μm</td>
<td>M10</td>
<td>18μm/1.5μm</td>
</tr>
<tr>
<td>M5-M6</td>
<td>24μm/0.9μm</td>
<td>M11</td>
<td>18μm/1.5μm</td>
</tr>
<tr>
<td>M7</td>
<td>24μm/1.2μm</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

To prevent sample transients from disturbing the continuous-time filter state, a buffer stage implemented by two source followers is used as depicted in Fig. 5.12. The output of the buffer is set to 1.5V to drive the following DT filters adequately.

![Schematic of the buffer](image)

Table 5.5 Transistor sizes of the buffer

<table>
<thead>
<tr>
<th>M1</th>
<th>30μm/0.6μm</th>
<th>M3</th>
<th>15μm/0.6μm</th>
</tr>
</thead>
<tbody>
<tr>
<td>M2</td>
<td>30μm/0.6μm</td>
<td>M4</td>
<td>100μm/0.6μm</td>
</tr>
</tbody>
</table>

The simulated frequency response of the continuous-time filter is shown in Fig. 5.13.

![Simulated frequency response of the continuous-time filter](image)
B. DT filter

A delay-based structure is derived in [4] for the DT filter. Fig.5.14 depicts the schematic of the analog delay block which is an integrator with an additional switched-capacitor feedback. During $\phi_2$, the charge on $C_2$ is transferred to the integrating capacitor $C_2$ and the previous output is cancelled. The output of the analog delay block is sampled on $\phi_1$ by the next stage. The advantage of this structure is that it can provide valid outputs for a whole clock period. Conventional switched-capacitor gain circuit can only provide valid outputs for half a clock period.

![Figure 5.14 Schematic of the analog delay block](image)

NMOS input folded-cascode OpAmp is used to implement the analog delay as shown in Fig.5.15 [5]. The NMOS input folded-cascode OpAmp provides a higher gain than the PMOS input one because of the greater mobility of NMOS devices, but at the cost of the lowering the pole at the folding point. The M10/M11 must be wide enough to carry the drain currents of both M2/M3 and M8/M9. The total capacitance at the
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folding points is larger than that of PMOS input OpAmp. The transistor sizes of the OpAmp and the bias voltages are shown in Table 5.6.

![Schematic of the folded cascode OpAmp](image)

**Figure 5.15 Schematic of the folded cascode OpAmp**

**Table 5.6 Transistor sizes and bias voltages of NMOS input OpAmp**

<table>
<thead>
<tr>
<th></th>
<th>Transistor Size</th>
<th>Bias Voltage</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>150um/0.6um</td>
<td>Bias V1</td>
</tr>
<tr>
<td>M2/M3</td>
<td>300um/0.6um</td>
<td>Bias V2</td>
</tr>
<tr>
<td>M4/M5</td>
<td>75um/0.6um</td>
<td>Bias V3</td>
</tr>
<tr>
<td>M6/M7</td>
<td>150um/0.6um</td>
<td>Bias V4</td>
</tr>
<tr>
<td>M8/M9</td>
<td>564um/0.6um</td>
<td></td>
</tr>
<tr>
<td>M10/M11</td>
<td>400um/1um</td>
<td></td>
</tr>
</tbody>
</table>

A switched-capacitor common mode feedback (CMFB) circuit shown in Fig.5.16 is used to keep the OpAmp output common mode potential stable [6].

Capacitors $C_c$ generate the average of the output voltage $V_{o+}$ and $V_{o-}$ of the OpAmp. The generated $V_{cmfb}$ is used to control the current sources in the OpAmp. The DC voltage across $C_c$ is determined by capacitor $C_s$ which is switched between a bias
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voltage $V_1$ and the desired common mode level $V_{cm}$. This circuit acts as a simple SC low-pass filter having a DC output signal.

![Diagram](image)

**Figure 5.16 Schematic of the switched capacitor common mode feedback**

The use of SC CMFB only results in a little bit more capacitive load for the OpAmp. If continuous-time CMFB circuits are used, the extra poles introduced in the current mirrors may decrease the bandwidth and increase the setting time.

Fig 5.17. shows the wide swing constant-transconductance bias circuit that generates bias voltage $V_1-V_4$ for the folded-cascode OpAmp [6]. The NMOS current mirror consists of transistors M1-M4. The gate voltages of cascode transistor M3 and M4 are derived by M5. The current for this biasing transistor is actually derived from the bias loop via M10 and M11. Similarly, the PMOS current mirror consists M6-M9, along with the diode-connected biasing transistor M14. The bias current derived via M12 and M13. To prevent zero current in all transistors at the start up, a start-up circuit consists M15-M18 is included. The transistor sizes of the bias circuits are shown in Table 5.7.
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As seen in the Fig.5.18, the simulated unity gain frequency of the OpAmp when driving a 2pF load on each output is approximately 400MHz, and the phase margin is 59 degree.

![Schematic of the biasing circuit](image)

**Figure 5.17 Schematic of the biasing circuit**

![Simulated frequency response](image)

**Figure 5.18 Simulated frequency response of the OpAmp when driving a 2pF load on each output**
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Table 5.7 Transistor sizes of the bias circuit

<table>
<thead>
<tr>
<th>M1</th>
<th>40um/1um</th>
<th>M7</th>
<th>20um/1.6um</th>
<th>M13</th>
<th>10um/1.6um</th>
</tr>
</thead>
<tbody>
<tr>
<td>M2</td>
<td>10um/1um</td>
<td>M8</td>
<td>20um/1um</td>
<td>M14</td>
<td>5um/1.6um</td>
</tr>
<tr>
<td>M3</td>
<td>10um/1.6um</td>
<td>M9</td>
<td>20um/1um</td>
<td>M15</td>
<td>10um/1um</td>
</tr>
<tr>
<td>M4</td>
<td>10um/1.6um</td>
<td>M10</td>
<td>20um/1.6um</td>
<td>M16</td>
<td>10um/1um</td>
</tr>
<tr>
<td>M5</td>
<td>2.5um/1.6um</td>
<td>M11</td>
<td>20um/1um</td>
<td>M17</td>
<td>10um/1um</td>
</tr>
<tr>
<td>M6</td>
<td>20um/1.6um</td>
<td>M12</td>
<td>10um/1um</td>
<td>M18</td>
<td>20um/2um</td>
</tr>
<tr>
<td>R</td>
<td>5k</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

C. Comparator & Latch

The 1-bit quantizer is realized using a latched-typed comparator [7] as depicted in Fig. 5.19. Preamplifier is not required because the noise will be suppressed by the loop.

When the clock signal is low, the comparator is in the pre-charge phase, transistor M5 and M6 are cut off and the comparator does not respond to any input signal. The drain voltage of M7/M10 will be pulled to VDD, and the output of the two inverters M11-M12, M13-M14 will be pulled to ground. Here M11-M14 act as buffers to isolate the latch from the output load.

![Figure 5.19 Schematic for the latch-based comparator](image-url)
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During the evaluation phase, when the clock signal goes high, both the drain voltage of M7/M10 drop from the VDD and both the drain voltage of M1/M4 increase. If $V_{in^+}$ is higher than $V_{in^-}$, M1 draws more current than M4. Thus the drain voltage of M7 drops faster than the drain voltage of M10. As the drain voltage of M7 drops threshold voltage below VDD, M9 turns on and charge the drain voltage of M10 to high level and $V_{out^-}$ will be pulled to ground. The regenerative action of M8 and M9 together with that of M2 and M3 pull the drain voltage of M7 to ground and $V_{out^+}$ will be pulled to VDD.

The transistor sizes of the comparator are shown in the Table 5.8.

Table 5. 8 Transistor sizes of the comparator

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>7.2um/0.6um</td>
<td>M8</td>
<td>33.6um/0.6um</td>
</tr>
<tr>
<td>M2</td>
<td>30um/0.6um</td>
<td>M9</td>
<td>33.6um/0.6um</td>
</tr>
<tr>
<td>M3</td>
<td>30um/0.6um</td>
<td>M10</td>
<td>44.4um/0.6um</td>
</tr>
<tr>
<td>M4</td>
<td>7.2um/0.6um</td>
<td>M11</td>
<td>44.4um/0.6um</td>
</tr>
<tr>
<td>M5</td>
<td>24um/0.6um</td>
<td>M12</td>
<td>14.4um/0.6um</td>
</tr>
<tr>
<td>M6</td>
<td>24um/0.6um</td>
<td>M13</td>
<td>44.4um/0.6um</td>
</tr>
<tr>
<td>M7</td>
<td>44.4um/0.6um</td>
<td>M14</td>
<td>14.4um/0.6um</td>
</tr>
</tbody>
</table>

The comparator output will be pulled to ground during the pre-charge phase. To convert the RZ comparator output to NRZ output and realize the one clock delay, two TSPC D flip-flop are used [8]. The schematic of the TSPC D flip-flop is shown in Fig.5.20. The transistor sizes of the TSPC D flip-flop are shown in the Table 5.9.

Table 5. 9 Transistor sizes of the TSPC D flip-flop

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>3.6um/0.6um</td>
<td>M6</td>
<td>60um/0.6um</td>
</tr>
<tr>
<td>M2</td>
<td>15um/0.6um</td>
<td>M7</td>
<td>54um/0.6um</td>
</tr>
<tr>
<td>M3</td>
<td>30um/0.6um</td>
<td>M8</td>
<td>40um/0.6um</td>
</tr>
<tr>
<td>M4</td>
<td>15um/0.6um</td>
<td>M9</td>
<td>40um/0.6um</td>
</tr>
</tbody>
</table>
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When the clock signal is high, the transistors M6 and M8 are cut off and M2 and M4 are turned on. The gate voltage of M7 is being pulled to ground and hence turn off M7. The output node is disconnected to either VDD or the ground and the output therefore is being latched to the previous value. On the other hand, the inverted input D value is being stored in the gate capacitor of M5. When the clock signal is low, the transistor M2 and M4 are cut off and M6 and M8 are turned on. The inverter formed by M1-M3 is being disconnected due to the cut off of M2. However the charges stored in gate capacitor of M5 will not reduce and voltage will be transferred to the output. So the D flip-flop is negative edge triggered.

D. Pulse-shaped DAC/Mixer

The raised cosine shaped DAC can be one of the current cells of the DAC in [2] as depicted in Fig.5.21. The current source M1 is driven by an oscillating wave whose frequency is four times that of the sampling frequency. The current source is driven from strong inversion into accumulation in an attempt to reduce its 1/f noise.
upconversion [9]. Switches M2 and M3 are designed to be in saturation and steer M1's current depending on the input data.

![Figure 5.21 Raise cosine shaped DAC](image)

**Figure 5. 21 Raise cosine shaped DAC**

A switch driver is placed between the D flip-flop and the DAC cell. The switch driver design shown in Fig.5.22 has a high crossing point, so M2 and M3 are never simultaneously in the off state and the $V_{ds}$ of M1 is constant [10]. Another function of the switch driver is to reduce the D flip-flop swing from 0V-3V to 0.9V-2.3V and keep the M2/M3 in saturation region.

![Figure 5.22 Schematic of the switch driver](image)
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E. Clock Arrangement & Clock Generator

The timing between the clock signal and raise cosine oscillating signal is important. If the oscillating signal is

\[ V_{LO} = V_1 - V_2 \cdot \cos(\omega t) \]  \hspace{1cm} (5.2)

And the second D flip-flop gives the output at \( k \cdot T_s \). Then the S/H should also sample the signal at \( k \cdot T_s \). This means \( \phi_1(\text{clk1}) \) should end exactly at \( k \cdot T_s \) as shown in the Fig 5.23.

Figure 5. 23 Timing diagram

The non-overlap clock clk1, clk1d, clk2 and clk2d are generated using a fully-differential, two phase clock generator [11]. The external source \( \phi_r \) drives the clock generator. The block diagram of the two phase clock generator is depicted in Fig.5.24.
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Figure 5. 24 Two phase clock generator

5.3 Circuit Level Simulation Results

Fig. 5.25 shows the Cadence simulation of the proposed subsampling bandpass ΔΣM with real circuit blocks except the DT filter which is implemented by voltage control voltage source (VCVS) and ideal switches. The input frequency is 70.003MHz, the sampling frequency is 18.6667MHz and the frequency of the local oscillating signal is four times of the sampling frequency, 74.6667MHz. When the input signal is –12dBFS, the peak SNDR is 57dB.

Figure 5. 25 Cadence simulation result of the proposed subsampling ΔΣM with ideal DT filter (2048 points)
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Fig. 5.26 shows the Cadence simulation of the full circuit level implementation of the proposed subsampling bandpass ΔΣM. The peak SNDR is 51dB when the input signal is −13dBFS.

![Figure 5.26 Cadence simulation result of the full circuit level implementation of proposed subsampling ΔΣM (2048 points)](image)

The dynamic range plot of the proposed subsampling ΔΣM with full circuit level implementation is depicted in Fig. 5.27.

![Figure 5.27 Dynamic range plot of the proposed subsampling ΔΣM with full circuit level implementation](image)
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The Cadence simulation result using all circuit is 6dB less than that of the Cadence simulation with ideal DT filter. The 6dB difference may come from the nonidealities of the OpAmp and MOS switches. There are another 8dB difference between the Cadence simulation using ideal DT filter and MATLAB ideal building block simulation. This 8dB difference may come from the nonidealities of CT filter, comparator, latch and the DACs. Because of the complexity of the modulator, the extensive full circuit level simulation is really needed. But the very long simulation time is a constraint.
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Chapter 6
DAC Compensation for Continuous-Time Delta-Sigma Modulators

6.1 Effects of NRZ DAC Nonidealities

Beside the excess loop delay we mentioned in Chapter 3. There are some other nonidealities in NRZ DAC. One distortion in a 1-bit NRZ DAC is caused by intersymbol interference. Because the NRZ pulse transition in practice will have a limited rise and fall time, the effective DAC feedback level will depend on whether or not there is an output transition from one level to the opposite level. In case of a transition, the effective DAC feedback level will be less than that without transition. This is depicted in Fig. 6.1 where the output of a 1-bit DAC with limited rise and fall times is shown. The errors caused by the absence of rising and falling edges are indicated by the shaded regions. Because the distortion depends on the preceding symbol, it is signal dependent and will result in harmonic distortion components and intermodulation products [1].

![Figure 6.1 Distortion due to limited rise and fall times of a DAC using NRZ pulse](image-url)
One approach to reduce the effects of limited rise and fall times is to use RZ pulses. However, clock jitter affects RZ more severely than CT modulators employing just NRZ DAC feedback. A general rule of thumb is that jitter noise in a RZ DAC will have 6dB higher noise level in the signal band [2].

Combining the intersymbol interference and the excess loop delay, the nonidealities of DAC can be modeled by a delay and first order linear system as shown in Fig.6.2 where the finite rise and fall time and delay are shown.

As we discussed in Chapter 3, the signal dependent delay in the quantizer can be absorbed by using an additional latching stage after the quantizer. However, this latching stage does not absorb the delay in the feedback DAC and when the sampling frequency is very high; the delay introduced by the DAC will contribute more loop delay and degrade the performance of the CT ΔΣM.
6.2 DAC Nonidealities Compensation

The design of continuous-time ΔΣM without consideration of these NRZ DAC nonidealities would result in poor noise shaping performance and might even result in an unstable system, especially for high speed continuous-time ΔΣM. Most existing methods like feedback coefficient tuning [3] are based on the accurate nonidealities estimation, which may be difficult to achieve. To overcome these DAC nonidealities without any prior knowledge of the nonidealities, a novel continuous-time ΔΣM with NRZ DAC nonidealities compensation is proposed as shown in Fig. 6.3 [4].

The proposed CT ΔΣM employs some extra 1-bit DACs and a control logic circuit. The illustration of this compensation scheme is depicted in Fig.6.4. The only assumption here is that all these DACs are relatively well-matched and for ease of illustration their nonidealities are modeled by a delay and first order linear system, as depicted in Fig. 6.2.

![Figure 6.3 Block diagram of the proposed ΔΣM with DAC nonidealities compensation](image-url)
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Assuming the two extra DACs, reference DAC, compensation DAC, and the feedback DAC in the feedback path are well-matched, the nonidealities of these three DACs will be very similar. As shown in Fig.6.3 and Fig.6.4, the input of the reference DAC is always high or “1” and it outputs a constant high DAC output level for reference.

Figure 6.4 Illustration of the NRZ DAC nonidealities compensation scheme
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The input of the compensation DAC is a clock signal whose frequency is the same as
the sampling frequency $f_s$ and the output is this clock signal with the associated DAC
nonidealities discussed earlier. By enabling the difference between the reference
DAC output and the compensation DAC output when the clock signal is high, an error
sequence can be obtained. The error sequence is controlled by a control logic circuit.
When the output of the ΔΣM has a “0” to “1” transition, the error signal will be added
to the feedback DAC output; when the ΔΣM output has a “1” to “0” transition, the
error signal which is negative will be added to the feedback DAC output as shown in
Fig.6.4. Hence the nonidealities of the feedback DAC will be compensated to
produce an ideal NRZ DAC pulse. Noting that the frequency of the error sequence is
$f_s$, and the output of the feedback DAC only changes once in one clock cycle, the error
sequence could provide the required compensating signal in all cases.

One latching stage is inserted in front of the feedback DAC to eliminate the
performance degradation due to the non-zero excess loop delay and signal-dependent
delay of the quantizer as well as allow sufficient time for the compensation block of
the proposed ΔΣM to settle to its final value.

The control logic block is depicted in Fig.6.5. When the ΔΣM output has a “0” to “1”
transition, the error sequence pass the control logic; when the ΔΣM output has a “1” to
“0” transition, the inverted error sequence pass the control logic. The delay block in
the logic maintains synchronization between the compensation signal and the
feedback DAC output.
One major advantage of this compensation technique is that the compensation signal is obtained from the error signal generated by using additional DACs which are matched to the feedback DAC. The knowledge of the actual DAC nonidealities such as the extent of loop delay and the manner in which the DAC settles to the final value is not required for the proposed compensation scheme to function properly. As long as all the DACs are relatively well-matched, this technique should be able to compensate for any NRZ DAC pulse shapes. The extra components used in the proposed compensation techniques are quite minimal as compared to techniques using digital compensation and calibration technique.
6.3 Simulation Results

A second-order bandpass continuous-time ΔΣM with the proposed DAC nonidealities compensation is shown in Fig 6.6. The sampling frequency is 280MHz and the input signal is centered at 70MHz with a signal bandwidth of 1MHz. The continuous-time filter, buffer, comparator, D-latch and switch driver have same structures with these circuits used in the subsampling ΔΣM discussed in Chapter 5.

The first D-latch output \( V_{Hd^+} \) and \( V_{Hd^-} \) which are half clock delayed compared with the modulator output are sent to the control logic circuit. The compensation signals are connected to the node 1-4 together with the DAC feedback signals.

The control logic circuit is shown in Fig 6.7. The transistors of the inverters marked “s” have smaller sizes than the transistors of other inverters to synchronize the input signals of XOR/OR gates. The total delay in the control logic circuit is exactly half clock period that synchronizes the control logic output and the second D-latch output.
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$V_{d+}, V_d$ of the ΔΣM. The $V_{HL}$ is high when the clock signal is high and $V_{d+}$ has a high-to-low transition and the $V_{LH}$ is high when the clock signal is high and $V_{d+}$ has a low-to-high transition.

![Circuit blocks of the control logic](image)

**Figure 6.7 Circuit blocks of the control logic**

The compensation signals are generated by reference DAC cells and compensation DAC cells that are controlled by the control logic output. The reference DAC cells and compensation DAC cells connected to node 1 and node 2 are depicted in the Fig 6.8. The DAC cells connected to node 3 and node 4 are the same.
When $V_{LH}$ is high, the output difference between the reference DAC cell and the compensation DAC cell will be added to the feedback DAC output signal; when $V_{HL}$ is high, the output difference between the reference DAC cell and the compensation DAC cell will be subtracted from the feedback DAC output signal; as illustrated in Fig.6.4.
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Figure 6.9 Schematic of the combined reference DAC cell connected to node 1,2

All the DAC cells used for reference and compensation are the same. In one cell, the transistor sizes of M₁ and M₂ are twice the transistor sizes of M₁₀ and M₂₀ that used in the feedback DAC cell due to the differential operation. Transistor M₃ and M₄ are used as switches to steer the current. In Fig 6.8, there are two DAC cells used for reference/compensation. If these two DAC cells are combined into one DAC cell as shown in Fig 6.9, the function is still the same, but the transistor M₃, M₄ will both be in off states when \( V_{LH} \) and \( V_{HL} \) are both low. The source voltage of M₃/M₄ will drop close to zero and the big glitches will degrade the performance. So the reference/compensation DAC cell is split into two DAC cells and the complementary signal of \( V_{LH} \) and \( V_{HL} \) are used to reduce the glitches.

The second-order bandpass ΔΣM with/without DAC compensation are both simulated in Cadence and MATLAB. The output spectra of the second-order ΔΣM without DAC compensation is shown in the Fig 6.10. Because of the delay in the switch driver and feedback DAC itself, the output spectra become asymmetrical and the SNDR from Cadence simulation and MATLAB simulation are 43dB and 50.5dB respectively,
with -6dBFS input level. In MATLAB simulation, the total 790ps excess loop delay and 640ps rise time are modeled as a delay and first order linear system as shown in Fig.6.2.

![Figure 6.10 Output spectra of the second-order ΔΣM without compensation](image)

The output spectra of the second-order ΔΣM with DAC compensation is shown in the Fig 6.11. The output spectra return to symmetrical because of the compensation. The SNDR from Cadence simulation and MATLAB simulation are 49dB and 56.3dB respectively, with -6dBFS input.

![Figure 6.11 Output spectra of the second-order ΔΣM with compensation](image)
The MATLAB simulation results with ideal NRZ DAC are almost the same with the MATLAB simulation results with DAC compensation. The Cadence/MATLAB simulation results when the input level is -6dBFS are summarized in Table 6.1.

Table 6.1 Cadence/MATLAB simulation results of the second-order ΔΣM

<table>
<thead>
<tr>
<th>Bandwidth</th>
<th>Cadence simulation</th>
<th>MATLAB simulation</th>
<th>Ideal NRZ DAC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Without Compensation</td>
<td>With Compensation</td>
<td>Without Compensation</td>
</tr>
<tr>
<td>1MHz</td>
<td>43dB</td>
<td>49dB</td>
<td>50.5dB</td>
</tr>
<tr>
<td>2MHz</td>
<td>40.1dB</td>
<td>43.8dB</td>
<td>42.4dB</td>
</tr>
</tbody>
</table>

The SNDR of the second-order ΔΣM with/without DAC compensation from Cadence simulation are both lower than that from MATLAB simulation because of the circuits nonidealities. But the SNDR improvements come from the DAC compensation are very close; the SNDR was improved by 3.7dB when the bandwidth is 2MHz and the SNDR was improved by 6dB when the bandwidth is 1MHz. The effectiveness of this compensation scheme is verified both from the output spectra waveform and the SNDR improvement.

The mismatch among three DACs is also investigated. The Monte Carlo simulation is done in MATLAB to determine the DAC magnitude mismatch effect. The simulation result is shown in Fig.6.12. It shows that in most cases the SNDR shift is less than 2dB when the variance of the DAC magnitude mismatch is 0.01.

Finally, as we discussed in chapter 3, the higher the order of the ΔΣM, the more sensitive the ΔΣM is to the excess loop delay. So the compensation scheme is potentially more effective when used in higher order ΔΣMs.
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Figure 6.12 Histogram of SNR with DAC mismatch of 0.01 variance.

References


Chapter 6 DAC Compensation for Continuous-Time ΔΣMs

Chapter 7
Conclusions and Future Works

7.1 Conclusions

A. Subsampling bandpass delta-sigma modulator

Normally for bandpass delta-sigma modulators, the sampling frequency is four times the center frequency, resulting in a very high sampling frequency. Sampling at such high frequencies requires expensive processes and increases the complexity and power consumption of the following digital signal processing stage. This problem can be solved by using an architecture employing subsampling with respect to the IF signal. This enables sampling at a frequency much lower than the center frequency and realizing the frequency down-conversion.

In this thesis, the transfer function derivation with finite Q factor bandpass filter is analyzed. The effectiveness of the continuous-time filter will degrade because of the subsampling operation that a controllable moderate Q factor continuous-time bandpass filter cannot adequately suppress quantization noise. Thus a subsampling bandpass delta-sigma modulator is proposed; a discrete-time filter is placed after the continuous-time filter to give additional noise shaping. The continuous-time bandpass filter operates at high frequency and after subsampling the discrete-time filter operates at low frequency. These two filters working together provide noise shaping both to
the quantization noise and the noise introduced by the subsampling operation. Two different modulator structures are compared based on the derived transfer function to achieve better noise shaping for both quantization noise and subsampling noise. Pulse-shaped DAC is used to reduce the clock jitter sensitivity and realize the frequency translation. The associated system level and circuit level simulation results are given in the thesis.

B. DAC compensation for continuous-time delta-sigma modulators

In the continuous-time delta-sigma modulator, the NRZ DAC is widely used because it is less sensitive to clock jitter compared with the RZ DAC. But the nonidealities of NRZ DAC such as intersymbol interference and excess loop delay will degrade the modulator performance.

In this thesis, a novel compensation technique to compensate for the NRZ DAC nonidealities is proposed. This compensation is based on acquiring the error signal by using additional DACs which are matched to the feedback DAC. The major advantage of this compensation technique is that it does not require any prior knowledge of the DAC nonidealities. A second-order bandpass continuous-time delta-sigma modulator employing the proposed compensation scheme is simulated and it is found from the circuit/system level simulation that in the presence of DAC nonidealities, the peak SNR could be enhanced by about 6dB by using the proposed compensation scheme.
7.2 Recommendations for Future Works

A. Subsampling bandpass delta-sigma modulator

Future works for the subsampling bandpass $\Delta \Sigma$M can be focused in the following areas:

1. Analysis and improvement on the continuous-time filter.

A low noise, linear continuous-time filter is one of the most important blocks in the proposed subsampling $\Delta \Sigma$M. Increasing the Q factor of the continuous-time filter increases noise shaping for both subsampling noise and the quantization noise, thus higher SNR can be achieved or bigger subsampling factor can be used. The research on the filter tuning and calibration is also essential.

2. Optimization of the DT filter

The effects of OpAmp nonidealities used in the DT filter can be studied further and alternative SC implementation techniques such as two-path, double-sampling could be considered.

3. Push the modulator closer to the front end of the receiver

It would be more insightful that the modulator can work at higher IF frequencies where the settling time and speed of the OpAmp and comparator become a big issue.

B. DAC compensation for continuous-time delta-sigma modulators
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Future works for the DAC compensation scheme can be focused in the following areas:

1. Use the DAC compensation scheme in high order ΔΣMs

High order ΔΣM are more suffered from the DAC nonidealities. The effect of this DAC compensation scheme will be more obviously when used in higher order ΔΣMs.

2. Extend the compensation scheme to multi-bit DACs

With the help of DEM, the multi-bit DACs are often used in the continuous-time ΔΣMs. The compensation scheme can be further investigated for multi-bit DAC applications.
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