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NOMENCLATURE

\( B_{22} \)  
Second virial coefficient

\( \Pi \)  
Osmotic pressure

\( c_p \)  
Protein concentration

\( R \)  
Gas constant

\( T \)  
Temperature

\( M_w \)  
Molecular weight

\( N_A \)  
Avogadro’s number

\( W(r) \)  
Sum of pairwise potential of protein molecules

\( r \)  
Center-to-center distance between two protein molecules

\( W_{hs}(r) \)  
Hard sphere potential

\( W_{elec}(r) \)  
Electric double-layer-repulsion potential

\( W_{disp}(r) \)  
Dispersion potential

\( W_{spec}(r) \)  
Specific potential

\( \sigma \)  
Hard-sphere diameter of the protein molecules

\( z \)  
Valence of the protein molecule in the solution condition
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e$</td>
<td>Elementary charge</td>
</tr>
<tr>
<td>$\varepsilon_o$</td>
<td>Dielectric permittivity of free space</td>
</tr>
<tr>
<td>$\varepsilon_r$</td>
<td>Relative dielectric permittivity of water</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>Inverse Debye length</td>
</tr>
<tr>
<td>$I$</td>
<td>Ionic strength of the solution</td>
</tr>
<tr>
<td>$k$</td>
<td>Boltzmann constant</td>
</tr>
<tr>
<td>$H$</td>
<td>Effective Hamaker constant for protein interactions</td>
</tr>
<tr>
<td>$\varepsilon_{\text{spec}}$</td>
<td>Depth of the square well</td>
</tr>
<tr>
<td>$\delta$</td>
<td>Width of the square well</td>
</tr>
<tr>
<td>$K$</td>
<td>System-specific constant</td>
</tr>
<tr>
<td>$n_0$</td>
<td>Solvent refractive index</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Wavelength</td>
</tr>
<tr>
<td>$n_p$</td>
<td>Refractive index of protein solution</td>
</tr>
<tr>
<td>$R_\theta$</td>
<td>Excess Rayleigh scattering ratio</td>
</tr>
<tr>
<td>$B_3$</td>
<td>Third virial coefficient</td>
</tr>
<tr>
<td>$c$</td>
<td>Solution concentration</td>
</tr>
</tbody>
</table>
$s$  Scattering vector

$\theta$  Scattering angle

$I(c,s)$  Intensity of scattering light

$S(c,s)$  Structure factor

$\rho$  Molecular protein concentration

$q$  Scattering vector

$P(q)$  Form factor

$S(q)$  Structure factor

$B_{22}'$  Dimensionless second virial coefficient

$k'$  Retention factor

$V_r$  Retention volume of a solute to be eluted from the column

$V_o$  Retention volume of the solute that is of free interaction with the packing particles of the column to be eluted

$B_{22}^{HS}$  Hard sphere second virial coefficient

$\phi$  Phase ratio

$A_s$  Total available surface area
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho_s$</td>
<td>Number of immobilized molecules per unit area</td>
</tr>
<tr>
<td>$K_D$</td>
<td>Local solute distribution coefficient</td>
</tr>
<tr>
<td>$K_0$</td>
<td>Partition coefficient of solute molecules between chromatographic phases in the limit of infinite dilution</td>
</tr>
<tr>
<td>$&lt;C_i&gt;$</td>
<td>Average concentration of the mobile phase in the pulse</td>
</tr>
<tr>
<td>$t_r$</td>
<td>Solute retention time</td>
</tr>
<tr>
<td>$t_o$</td>
<td>Retention time of the completely excluded molecules</td>
</tr>
<tr>
<td>$t_T$</td>
<td>Retention time of the completely included molecules</td>
</tr>
<tr>
<td>$V_T$</td>
<td>Retention volume of the completely included molecules</td>
</tr>
<tr>
<td>$g(\tau)$</td>
<td>Intensity autocorrelation function</td>
</tr>
<tr>
<td>$t$</td>
<td>Time</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Delayed time</td>
</tr>
<tr>
<td>$I(t)$</td>
<td>Dynamic light scattering intensity at time $t$</td>
</tr>
<tr>
<td>$I(t + \tau)$</td>
<td>Dynamic light scattering intensity of the signal delayed by a time $\tau$</td>
</tr>
<tr>
<td>$\Gamma$</td>
<td>Delay constant</td>
</tr>
<tr>
<td>$A$</td>
<td>Background</td>
</tr>
</tbody>
</table>
\begin{align*}
B & \quad \text{Instrument constant} \\
D & \quad \text{Translational diffusion coefficient} \\
R_H & \quad \text{Hydrodynamic radius} \\
k_B & \quad \text{Boltzmann’s constant} \\
\eta & \quad \text{Solvent viscosity} \\
\Delta G & \quad \text{Total free energy barrier} \\
\Delta G_s & \quad \text{Free energy change of the transformation per unit area} \\
a & \quad \text{Radius of the spherical nucleus} \\
\Delta G_v & \quad \text{Free energy change of the transformation per unit volume} \\
\gamma & \quad \text{Interfacial tension} \\
a_c & \quad \text{Radius of the critical nucleus} \\
S & \quad \text{Supersaturation ratio} \\
\Delta G_{\text{crit}} & \quad \text{Critical free energy barrier} \\
v & \quad \text{Volume of the molecule} \\
c_e & \quad \text{Solubility} \\
J & \quad \text{Nucleation rate}
\end{align*}
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h$</td>
<td>Planck’s constant</td>
</tr>
<tr>
<td>$\Delta G_a$</td>
<td>Energy barrier of the diffusion from the bulk solution to the cluster</td>
</tr>
<tr>
<td>$N_1$</td>
<td>Number of molecules</td>
</tr>
<tr>
<td>$C(\text{NaCl})$</td>
<td>Sodium chloride concentration</td>
</tr>
<tr>
<td>$C(\text{salt})$</td>
<td>Salt concentration</td>
</tr>
<tr>
<td>$\rho'$</td>
<td>Number density of the protein molecule</td>
</tr>
<tr>
<td>$m$</td>
<td>The number of water molecules that can be placed in the volume of one protein molecule</td>
</tr>
<tr>
<td>$A'$</td>
<td>Fitting parameter</td>
</tr>
<tr>
<td>$z'$</td>
<td>Fitting parameter</td>
</tr>
<tr>
<td>$\lambda'$</td>
<td>Range of protein interaction</td>
</tr>
<tr>
<td>$p$</td>
<td>Anisotropy</td>
</tr>
<tr>
<td>$\mu_p(\text{xtal})$</td>
<td>The chemical potential of protein in crystalline phase</td>
</tr>
<tr>
<td>$\mu_p(\text{soln})$</td>
<td>The chemical potential of protein in solution</td>
</tr>
<tr>
<td>$\mu_p^{\circ}(\text{soln})$</td>
<td>The standard chemical potential of protein in solution</td>
</tr>
<tr>
<td>$y_p$</td>
<td>The activity coefficient</td>
</tr>
</tbody>
</table>
\( \Delta \mu_p \) \( \mu_p^{\text{so ln}} - \mu_p^{\text{xtal}} \)

\( T_{\text{cloud}} \) Cloud-point temperature

\( T_r \) Dimensinless cloud temperature

\( B_{22}^r \) Dimensionless second virial coefficient

\( c(r) \) Direct correlation function

\( c_{\text{ref}}(r) \) Direct correlation function for the reference system

\( C \) Fourier transform of \( c(r) \)

\( C_{\text{ref}} \) Fourier transform of \( c_{\text{ref}}(r) \)

\( u_1(r) \) Perturbation part of the total energy

\( u(r) \) Total energy

\( U_1(r) \) Fourier transform of \( u_1(r) \)

\( P \) System pressure

\( P_{\text{ref}} \) Pressure of the reference system

\( \mu \) Chemical potential of the system

\( \mu' \) Chemical potential of the reference system

\( \eta' \) Protein volume fraction of the liquid phase
\( \varepsilon \)  
\( \eta_c' \)  
\( \alpha \)  
\( \beta \)  
\( \kappa' \)  
\( T_c \)  
\( N \)  
\( M \)  
\( L_{110} \)  
\( G_{110} \)  
\( G_{101} \)  
\( b \)  
\( C' \)  
\( r' \)  
\( C_n \)

- \( \varepsilon \): Protein interaction energy
- \( \eta_c' \): Critical protein volume fraction of the liquid phase
- \( \alpha \): Phase \( \alpha \)
- \( \beta \): Phase \( \beta \)
- \( \kappa' \): Fitting parameter
- \( T_c \): Critical Temperature
- \( N \): Number of crystals
- \( M \): Longest width of (110) face of the tetragonal lysozyme crystal
- \( L_{110} \): The distance between two (110) faces of the tetragonal crystal
- \( G_{110} \): Growth rate of (110) face of tetragonal lysozyme crystal
- \( G_{101} \): Growth rate of (101) face of tetragonal lysozyme crystal
- \( b \): Constant
- \( C' \): Protein concentration in the ‘buffer zone’
- \( r' \): Diffusion radius
- \( C_n \): Protein concentration in the nucleus
\( C_{tr} \)  
Crossover concentration

\( C_L \)  
Protein concentration of the protein-lean phase

\( r_{LL} \)  
Liquid-liquid co-existence boundary

\( A^* \)  
Collision factor

\( t_{ind} \)  
Induction time

\( V \)  
Volume of crystallization solution

\( \phi' \)  
Ratio of the Gibbs free energy of heterogeneous nucleation to homogeneous nucleation

\( \Delta G_{\text{hom}} \)  
Free energy barrier for homogeneous nucleation

\( \Delta G_{\text{het}} \)  
Free energy barrier for heterogeneous nucleation

\( \Delta G_{\text{hom}}^* \)  
Critical free energy barrier for homogeneous nucleation

\( \Delta G_{\text{het}}^* \)  
Critical free energy barrier for heterogeneous nucleation

\( B' \)  
Constant

\( B_{\text{het}}' \)  
Constant \( B' \) for heterogeneous nucleation

\( B_{\text{hom}}' \)  
Constant \( B' \) for homogeneous nucleation

\( \theta' \)  
Contact angle between nucleus and surface
$R'$  Main radius of the spherical cap

$r''$  Radius of the cone on the surface

$h'$  Height of the cone on the surface

$n_s$  Number of experiments

$n'$  Number of the cones on the surface

$A_{SL}$  Solid-liquid interfacial area

$A_L$  Surface area of the liquid spherical cap

$\Omega$  Molar volume

$\alpha'$  Ratio of $r''$ to $R'$

$\beta'$  Ratio of $h'$ to $R'$

$\gamma_L$  Nucleus-liquid interfacial energies

$\gamma_i$  Nucleus-substrate interfacial energies

$\gamma_S$  Liquid-substrate interfacial energies

$\theta_y$  Young contact angle

$\Gamma_w$  Roughness ratio
SUMMARY

Protein crystallization has been well recognized to be of great importance in several applications. Crystallization of protein crystals is the necessary first step in these applications. Given the lack of fundamental understanding of protein crystallization mechanism, protein crystals are usually obtained by the trial-and-error method. Screening for optimal crystallization conditions always requires a large amount of time and protein. Thus, knowledge of phase behavior, crystal nucleation and growth kinetics and the interactions that govern them is crucial for the understanding of protein crystallization mechanism and the design of optimal crystallization conditions.

In this dissertation, a full-picture investigation of protein crystallization has been presented. The phase diagram was obtained by measuring solubility and cloud-point temperature of lysozyme in solutions of various conditions. Protein interactions were characterized by measuring the second virial coefficient. It was found that there was a systematic variation between the solubility and the second virial coefficient; the solubility decreased with the increasing of protein attractive interactions, and the liquid-liquid phase separation was also driven by the net attractive interactions between protein molecules. The experimental data were also compared with the theoretical predictions. A good agreement was exhibited between the experimental results and theoretical predictions. In addition, a quantitative description of the liquid-liquid co-existence curve was achieved by modifying random phase approximation.

Nucleation kinetics of tetragonal lysozyme crystals was measured at various solution conditions. The nucleation rates were found to increase with the increase of the protein
and sodium chloride concentration when crystallization occurred in the solid-liquid coexistence region, and the broken dependence of nucleation rate on protein concentration around the liquid-liquid co-existence boundary was identified. The suppression of nucleation in the protein-rich phase was investigated in terms of protein interactions as determined by Raman spectroscopy and the self-assembly of protein molecules. The concentration distribution in the region between the growing nucleus and the protein-rich phase was derived to explain the increase of nucleation rate with the increase of the overall protein concentration in the liquid-liquid co-existence region. The different shapes and morphologies of lysozyme crystals were attributed to different growth rates of the (110) and (101) face of tetragonal lysozyme crystals and the protein interactions.

In addition, the influences of roughness, topography and physicochemical properties of chemically modified surfaces on the heterogeneous nucleation of protein crystals were investigated. An optical microscope with a heating/cooling stage was employed to measure the induction time of heterogeneous nucleation. The surface topography and roughness were characterized by the atomic force microscopy. Contact angles for crystallization solution on the investigated surfaces were measured by a contact angle meter. A theoretical model was proposed to relate the free energy barrier for nucleation to surface roughness and contact angle between the nucleating solution and the surface investigated. From the theoretical analysis, the energetic barrier to heterogeneous nucleation was found to increase at higher contact angles, and to decrease at higher roughness. The theoretical analysis was quite consistent with the experimental results.
1 Introduction

Protein crystallization has been well recognized to be of great importance in several applications, such as the determination of the three-dimensional structure of protein molecules, drug delivery, and the development of novel catalytic materials [1]. Detailed knowledge of the three-dimensional structures of protein molecules and protein-ligand complexes is essential to the understanding of genome structure-function relationship and the structure-based drug design. According to the statistics of protein data bank (PDB), X-ray crystallography is currently predominant in structure determination of protein molecules. However, a crystal of suitable size and diffraction quality must first be obtained in order to determine the structures of protein molecules by X-ray crystallography. On the other hand, the purification of some proteins can be achieved by protein crystallization. Cross-linked protein crystals that are of greatly enhanced stability and performance can be applied to facilitate sustained drug delivery and extend the shelf-life of protein pharmaceuticals [2-4]. The improved stability of the enzyme crystals also allows the commercialization of the enzymes as chemical and environmental catalysts [5]. In addition, protein crystals can be applied as chiral chromatographic media due to their micro-porous structures. The investigations of protein crystallization mechanisms and the applications of protein crystals usually involve the research work from physics, chemistry, biochemistry, molecular biology, and chemical and material engineering. Thus, protein crystallization is an important interdisciplinary area.

Due to the lack of fundamental understanding of the mechanism of protein crystallization and the complexity of protein molecules, it is difficult to design protein crystallization conditions rationally. Usually, protein crystals are obtained by trial-and-
error method. The screening for optimal protein crystallization conditions is achieved by systematically varying solution variables, such as precipitant type and concentration, protein concentration, pH, and temperature. Thus, a large amount of experiments are required. It is usually costly and time-consuming. The preparation of protein crystals that are of suitable quality is the main bottleneck to the applications of protein crystals in different disciplines. To overcome this bottleneck is the major driving force for protein crystallization studies.

Previous studies on protein crystallization have involved nucleation, crystal growth, and thermodynamic phase behavior of protein over a wide range of solution parameters. In order to grow high quality protein crystals, it is necessary to know protein solution phase behaviors and the interactions that govern them. Currently, experimental measurement is the main source of the determination of protein solubility. A lot of measurements have been carried out on the solubility of protein molecules. For example, the solubility data of hen egg white lysozyme have been measured as a function of salt type, salt concentration, pH, and temperature [6-12]. Mikol and Giegé investigated the effects of the concentration of ammonium sulfate, solution pH, and temperature on the solubility of concanavalin A systematically [13]. Additionally, the solubility of ovalbumin [14], canavalin A [15], equine serum albumin [16], and glucose isomerase [17] were reported.

The effects of liquid-liquid phase separation on protein crystallization have been investigated in the past two decades [18–28]. Different mechanisms have been proposed to explain the influences of the liquid-liquid phase separation on protein crystallization. For example, the presence of a metastable liquid-liquid critical point was proposed to change
the nucleation pathway dramatically and enhance the nucleation by density fluctuation [25, 26]. Therefore, the study on the location of the liquid-liquid co-existence boundary and the strategies to shift it provides a systematic approach to control protein crystallization. The location of liquid-liquid co-existence curve can be determined by measuring the cloud-point temperatures using the dynamic light scattering (DLS) [29], thermo-optical analysis technique [30], micro-differential scanning calorimeter [31], and small angle X-ray scattering (SAXS) [32-34]. By employing these techniques, the effects of pH, electrolyte identity, and electrolyte concentrations on the cloud-point temperature of lysozyme in electrolyte solutions were investigated systematically [29-31, 35-37]. More recently, the cloud-point temperatures of bovine serum albumin (BSA) [38], urate oxidase [32] and bovine pancreatic trypsin inhibitor (BPTI) [33, 34] in polyethylene glycol solutions were determined as well. Additionally, models based on van der Waals equation of state, statistical-mechanical perturbation theory, Gibbs free energy model, and Monte Carlo simulations were applied to predict the liquid-liquid co-existence curve.

Phase behaviors of protein solution are known to be driven by protein interactions. Understanding the correlation between protein interactions and protein phase behavior is essential to control the nucleation and growth of protein crystals. As a thermodynamic parameter that described protein interactions, second virial coefficient ($B_{22}$) was first proposed by George and Wilson [39] as a predictor for protein crystallization. They measured the second virial coefficient values for a variety of proteins in crystallization conditions. It was found that the values of $B_{22}$ for solutions in optimal crystallization conditions were within a narrow range of $-1 \times 10^{-4}$ to $-8 \times 10^{-4}$ mol mL$^{-2}$. This observation
suggested that $B_{22}$ might be an important parameter to predict protein crystallization conditions. Since then a lot of efforts have been made to investigate the influences of solution parameters on protein interactions and correlate protein interactions with protein phase behaviors. The effects of pH, electrolyte concentration, and poly (ethylene glycol) (PEG) on the $B_{22}$ of lysozyme and chymotrypsinogen [40, 41] and the effects of glycerol on the $B_{22}$ of bovine pancreatic trypsin inhibitor (BPTI) [42] were investigated by SLS. Bonneté et al. [43, 44] have applied SAXS to measure the $B_{22}$ values of urate oxidase as a function of solution pH, temperature, and the addition of PEG. Besides the traditional methods SLS and SAXS, self-interaction chromatography [45, 46], size exclusive chromatography [47] and a nanoparticle-based assay [48] were also developed and applied to measure the second virial coefficient. The measured second virial coefficient was also found to be closely related to solubility and cloud-point temperature [27, 49, 50].

Protein crystallization process is considered to be consisting of two processes; nucleation and crystal growth. In this respect, an understanding of the influences of solution variables on protein nucleation and growth kinetics is important in the control of the size and quality of the crystals obtained. Some previous studies have focused on the effects of solution variables, such as solution temperature, pH, etc, on the nucleation rates of protein crystals [19, 20, 51-54]. Considerable researches have also been carried out to study the effects of the liquid-liquid phase separation on the nucleation of protein crystals [18-26, 28, 35, 36, 52, 55]. Since heterogeneous nucleation can decrease the free energy barrier for nucleation and grow protein crystals at low supersaturation, various materials [56-72] have been tested as heterogeneous nucleation surfaces for protein crystallization.
As another way to induce heterogeneous nucleation, various seeding materials were applied to promote protein crystallization [73-76]. Some groups also investigated the effects of electric and magnetic fields on the nucleation of protein crystals [77, 78]. A systematic investigation on protein crystal growth not only provides guidelines for growing better crystals but also provides insights into the mechanisms dominating the perfection of the quality of protein crystals. The investigation on the growth mechanism was usually carried out by measuring the growth rate of a protein crystal using optical microscopy. The influences of temperature, pH and salt concentrations on the growth rates of tetragonal lysozyme crystals were investigated and correlated with the quality of protein crystal [79-81]. In addition, electron microscopy [82], atomic force microscopy (AFM) [83] and advanced optical microscopy [84] were applied to study the defect generation mechanism of protein crystals.

As mentioned above, different aspects of protein crystallization have been investigated, but most of these studies just focused on one or two sides of the whole crystallization process. When a full picture of protein crystallization is sought, the experimental conditions and methods were normally inconsistent with each other. Furthermore, the effects of many parameters are not well understood and highly nonlinear in their effects on other parameters, hence there is still no general theory to describe protein crystallization. A further understanding such as the mechanism of protein interaction on protein nucleation and crystal growth is necessary for tuning protein crystallization in a controlled manner.
The main objective of this work is to present a full-picture investigation of protein crystallization, namely a detailed study on the phase behavior and crystallization mechanism of protein molecules including nucleation kinetics, crystal growth kinetics, crystal morphologies, solubility, second virial coefficient, and cloud-point temperatures using consistent experimental conditions and methodologies. In addition, since heterogeneous nucleation can decrease the free energy barrier for nucleation and grow protein crystals at low supersaturation, some theoretical and experimental efforts on the influence of the roughness, topography and physicochemical properties of chemically modified surfaces on the heterogeneous nucleation of protein crystals were investigated as well.

In this work, lysozyme from hen egg white was selected as a model protein. Different from some proteins that are sensitive to the practical conditions in which they are handled, e.g. pH and temperature, lysozyme is relatively more stable. The relatively cheap price and the availability of the thermophysical properties are important factors for us to choose lysozyme as a model protein. On the basis of previous research, more findings and deeper understanding on the mechanism of protein crystal nucleation, growth and morphology were revealed using more reliable and efficient experimental methodologies. Therefore, lysozyme is a useful model protein for the full-picture investigation of the protein crystallization mechanism.

The work presented in this thesis was organized in the sequence as follows.
In Chapter 2, the background and existent knowledge of protein crystallization are summarized. This should elucidate the context and importance of the present work.

In Chapter 3, the effects of pH, temperature, salt type and salt concentration on the solubility and strength of protein interactions were investigated systematically. The solubility was measured by crystallization of supersaturated solutions to reach the equilibrium. The strength of protein interactions was characterized through measuring second virial coefficient by SLS. In parallel, crystallization trials in corresponding conditions were performed. This chapter also included the search of the correlation between protein interactions and protein solubility.

In Chapter 4, the liquid-liquid phase separation of lysozyme and bovine serum albumin was characterized by measuring the liquid-liquid co-existence curves for lysozyme solutions and bovine serum albumin solutions under different practical conditions. In order to correlate the cloud-point temperature with second virial coefficient, the second virial coefficients for lysozyme and bovine serum albumin in various precipitant concentrations and temperatures were measured. The quantitative ability of the theoretical models to predict the experimentally measured liquid-liquid co-existence curves for lysozyme and γII-crystallin in various solution conditions and the dependence of the energy of protein interaction on temperature were also tested.

Chapter 5 presents a detailed study on the phase behavior and mechanism of lysozyme crystallization. The nucleation and crystal growth rates, crystal morphologies, solubility, second virial coefficient and cloud-point temperatures under different solution conditions
were experimentally measured and theoretically analyzed. The observations and analysis in this chapter were expected to provide a further understanding and guideline for protein crystallization.

In Chapter 6, the influence of the factors, such as surface roughness and topography, on the heterogeneous nucleation of hen egg white lysozyme was examined by carrying out heterogeneous nucleation on a series of chemically modified surfaces. The induction time of heterogeneous nucleation, the surface topography, the surface roughness and the contact angle between the crystallization solution and the foreign surfaces were measured and analyzed. A theoretical model was also proposed to correlate the free energy barrier for heterogeneous nucleation with surface roughness and the contact angle between nucleating solution and the surface. This part of work was expected to provide a further understanding of the heterogeneous nucleation mechanism of protein crystals and an inspiration in the design of the novel heterogeneous nucleant.

In Chapter 7, the conclusions were drawn and some suggestions were provided for the future work.
2 Literature Review

The purpose of this chapter is to provide a detailed introduction on the background of protein crystallization. It includes the applications of protein crystallization, crystallization techniques and the relevant research work in the published literature regarding the fundamental understanding of the mechanism of protein crystallization.

2.1 Structure Determination of Protein Molecules

It is known that proteins play a key role in almost every biological process. Their specific biological functions are determined by the three-dimensional arrangement of the amino acids at the active sites. High-resolution three-dimensional structures of protein molecules are pivotal for the understanding of the biological functions. By May 2009, there have been a total of 57,424 entries available in Protein Data Bank (PDB). As summarized in Table 2.1, X-ray crystallography, nuclear magnetic resonance (NMR) spectroscopy and electron microscopy (EM) are currently three predominant experimental methods in the determination of the three-dimensional structures of protein molecules. These three methods have their own advantages and limitations and can complement each other.

Around 15% of the structures that are available in PDB were determined using NMR spectroscopy. It serves as a complementary way to X-ray crystallography. As reported in PDB, the structures of some proteins that do not provide crystals of X-ray diffraction quality were determined using liquid-state NMR spectroscopy [85]. Liquid-state NMR spectroscopy allows the determination of the atomic resolution of protein molecules in solution. It comprises the steps including protein sample preparation, data collection,
assignment of chemical shifts of the nuclear spins, assignment of NMR-derived experimental information, and structure calculations. It requires a high solubility in water to obtain an interpretable signal, which may be a severe obstacle for liquid-state NMR structure determination. Although the introduction of transverse relaxation-optimized spectroscopy (TROSY), residual dipolar coupling (RDC), and labeling strategies has allowed liquid-state NMR to determine the three-dimensional structure of proteins with a molecular weight up to ~100 kDa [86], there is still a size limit for proteins to be studied.

In contrast to NMR spectroscopy, the X-ray crystallography does not limit to the size and complexity of the protein molecules. The X-ray crystallography is currently predominant in the structure determination of protein molecules. According to the statistics of the PDB entries as in Table 2.1, around 90% of the structures were determined using X-ray crystallography. The structure is determined by irradiating a diffraction quality crystal and recording the spatial distribution and intensities of the diffracted X-ray beams as long as the diffraction quality crystal is available. It comprises of several steps including protein purification and crystallization, post-crystallization treatment, data collection and phasing [87]. The recent advances in every stage of protein X-ray crystallography, especially the applications of genetic engineering, robotics, synchrotron data collection and high powered computing have accelerated protein crystallography for structural genomics [88]. However, the key to the success of the X-ray crystallography is to obtain the single crystals that are of diffraction quality. Due to the lack of the fundamental understanding of the mechanisms of protein crystallization, the growth of the diffraction quality crystals are the most difficult and time-consuming step in the protein structure determination.
In recent years, emerging methods in cryo-electron microscopy allow the structure determinations of the molecules and molecular assemblies that are too large or too heterogeneous to be investigated using traditional X-ray crystallography [89, 90]. Another recent advance for the structure determination of protein molecules is the solid-state magic-angle-spinning NMR spectroscopy. Although protein structure determined by the solid-state NMR has not been reported, the solid-state NMR spectroscopy provides a possibility to determine the structures of the insoluble proteins at an atomic level [91]. The advances in both instrumentation and software provide a promising possibility to improve the low throughput of the structure determination of protein structures.

Table 2.1. PDB statistics summary of released entries as of May 2009 [92].

<table>
<thead>
<tr>
<th>Experimental method</th>
<th>X-ray</th>
<th>NMR</th>
<th>EM</th>
<th>Other</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proteins</td>
<td>45,962</td>
<td>6,834</td>
<td>155</td>
<td>110</td>
<td>53,061</td>
</tr>
<tr>
<td>Nucleic acid</td>
<td>1,141</td>
<td>850</td>
<td>16</td>
<td>4</td>
<td>2,011</td>
</tr>
<tr>
<td>Protein/nucleic acid complexes</td>
<td>2,112</td>
<td>144</td>
<td>59</td>
<td>4</td>
<td>2,319</td>
</tr>
<tr>
<td>Other</td>
<td>17</td>
<td>7</td>
<td>0</td>
<td>9</td>
<td>33</td>
</tr>
<tr>
<td>Total</td>
<td>49,232</td>
<td>1,835</td>
<td>230</td>
<td>127</td>
<td>57,424</td>
</tr>
</tbody>
</table>
2.2 Selected Examples of Compounds Discovered using a Structure-based Drug Design Approach

A traditional effort for drug discovery usually consists of cycles of synthesis and testing of candidate compounds on cultured cells or animals in a trial-and-error way. Although the introduction of high-throughput screening assay has enabled researchers to develop and screen a large amount of candidate compounds, the traditional drug design approach has some inherent limitations. Different from the traditional drug design, the structure-based drug design begins with the knowledge of the three-dimensional structure information and the specific chemical responses of the target molecules. Using structural information to guide small-molecule design and generate new chemicals is now a mainstream in the drug discovery process [93]. In the past two decades, the structure-based drug design has been applied in the discovery of the drugs for the treatments of various diseases, such as human immunodeficiency virus (HIV) infection, cancer, Alzheimer’s disease, etc. The increase of the impact of the structure-based drug design in drug discovery is illustrated in Table 2.2 by summarizing the selected examples of the compounds that were designed based on the three-dimensional structure information of the target molecules since 1996.

In the past few years, the inhibition of the HIV protease has been considered as one therapeutic approach for AIDS. The discovery of the novel inhibitors of HIV protease is considered as a classic example of the applications of the structure-based drug design. Based on the three-dimensional structure of the inhibitor/HIV-1 protease complex as revealed by the X-ray crystallography, 5,6-dihydro-4-hydroxy-2-pyrone were discovered as potential agents for the treatment of HIV infection [94]. Guided by an interactive structure-based drug design process, one of \( p \)-cyanophenyl sulfonamide derivatives, as
illustrated in Table 2.2, was designed and found to be a promising inhibitor of HIV protease with excellent enzyme inhibitory activity and potent antiviral activity [95]. In addition, tipranavir disodium (PNU-140690E) was developed as a potent, orally bioavailable, nonpeptidic HIV protease inhibitor with the help of the crystallographic data on the inhibitor-protease complex [96]. In a recent report, a compound with broad-spectrum activity against several key mutants of HIV protease was developed by analyzing the binding mode of the clinical candidate and existing protease inhibitor to HIV protease [93, 97].

Cancer has long been recognized as a disease of aberrant cellular proliferation [98]. The targets of the therapy of cancer are the mutated, deleted or over-expressed proliferation regulation proteins in cancer cell lines. The cyclin-dependent kinases (CDKs) are important in controlling entry into and transition through each phase of the cell cycle. Therefore, the discovery for the inhibitors to CDKs which control the cell cycle provides a potential approach for the therapy of cancer. As potential cancer therapy pharmaceutical ingredients, imidazo[1,2-a]pyridines [98], furanopyrimidine and pyrrolopyrimidine inhibitors were developed as inhibitors [99] to CDKs, using the knowledge of their binding modes to the target proteins, the emerging structure-activity trends and protein-ligand affinity as obtained through the X-ray crystallography of the inhibitor/target complex. The X-ray crystallographic structures of proteasome and inhibitor/proteasome complex were solved and used to assist in understanding interaction between the non-covalent proteasome inhibitors and the proteasome. A new class of potent cellulary active inhibitors was also discovered to act non-covalently to the proteasome and show high specificity for the chymotrypsin-like activity of the enzyme and high antiproliferative
activity [100]. The discovery of the fact that farnesylation is required for ras transforming activity has led to an intensive research for farnesyltransferase (FTase) inhibitors (FTIs) as anticancer agents. Li et al. [101] have reported the design, synthesis and testing of a series of novel inhibitors of FTase using the three-dimensional structure of tipifarnib. As proteins that are involved in the regulation of mitosis, aurora kinases have been found to be attractive targets for the design of the anticancer drugs. In a recent report, Coumar and co-workers [102] developed a new compound as the inhibitor for aurora kinase by modification of the existing aurora kinase A inhibitor. The new compound has shown ~450-fold improved aurora kinase A inhibition potency compared to the existing compound.

Alzheimer’s disease (AD) is a neurodegenerative disease of the brain that is characterized by the progressive formation of the insoluble amyloid plaques and fibrillary tangles. Inhibition of β-amyloid precursor protein (APP) proteolysis, which is caused by β-secretase (BACE-1), has been considered as a central concept in the therapy of AD [103]. On the basis of the co-crystal structure of inhibitor in the BACE-1, Stachel et al. [103] successfully identified a β-secretase inhibitor that was of low molecular weight and displayed ~500 fold selectivity of β-secretase versus cathepsin D and renin. Novel P1-P3 linked macrocyclic BACE-1 inhibitors were designed and synthesized based on the crystallographic data on the complex of open-chain inhibitor and BACE-1. The novel compounds were found to be more active without the increasing of their molecular weight [104]. Other than these compounds, a lot of novel compounds have been discovered to be the candidates of active pharmaceutical ingredients for the treatment of arthritis [105],
obesity [106], inflammation [107-111], cardiovascular disease [112, 113], influenza [113], and liver cirrhosis [114] as listed in Table 2.2.

**Table 2.2. Selected examples of the compounds discovered using structure-based drug design approach.**

<table>
<thead>
<tr>
<th>Disease</th>
<th>Target Protein</th>
<th>Compound Structure</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>HIV</td>
<td>HIV protease</td>
<td><img src="image1" alt="Compound Structure" /></td>
<td>[94]</td>
</tr>
<tr>
<td>HIV</td>
<td>HIV protease</td>
<td><img src="image2" alt="Compound Structure" /></td>
<td>[95]</td>
</tr>
<tr>
<td>HIV</td>
<td>HIV protease</td>
<td><img src="image3" alt="Compound Structure" /></td>
<td>[96]</td>
</tr>
<tr>
<td>HIV</td>
<td>HIV protease</td>
<td><img src="image4" alt="Compound Structure" /></td>
<td>[97]</td>
</tr>
<tr>
<td>Cancer</td>
<td>CDKs</td>
<td><img src="image5" alt="Compound Structure" /></td>
<td>[98]</td>
</tr>
<tr>
<td>Cancer</td>
<td>CDKs</td>
<td><img src="image6" alt="Compound Structure" /></td>
<td>[99]</td>
</tr>
<tr>
<td>Cancer</td>
<td>Proteasome</td>
<td><img src="image7" alt="Compound Structure" /></td>
<td>[100]</td>
</tr>
</tbody>
</table>
Table 2.2 (Continued)

<table>
<thead>
<tr>
<th>Disease</th>
<th>Target Protein</th>
<th>Compound Structure</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cancer</td>
<td>FTase</td>
<td><img src="attachment" alt="Compound Structure" /></td>
<td>[101]</td>
</tr>
<tr>
<td>Alzheimer’s</td>
<td>BACE-1</td>
<td><img src="attachment" alt="Compound Structure" /></td>
<td>[103]</td>
</tr>
<tr>
<td>Alzheimer’s</td>
<td>BACE-1</td>
<td><img src="attachment" alt="Compound Structure" /></td>
<td>[104]</td>
</tr>
<tr>
<td>Arthritis</td>
<td>Caspase-1</td>
<td><img src="attachment" alt="Compound Structure" /></td>
<td>[105]</td>
</tr>
<tr>
<td>Obesity</td>
<td>PPARγ</td>
<td><img src="attachment" alt="Compound Structure" /></td>
<td>[106]</td>
</tr>
<tr>
<td>Inflammation</td>
<td>Adenosine</td>
<td><img src="attachment" alt="Compound Structure" /></td>
<td>[107]</td>
</tr>
<tr>
<td>Inflammation</td>
<td>Rho kinase</td>
<td><img src="attachment" alt="Compound Structure" /></td>
<td>[108]</td>
</tr>
<tr>
<td>Inflammation</td>
<td>Adenosine</td>
<td><img src="attachment" alt="Compound Structure" /></td>
<td>[109]</td>
</tr>
</tbody>
</table>
Table 2.2 (Continued)

<table>
<thead>
<tr>
<th>Disease</th>
<th>Target Protein</th>
<th>Compound Structure</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inflammation</td>
<td>Adenosine deaminase</td>
<td><img src="image1" alt="Structure" /></td>
<td>[110]</td>
</tr>
<tr>
<td>Inflammation</td>
<td>Glycogen synthase kinase 3</td>
<td><img src="image2" alt="Structure" /></td>
<td>[111]</td>
</tr>
<tr>
<td>Cardiovascular disease</td>
<td>Tissue factor VIIa</td>
<td><img src="image3" alt="Structure" /></td>
<td>[112]</td>
</tr>
<tr>
<td>Influenza</td>
<td>Neuraminidase</td>
<td><img src="image4" alt="Structure" /></td>
<td>[113]</td>
</tr>
<tr>
<td>Liver Cirrhosis</td>
<td>Hepatitis C NS3-4A protease</td>
<td><img src="image5" alt="Structure" /></td>
<td>[114]</td>
</tr>
</tbody>
</table>
2.3 Applications of Protein Crystallization

As mentioned previously, the X-ray crystallography is currently the most powerful method for the determination of the three-dimensional structures of protein molecules. The detailed understanding of the three-dimensional structures of protein molecules is vital for the structure-based drug design and the understanding of genome structure-function correlation [52]. Thus, protein crystallization is always considered as the necessary first step in protein structure determination. Protein crystals were also crystalline materials that were of various chemical and physical properties, which enabled them to be potentially applicable in drug delivery and the development of novel catalytic materials. The controllable dissolution rate of protein crystals enabled them to be utilized to achieve sustained protein drug release rate. The most pioneering example was the formulation in which insulin was precipitated and crystallized with Zn(II) and protamine. The sustained release was achieved in this way to treat diabetes mellitus successfully [2, 3]. In addition, protein crystals could be strengthened both chemically and mechanically by cross-linking to work as the catalysts in chemical and environmental industry. The microporous properties of protein crystals can also be taken advantage to make protein crystals to be potential materials as chiral chromatographic media [5].

2.4 Protein Crystallization Methods

Vapor diffusion technique is the most frequently used method to crystallize protein. In this technique, a small droplet containing protein, buffer, and precipitant is placed on a siliconized glass cover slip. The concentration difference between the crystallization droplet and the reservoir drives the system towards equilibrium by diffusion. As illustrated in Figure 2.1, there are three types of vapor diffusion setups; hanging drop, sitting drop
and sandwich drop methods. In addition to vapor diffusion methods, dialysis, batch and micro-batch techniques are applied. If a protein is less soluble close to low ionic strength, it is possible to crystallize it simply by dialysis. The dialysis experiment can be set up using dialysis bag, collodion thimbles, or Zeppezauer cells [115]. The protein solution is placed in the dialysis device and dialyzed against the buffer. In batch and micro-batch technique, the precipitant and the target protein solution are simply mixed. In this way, supersaturation can be achieved directly rather than by diffusion. The goal of all these different techniques is to achieve a state of supersaturation by adjusting the solutions conditions to make crystallization possible.

Due to the lack of fundamental understanding of the mechanism of protein crystallization and the complexity of protein molecules, protein crystals are usually obtained by the trial-and-error method. Generally, the screening for protein crystallization conditions can be achieved by systematically varying solution variables, such as precipitant type and concentration, pH, temperature, etc [116]. Thus, a large amount of experiments are required to determine the optimal crystallization conditions. It is usually costly and time-consuming. Under the pressure that the structures of protein molecules, especially the protein targets for drug design, should be obtained in a reasonable time frame and the limited amount of proteins, crystallization robots handling crystallization reagents in nanoliter scale have been developed to speed up the screening process and reduced the consumption of proteins. C-200 robot offered by Gilson-Cyberlab (Middleton, WI, USA) is a conventional crystallization robot that requires 1 to 2 µL solution per experiment. A lot of efforts have been made to reduce the amount of crystallization solution required per experiment. For example, a crystallization robot and digital image
capture system (Agincourt) that was able to carry out 60,000 micro-vapor diffusion crystallization experiments per day was developed by Genomic Institute of the Novartis Research Foundation (San Diego, CA, USA) and Syrrx (San Diego, CA, USA) [117]. Each crystallization experiment required a droplet of 80 nL crystallization solution. However, the equipment cost of these systems is so high that many individual laboratories cannot afford. In order to overcome this problem, microfluidics has been applied to combine and confine crystallization reagents in volumes as small as or even smaller than those dispensed by robotic systems [118]. The precise control of fluid flow provided by plug-based crystallization has been shown to be a promising method to screen protein crystallization conditions.

![Figure 2.1](image.png)

**Figure 2.1.** Three types of vapor diffusion setups; hanging drop, sitting drop and sandwich drop method.
2.5 Phase Behavior of Protein Molecules

The phase behavior of colloidal particles sensitively depends on the range of attractive interaction. Generally the colloidal particles are assumed to be hard spheres. The schematic temperature-density phase diagrams for hard spheres with attractive Yukawa potentials are illustrated in Figure 2.2. In Figure 2.2 (a), gas is the stable low-density phase at high temperature. The phase separates into two co-existence phases; gas and liquid as the temperature is low. At high densities, the gas-liquid and gas-solid co-existence curves intersect at the triple point. The further increase in the density leads to the complete solidification. When the attractive interaction range is smaller than one-seventh of the diameter of the hard sphere the phase diagram undergoes a significant change. As shown in Figure 2.2 (b), the triple point disappears and the gas-liquid co-existence region moves underneath the gas-solid co-existence curve, which is similar to the phase diagrams of globular proteins as observed in previous studies [119]. Based on the previous experimental data on the phase diagrams of protein solutions, a generic phase diagram of protein molecules is depicted in Figure 2.3. The phase diagram in Figure 2.3 (a) applies to the proteins, whose solubility increases with increasing temperature, e.g. lysozyme [35, 37] and γ-crystallin [120], while the phase diagram in Figure 2.3 (b) applies to the proteins, whose solubility decreases with increasing temperature, for example HbS [121]. It is found that there are three regions in phase diagram, liquid-solid co-existence region, liquid-liquid co-existence region, and gelation region. The presence of the liquid-liquid co-existence and gelation regions is considered to be intrinsic features for globular proteins. As suggested by the previous studies, the locations of these phase boundaries vary with solution parameters, such as pH, temperature, protein concentration, etc. It appears that the detailed understanding of the phase diagram would be advantageous in determining the
optimal crystallization conditions to obtain the crystals that are suitable for the X-ray diffraction.

**Figure 2.2.** Schematic temperature-density phase diagrams for hard spheres with Yukawa attraction after the work reported by Muschol and Rosenberger [37]: (a) standard phase diagram with a stable gas-liquid co-existence region below the critical point (CP), (b) phase diagram when the attractive range is smaller than one-seventh of the diameter of the colloidal particle.
Figure 2.3. Schematic phase diagram for globular proteins: (a) the solubility increases with increasing temperature, (b) the solubility decreases with increasing temperature.
2.5.1 Solubility Studies

Protein solubility is a critical parameter with the advent of interest in protein crystallization process. Generally, protein solubility is either obtained by dissolution of protein crystals into the protein-free solution or crystallization of super-saturated solution to reach the equilibrium concentration. In the first technique, a known mass of protein crystals is placed in a protein-free solution under the conditions of interest and stirred to ensure the thorough mixing of proteins. Then a clear sample is removed to analyze the concentration of the protein solutions. When the concentration reaches a constant value the system is assumed to be saturated. The final concentration is noted as the solubility [122]. It is also possible to measure the solubility starting from a super-saturated solution. The equilibrium of the solution is achieved through the growth of crystals. However, it is more difficult to establish equilibrium in this way compared to the first technique. The crystal growth may cease due to the presence of the impurities on the surface of crystals.

The traditional methods as described above are usually costly and time-consuming. In order to achieve rapid and efficient solubility determination, a lot of alternative methods have been developed. Cacioppo et al. [6, 7] developed a micro-column technique for the rapid determination of protein solubility data. In this technique, the protein microcrystals in the column beds were equilibrated at the conditions of interest. The measurement rate was maximized and the consumption of protein was reduced. Sazaki et al. [123], Gray et al. [16] and Suzuki et al. [17] have reported the application of the Michaelson interferometer to the measurement of the solubility of lysozyme, equine serum albumin and glucose isomerase. The Michaelson interferometer correlates the protein solubility with the concentration gradient around a crystal that is growing, dissolving or in
equilibrium with the environment. It is rapid, allowing one solubility data point to be determined in less than 2 hours. Scintillation [124], Fourier transformed infrared spectroscopy (FTIR) [125] and isothermal micro-calorimetry [126] were also developed to measure the solubility of protein. These techniques require some specialized and expensive equipment. A spin filter method was also developed to measure the solubility of lysozyme and carboxypeptidase G₂. In this method the crystal slurry was equilibrated with protein solution and then centrifuged through a filter. This technique was rapid and does not require specialized or expensive equipment [127].

It is known that the solubility of protein molecules depends on several factors, such as pH, temperature, solvent, precipitant type, precipitant concentration, and methods of solubility measurement, etc. Measurements of the dependence of the protein solubility on these factors can be valuable for determining the phase behavior of a particular system and selecting suitable operation parameters. Research on the solubility of proteins in water and aqueous solutions can be dated back to more than a century ago [128]. The solubility data of hen egg white lysozyme crystals have been measured as a function of salt concentration along with other parameters, such as pH, temperature and salt type [6-12, 17]. The dependence of the solubility of concanavalin A on the concentrations of ammonium sulfate, solution pH, and temperature were measured systematically by Mikol and Giegé [13] using a microquantitation assay. The resulting phase diagram has permitted the analysis of the solubility of concanavalin A and the design of the efficient ways to control the crystallization of concanvalin A. In addition, the solubility of ovalbumin in ammonium sulfate solution [14], canavalin A [15], equine serum albumin [16], and glucose isomerase [17] were reported. As mentioned before, reliable solubility information is necessary for
the study of nucleation kinetics. The extensive solubility data of hen egg white lysozyme make it a suitable candidate in the study of the nucleation and crystal growth mechanisms.

2.5.2 Liquid-liquid Phase Separation

A detailed understanding of the phase transformations of aqueous protein solutions, especially the liquid-liquid phase separation (LLPS), is of considerable importance for protein crystallization and some human diseases, such as cold cataract [129]. It has been both experimentally suggested [18-24, 52] and theoretically predicted [25, 26, 28, 55] that LLPS affects protein crystallization. LLPS is also the cause of a wide class of human diseases including sickle cell disease [121, 130, 131] and cataract [120, 132]. The study of the location of the liquid-liquid co-existence boundary and the strategies to shift it provides a systematic approach to control protein crystallization and is also crucial in the search of the disease treatment.

LLPS of lysozyme in salt solutions was first reported by Ishimoto and Tanaka in 1977 [35]. Subsequently, the effects of pH, salt identity, and concentrations on the cloud-point temperature for lysozyme in electrolyte solutions were investigated systematically to provide an insight into protein interaction and its correlation with crystallization. The cloud-point temperature was measured as a function of the ionic strength of the sodium phosphate buffer, its pH, and the identity and concentration of the salts by Taratuta et al. [36]. It was observed that the cloud-point temperature did not change significantly with the total ionic strength of the sodium phosphate buffer at fixed pH. The cloud-point temperature increased monotonically with salt concentration. The cloud-point temperature was found to increase with pH as well. The obtained cloud-point temperature data were
found to be characterized very well by modeling the attractive interaction using thermodynamic Gibbs free energy. The phase boundaries for metastable liquid-liquid phase separation in hen egg white lysozyme solutions with 3%, 5% and 7% w/v at pH 4.5 were determined using cloud-point temperature measurement by Muschol and Rosenberger [37]. It was found that the critical temperatures for the liquid-liquid co-existence curves were increased approximately linearly with salt concentration and the critical concentration did not vary much with the salt concentration. The phase diagram of lysozyme solutions was also proposed by combining these liquid-liquid co-existence curves with the solubility curves and applied to correlate with protein crystallization. In addition, the effects of electrolyte type, concentration, solution pH, and glycerol on the cloud-point temperature of lysozyme were investigated using dynamic light scattering [37], thermo-optical analysis technique [30] and micro-differential scanning calorimeter [31]. It was of great interest that the dependence of the cloud-point temperature on the salt concentrations was differed with the types of the cations and anions. For the salts with monovalent cations, the cloud-point temperature was increased with the salt concentration. For the salts with divalent cations, the cloud-point temperature was increased with the salt concentration with a maximum, which was attributed to the ion binding to the protein surface and the subsequent water structuring. At fixed salt concentrations, the cloud-point temperature was found to decrease with rising anion kosmotropic character. Moreover, the addition of glycerol was observed to decrease the cloud-point temperature of lysozyme solutions. In order to further characterize the protein-protein interactions using cloud-point temperature determination, the random phase approximation (RPA) together with the square-well potential was applied to investigate the specific effects of different ions. The
interaction energy could be fitted as a function of ionic strength, which provided an approach to predict the cloud-point temperature of lysozyme in a particular salt solution.

In recent years, such kind of studies have been extended to other proteins, such as bovine serum albumin (BSA) [38], urate oxidase [32], and bovine pancreatic trypsin inhibitor (BPTI) [33, 34]. Wang et al. [38] reported the effects of the concentration of polyethylene glycol (PEG) 1450 on the liquid-liquid phase separation of BSA by measuring the temperature dependence of the cloud-point temperature on the PEG 1450 concentration and BSA/PEG 1450 partitioning. A thermodynamic perturbation theory was also applied to relate the effects of PEG 1450 on the liquid-liquid phase separation of BSA to the effects of PEG 1450 to protein-protein interaction and the partition of BSA/PEG 1450 to protein-PEG interactions. Based on these results, a depletion-interaction model was found to be able to account for both protein-PEG interaction and the effects of PEG on the protein-protein interaction sufficiently. The phase diagram of urate oxidase in the presence of PEG 8000 was characterized by measuring the solubility and the dilute part of the liquid-liquid phase separation [32]. On the basis of the protein-protein interaction as determined using the SAXS and the crystal growth process of urate oxidase in PEG 8000 solutions observed by optical microscope, it was concluded that the liquid-liquid phase separation preceeded and slowed down the crystallization. The phase diagram of BPTI/350 mM KSCN at pH 4.9 was determined by measuring the solubility curve and liquid-liquid co-existence curve using optical microscope. Solutions above the liquid-liquid co-existence curve and the dilute and dense phases of the solutions below the liquid-liquid co-existence curve were characterized using SAXS. The experimental observations of optical microscopy and SAXS were coupled with the data obtained from numerical simulation. It
was found that solutions above the liquid-liquid co-existence curve were composed of both decamers and monomers. It was the attractive interactions between decamers that drive the liquid-liquid phase separation and liquid-solid separation [33, 34]. Additionally, the liquid-liquid co-existence curves for γ-crystallin, hemoglobin and their natural variants [120, 121, 130-136] were measured to provide a sound reference in the search of the treatment of cataract and sickle cell anemia.

The similarity between the phase diagrams of colloidal solutions and globular protein solutions enables the modeling of the phase diagram of protein solution using the theories developed for colloidal solutions. The first model was based on the equation of state proposed by van der Waals [137]. This equation of state was further developed to be more general by characterizing the model system with their molecular interactions and kinetic energy. Another general approach was to apply a statistical-mechanical perturbation theory. In this approach, the protein solutions were assumed to be composed of hard spheres. The interactions between these hard spheres were repulsive interactions. The attractive interactions were the perturbation to the repulsive interactions of the hard sphere system [38, 138-140]. The Gibbs free energy model [36, 55, 141], which described the water-mediated interactions between protein molecules in phenomenological level was also used to describe the properties of the observed liquid-liquid phase separation. In addition, many Monte Carlo simulations have been made to predict the liquid-liquid co-existence curve [142, 143]. All the described modeling methods are based on the assumption that the interactions between protein molecules are isotropic. However, these isotropic models only described the phase diagram of protein solutions qualitatively. The curves generated by modeling were not as wide as that determined by experimental measurement.
2.6 Second Virial Coefficient and Protein Interactions

The challenge of crystallizing proteins has led to a significant amount of research in understanding the correlation between protein interactions and the solution conditions that are conducive to crystallization [144]. As a thermodynamic parameter that described the protein-protein interactions, the second virial coefficient ($B_{22}$) was firstly proposed by George and Wilson [39] as a predictor for protein crystallization experiment. $B_{22}$ represents a Boltzmann-weighted average measure of protein-protein interactions; positive value corresponds to repulsive interactions and negative value corresponds to attractive interactions [144]. In the work reported by George and Wilson, the values of $B_{22}$ have been measured for a variety of proteins in the crystallization conditions. It was found that the values of the $B_{22}$ for the solutions in crystallization conditions were within a narrow range of $-1 \times 10^{-4} \sim -8 \times 10^{-4}$ mol mL g$^{-2}$. The solutions, whose $B_{22}$ values were out of this range would either result in no crystallization or disordered aggregates. This observation suggested a rational approach to predict whether proteins that have not been crystallized before could assemble into crystals suitable for the X-ray diffraction. Since then a lot of efforts have been made to improve the efficiency of the measurement of the second virial coefficient, investigate the influences of solution parameters, such as ionic strength, solution pH, and temperature, on protein interactions, and correlate the second virial coefficient with the conditions conducive to protein crystallization.

Usually $B_{22}$ for protein solution is defined by the osmotic virial expansion [145] as

$$\Pi = RTc_p \left( \frac{1}{M_w} + B_{22}c_p + \cdots \right)$$

(2.1)
in which \( \Pi \) is the osmotic pressure, \( c_p \) is the protein concentration, \( R \) is the gas constant, \( T \) is the temperature and \( M_w \) is protein molecular weight. The sum of the pairwise potential of protein molecules can be related to the second virial coefficient by [146]

\[
B_{22} = -\frac{1}{2} \frac{N_A}{M_w^2} \int_0^\infty 4\pi r^2 \left( \exp\left[ -W(r)/kT \right] - 1 \right) dr
\]

(2.2)

where \( N_A \) is the Avogadro’s number, \( W(r) \) is the sum of pairwise potentials of protein molecules and \( r \) is the center-to-center distance between two protein molecules. The sum of pairwise potentials is given by

\[
W(r) = W_{hs}(r) + W_{elec}(r) + W_{disp}(r) + W_{spec}(r)
\]

(2.3)

where \( W_{hs}(r) \) is the hard-sphere potential, \( W_{elec}(r) \) is the electric double-layer-repulsion potential, \( W_{disp}(r) \) is the dispersion potential and \( W_{spec}(r) \) is the specific potential that describes the hydrophobic interactions. The hard-sphere potential is the contribution for the size of the particles only and given by

\[
W_{hs}(r) = \begin{cases} 
\infty, & \text{for } r \leq \sigma \\
0, & \text{for } r > \sigma 
\end{cases}
\]

(2.4)

with \( \sigma \) the effective hard-sphere diameter of the protein molecules.

According to Debye-Huckel theory, the electric double-layer repulsive can be calculated by

\[
W_{elec}(r) = \frac{z^2 e^2 \exp[-\kappa(r-\sigma)]}{4\pi \varepsilon_o \varepsilon_r (1 + \kappa \sigma / 2)^2}
\]

(2.5)

where \( z \) is the valence of the protein molecule in the solution condition, \( e \) is the elementary charge, \( \varepsilon_o \) is the dielectric permittivity of free space, \( \varepsilon_r \) is the relative dielectric permittivity of water, \( \kappa \) is the inverse Debye length given by
in which $I$ is the ionic strength of the solution and $k$ is the Boltzmann constant. The attractive dispersion potential can be calculated as

$$W_{\text{disp}}(r) = -\frac{H}{36} \left( \frac{\sigma}{r} \right)^6$$

(2.7)

where $H$ is the effective Hamaker constant for protein interactions. The specific interaction can be calculated by applying the square-well potential to characterize the specific interactions as

$$W_{\text{spec}}(r) = \begin{cases} -\varepsilon_{\text{spec}}, & \text{for } \sigma \leq r \leq \sigma + \delta \\ 0, & \text{for } r < \sigma + \delta \end{cases}$$

(2.8)

In this equation, $\varepsilon_{\text{spec}}$ is the depth of the square well and $\delta$ is the width of the square well.

The values of $B_{22}$ were able to be measured by SLS, membrane osmometry, SAXS, SANS, self-interaction chromatography, size exclusion chromatography, and self-interaction nanoparticle spectroscopy. The principles of the measurements of the second virial coefficient using these techniques and their applications will be summarized as next sections.

### 2.6.1 Static Light Scattering (SLS)

Static light scattering (SLS) is a traditional way to measure the second virial coefficient ($B_{22}$). It measures the time-averaged intensity of the scattered light and relates it to the osmotic compressibility and the $B_{22}$ of the interacting particles. For a system containing water, polymer and salt, the light scattering equation is given by [147]
\[
\frac{Kc_p}{R_\theta} = \frac{1}{M_w} + 2 \frac{N_A B_{22}}{M_w^2} c_p + 3 B_3 c_p^2 + \cdots \tag{2.9}
\]

where \( B_3 \) is the third virial coefficient. If the scattering molecules are smaller than 1/20 of the wavelength of the incident laser light beam, the light scattering does not have the angular dependence. Therefore, the measurement is usually carried out at the scattering angle of 90°. The second virial coefficient can be determined by truncating after the first-order term [147, 148] as

\[
\frac{Kc_p}{R_\theta} = \frac{1}{M_w} + 2 \frac{N_A B_{22}}{M_w^2} c_p \tag{2.10}
\]

Here, \( K \) is the system-specific constant

\[
K = \frac{4 \pi^2 n_0^2}{N_A \lambda^4} \left( \frac{dn_p}{dc_p} \right)^2 \tag{2.11}
\]

with the solvent refractive index \( n_0 \), the wavelength \( \lambda \), and the refractive index increment of the protein \( \left( \frac{dn_p}{dc_p} \right) \). \( R_\theta \) is the excess Rayleigh scattering ratio of the polymer solutions over the salt solution [146]. In a typical SLS measurement, the excess scattering ratio \( Kc_p / R_\theta \) of protein solutions was plotted against the protein concentration to obtain the molecular weight and the second virial coefficient.

In the past few years, the effects of solution parameters on protein interactions in protein solutions have been investigated by measuring the second virial coefficient using SLS. Using SLS, Rosenbaum et al. [41] measured lysozyme second virial coefficients at pH 4.6 and pH 7.4 as a function of ionic strength and temperature and described the protein interactions using the adhesive hard sphere potential. The result suggested that
simple models for protein interactions could be useful for investigating protein crystallization. The effects of pH and electrolyte concentration on protein interactions in lysozyme and chymotrypsinogen solutions were investigated by static light scattering [40]. At low electrolyte concentration, second virial coefficient depended on pH and change from positive to negative as the pH increases. All coefficients at high salt concentration were slightly negative and depend weakly on pH. The addition of non-adsorbing polymers to protein solutions was found to induce protein attractive interaction due to the unbalanced osmotic pressure arising from the exclusion of polymer molecules from the region between proteins [149]. The interactions between protein molecules in the presence of poly (ethylene glycol) (PEG) were probed through the measurement of the second virial coefficient using static light scattering. The obtained experimental data were compared with the predictions from Asakura-Oosawa (AO) model and polymer reference interaction site model (PRISM). The comparison suggested that these two models failed to predict the strength of the protein interactions both quantitatively and qualitatively. A better understanding could be achieved through incorporating in a simple mean-field manner the changes in polymer solution screening length as the spinodal for the polymer-solvent demixing transition was approached [149]. As a polyol that stabilized the protein structure, the influence of glycerol on the interactions between bovine pancreatic trypsin inhibitor (BPTI) molecules was investigated. It was suggested that the addition of the glycerol would increase the repulsive interactions between BPTI molecules [42]. In addition, the effect of secondary structure on the potential mean force for poly-L-lysine [146], the influence of alcohols on the lysozyme interactions [150] and nonequivalence of second virial coefficients of lysozyme and ovalbumin [151] were investigated using static light scattering.
2.6.2 Small Angle X-ray Scattering (SAXS)

With solutions of mono-disperse spherical particles, the total intensity \( I(c, s) \) scattered at a scattering angle of \( 2\theta \) is expressed as a function of scattering vector \( s \), \( s = 2 \sin \theta / \lambda \), by

\[
I(c, s) = I(0, s) \cdot S(c, s)
\]

in which \( I(0, s) \) is the form factor and \( S(c, s) \) is the structure factor that characterizes the particle interactions. This equation works for quasi-spherical and/or poly-disperse particles as well. Thus the interactions between the spherical or quasi-spherical protein molecules can be analyzed using SAXS as well. The X-ray structure factor at \( s = 0 \) can be related to the osmotic pressure by

\[
S(c,0) = \left(\frac{RT}{M_w}\right)(\partial \Pi / \partial c)^{-1}
\]

(2.13)

With weak interactions and at low protein concentrations, the second virial coefficient can thus be measured by [43]

\[
\frac{1}{S(c,0)} = 1 + \frac{2M_w B_{22}}{c}
\]

(2.14)

The interactions of urate oxidase interactions have been investigated by measuring the second virial coefficients using small angle X-ray scattering (SAXS) [43, 44] as a function of solution pH, temperature, precipitant, and the addition of poly(ethylene glycol) (PEG). The crystallization experiments in the corresponding conditions were performed in parallel to correlate the second virial coefficient with the crystallization slot. The \( B_{22} \) values were found to be in the range of \(-0.4 \times 10^{-4} \sim 0.1 \times 10^{-4}\) mol mL g\(^2\). By comparing this range with the crystallization slot proposed by George and Wilson [39], these second virial
coefficient values were at the low end of the crystallization slot. The author also proposed the use of the dimensionless second virial coefficient to predict the successful crystallization conditions.

### 2.6.3 Small Angle Neutron Scattering (SANS)

Small angle neutron scattering (SANS) intensity distribution from protein solutions is given by \[ I(q) = \rho P(q)S(q) \] \hspace{1cm} (2.15)

where \( \rho \) is the molecular protein concentration, \( q \) is the scattering vector that is a function of the scattering angle \( \theta \) and wavelength \( \lambda \). \( P(q) \) is the form factor that is an orientation-averaged function of the size and shape of protein molecules. \( S(q) \) is the structure factor that is related with the potential of mean force between protein molecules. Both the form factor and structure factor vary with the scattering vector \( q \). The form factor could be approximated to be 1 when \( q \) approaches to 0. In this limit, the structure factor

\[ S(0) \equiv \left( 1 + 2B_{22}'\rho \right)^{-1} \] \hspace{1cm} (2.16)

in which \( B_{22}' \) is the dimensionless second virial coefficient. The second virial coefficient can be obtained from the structure factor using an extrapolation of the SANS data as \( q \to 0 \) via a polynomial least squares fit approximation. The influence of 2-methyl-2,4-pentanediol on the \( Hm \) MalDH interactions was also probed by measuring the second virial coefficients using small angle neutron scattering.
The work described above was based on the scattering of the protein molecules in the solution. However, these techniques are usually costly and protein-consuming. Therefore a lot of efforts have been made to invent the new techniques, such as self-interaction chromatography, size exclusion chromatography and self-interaction nanoparticle spectroscopy to measure the second virial coefficient.

2.6.4 Self-interaction Chromatography (SIC)

A novel technique of measuring the second virial coefficient ($B_{22}$) was proposed by Tessier et al. [45] in order to achieve a rapid measurement of $B_{22}$. In this method, protein molecules were immobilized on the chromatographic particles and the retention of the same protein was measured in isocratic elution. The relative retention of the protein was related with $B_{22}$. The chromatographic retention was characterized experimentally in terms of retention factor

$$k' = \frac{V_r - V_o}{V_o}$$

(2.17)

in which $V_r$ is the retention volume of a solute to be eluted from the column, and $V_o$ is the retention volume of the solute that is of free interaction with the packing particles of the column to be eluted. The second virial coefficient can be calculated from the retention factor by

$$B_{22} = B_{22}^{HS} - \frac{k'}{\rho_s \phi}$$

(2.18)

where $\phi$ is the phase ratio and defined as

$$\phi = \frac{A_s}{V_o}$$

(2.19)
with $A_j$ the total available surface area and $\rho_s$ the number of immobilized molecules per unit area. $B_{22}^{HS}$ is the hard sphere contribution and defined as

$$B_{22}^{HS} = \frac{2\pi\sigma^3}{3}$$

where $\sigma$ is the diameter of protein molecule.

The second virial coefficient values for lysozyme and chymotrypsinogen over a wide range of pH and ionic strengths were measured by self-interaction chromatography [45]. The results obtained were comparable to those that were determined using traditional scattering methods. It was suggested that self-interaction chromatography would be an efficient alternative that was time and protein saving to the traditional methods. The application of the self-interaction chromatography was explored to measure the second virial coefficient values of ovalbumin, ribonuclease A, bovine serum albumin, $\alpha$-lactalbumin, myoglobin, cytochrome c and catalase [46]. It was shown that, at low salt concentrations protein-protein interactions were either attractive or repulsive, possibly due to the anisotropy of the protein charge distribution. The influences of different salts on the interactions of protein molecules followed the Hofmeister series, which can be interpreted as a water-mediated effect between protein and salt molecules. The effects of pH on protein interactions were investigated for ovalbumin, catalase, $\beta$-lactoglobulin A and B, ribonuclease A and lysozyme [47]. For ovalbumin and catalase, the protein interactions were revealed to become increasingly attractive with decreasing pH.
2.6.5 Size Exclusion Chromatography (SEC)

The second virial coefficient can also be determined from the retention time measurement in size exclusion chromatography. The solute retention time was known to be dependent on the solute’s size sensitively in size exclusion chromatography. And the thermodynamic non-ideality was also found to result in the concentration dependent retention times, which can be applied to quantify the second virial coefficient. According to Bloustine et al. [152], the second virial coefficient ($B_{22}$), the local solute distribution coefficient ($K_D$), the partition coefficient of solute molecules between chromatographic phases in the limit of infinite dilution ($K_0$), and the average concentration of the mobile phase in the pulse $<C_i>$ can be correlated as

$$\ln\left(\frac{K_D}{K_0}\right) = 2B_{22}\frac{N_A}{M_w}\langle C_i \rangle (1 - K_D)$$  \hspace{1cm} (2.21)

The local distribution coefficient $K_D$ is given by

$$K_D = \frac{C_p}{C_i} = \frac{t_r - t_o}{t_r - t_o} = \frac{V_r - V_o}{V_r - V_o}$$  \hspace{1cm} (2.22)

where $t_r$ and $V_r$ are the solute retention time and volume, $t_o$ and $V_o$ are the retention time and volume of completely excluded molecules, and $t_r$ and $V_r$ are the retention time and volume of the completely included molecules. $\ln K_D$ is plotted as a function of $<C_i>(1 - K_D)$. The second virial coefficient can be obtained from the slope of the plot.

Size exclusion chromatography was also applied to determine the second virial coefficient from retention time measurements for lysozyme and bovine serum albumin solutions. The good agreement between the values obtained from size exclusion
chromatography and light scattering suggested that the size exclusion chromatography could be an efficient alternative as well [152].

2.6.6 Nanoparticle-based Assay

In a more recent report, Tessier et al. [48] have invented a nanoparticle-based assay to guide the screening of the crystallization conditions for the proteins that have not been crystallized before. In this method, the protein molecules were conjugated with the gold nanoparticles. The protein/gold conjugated particles were then added to the solutions of interest for crystallization. It was found that the optical properties of the particles are sensitive to the interparticle separation distance. By testing the assay with bovine serum albumin and ovalbumin, the solutions whose second virial coefficients were in the crystallization slot as revealed by George and Wilson [39] led to the maximum change of the color of the suspension particles. This method has presented a remarkable efficiency. Given this, this method may be a potential alternative to the traditional methods in the screening of the crystallization conditions for protein molecules.

2.7 Aggregation and Pre-nucleation Behaviors of Protein Molecules

The crystallization of protein molecules is known to begin with the aggregation of protein molecules [153]. In order to obtain a detailed understanding of protein crystallization process, it is necessary to investigate the pre-nucleation behavior of protein molecules. A popular method of studying the pre-nucleation behavior of protein molecules is dynamic light scattering (DLS). In this method, the fluctuations in the average intensity of scattered light arising from different scattering sources are measured. These fluctuations are mainly the results of the Brownian motion of the protein molecules. The time
dependence of these fluctuations can be related to the translational diffusion coefficient of
the protein molecules [154]. In order to quantify the time dependence of these fluctuations,
the intensity autocorrelation function is measured and the correlation time of the intensity
fluctuations is obtained from the time decay. For a mono-disperse solution of protein
molecules, the intensity autocorrelation function is defined for a signal \( I(t) \) as

\[
g(\tau) = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} I(t)I(t + \tau)dt
\]

(2.23)

where \( t \) is the time and \( I(t + \tau) \) is the signal delayed by a time \( \tau \). For the mono-disperse
solution, the autocorrelation function can be expressed as

\[
G(\tau) = A[1 + Be^{-\Gamma \tau}]
\]

(2.24)
in which \( \Gamma \) is the decay constant, \( A \) is the background, and \( B \) is a constant depending on
the instrument parameters. The decay constant can be correlated with the scattering vector
as

\[
\Gamma = Dq^2
\]

(2.25)

with the translational diffusion coefficient \( D \) and the scattering vector \( q \) given by

\[
q = 4\pi \frac{n_0}{\lambda} \sin \frac{\theta}{2}
\]

(2.26)

where \( n_0 \) is the refractive index of the solvent, \( \lambda \) is the wavelength of the extinction light
source, and \( \theta \) is the scattering angle. The hydrodynamic radius of the particle \( R_H \) can be
related to the diffusion coefficient through Stokes-Einstein equation using

\[
D = \frac{k_BT}{6\pi \eta R_H}
\]

(2.27)

where \( k_B \) is the Boltzmann’s constant, \( T \) is the absolute temperature, and \( \eta \) is the
viscosity of the solvent. Using DLS, the diffusion coefficient and the hydrodynamic radius
of the protein molecules are probed to provide an insight into the pre-nucleation process of protein crystallization.

Using DLS, the dynamics of lysozyme precrystallization cluster formation was studied by Georgalis et al. [155-157]. It was found that individual lysozyme molecules aggregated rapidly and formed large precrystallization fractal clusters in the initial stages of crystallization. The growth of these clusters took place either in the reaction limited aggregation regime (RLCA), diffusion limited aggregation regime (DLCA) or the crossover regime between the DLCA and RLCA (XOVER). The crystals that were of X-ray diffraction quality grew from the DLCA regime. Based on these observations, it was proposed that a systematic investigation on the influences of the parameters, such as the growth regime and the limiting size of the clusters, on the crystallization of protein molecules would be beneficial in the control of the protein crystallization in its early stages. These studies were extended by Georgalis and her colleagues to determine the optimal protein crystallization conditions by studying the influences of the electrolyte type and concentration and protein concentration [158, 159]. Both static and dynamic light scattering were applied to investigate the crystallization behavior of lysozyme in NaCl and (NH₄)₂SO₄ solutions of various lysozyme and electrolyte concentrations. DLS measurement revealed that mass fractals initially undergo diffusion-limited-like aggregation coexisted with individual lysozyme molecules and oligomers. SLS experiments also revealed the progressive restructuring or growth of compact structures at later stages of the aggregation. On this basis, a tentative scheme was proposed for lysozyme crystallization to explain the association of individual lysozyme molecules to form oligmer, nuclei, fractal, gel or crystals. The variation of the friction factor was
measured by DLS during the isothermal growth of lysozyme crystals as well [160]. It was observed to increase to a maximum as the crystal form and then decrease to a constant value. In addition, by conducting the kinetic study on the early stages of the crystallization process of orthorhombic and needle-like lysozyme crystals, Tanaka et al. [161] suggested that the early stages of the crystallization of both crystals could be explained by a diffusion-limited aggregation model and the random aggregates were formed in the early stage of the crystallization regardless of the morphology of the crystal.

Other than lysozyme, DLS has been applied to study the precrystallization behavior of other proteins. Kadima et al. [162] have investigated the aggregation processes of canavalin via DLS. The sizes of aggregates formed in solutions of various pH, salt concentrations, and protein concentrations were deduced from the fluctuation intensity correlation functions measured for the solutions of the protein. Results indicated that the barrier to crystallization of canavalin was the formation of the trimer. These researchers also extended this study to 2Zn-insulin hexamer and compared with canavalin. Different from canavlin, the 2Zn-insulin hexmer did not aggregate into higher oligmers, which suggested that the composition of a protein, its organization, and the characteristics of the internal bonding interactions were important factors that influenced the aggregation of the protein molecules. The differences in the molecular association behaviors of 2Zn-insulin hexamer and canavalin could be attributed to the differences in the internal bonding. It was the metal that played an important role in the assembly of insulin molecules and covalent bonds that led to the aggregation of canavalin [153]. In addition, the influences of several factors, such as the protein concentration, the salt type and concentration, pH, temperature, and the addition of polyols on the precrystallization behaviors of aminoacyl-tRNA
synthetase [163], ribonuclease [154], and β-galactosidase [164] were diagnosed with DLS. The previous work on the application of DLS to access the prenucleation and crystallization behavior of protein molecules work suggests that DLS is a promising technique in the understanding of the aggregation, cluster formation, and nucleation mechanism of protein molecules.

2.8 Nucleation Studies

2.8.1 Classical Nucleation Theory

Nucleation has always been recognized as the necessary first step in protein crystallization process. It plays an important role in the number, size, and quality of the crystals obtained. The condition of supersaturation alone is not sufficient to cause the nucleation. Nucleation may occur spontaneously or may be induced by some external stimulus, such as agitation, mechanical shock, friction, etc. In classical nucleation theory, the nucleus is assumed to be of spherical shape. The free energy barrier for homogenous nucleation is considered to consist of the volume excess free energy and the surface excess free energy. The volume excess free energy is due to the aggregation and the change of phase. The surface excess free energy is due to the creation of a new surface. The total free energy is given by [165]

\[ \Delta G = \Delta G_v + \Delta G_s = 4\pi a^2 \gamma + \frac{4}{3}\pi a^3 \Delta G_v \]  \hspace{1cm} (2.28)

where \( \Delta G_v \) is the free energy change of the transformation per unit volume, \( a \) is the radius of spherical nucleus and \( \gamma \) is the interfacial tension. The maximum of the free energy barrier corresponding to the formation of the critical nucleus can be obtained by setting
\[
\frac{d\Delta G}{da} = 8\pi a\gamma + 4\pi a^2 \Delta G_v = 0
\]  
(2.29)

Thus the radius of the critical nucleus is

\[a_c = -\frac{2\gamma}{\Delta G_v}\]  
(2.30)

The critical free energy barrier is

\[\Delta G_{\text{crit}} = \frac{4\pi a_c^2 \gamma}{3}\]  
(2.31)

The supersaturation ratio \(S\) can be related with the size of the critical nucleus \(a_c\) in

\[
\ln \left( \frac{c}{c_e} \right) = \ln S = \frac{2\gamma v}{kT a_c}
\]  
(2.32)

in which \(v\) is the volume of the molecule, \(k\) is the Boltzmann’s constant and \(T\) is the absolute temperature. Therefore, the critical free energy barrier can be related to the supersaturation ratio by substituting the equation above into equation (2.30)

\[
\Delta G_{\text{crit}} = \frac{16\pi\gamma^3 v^2}{3kT \ln S^2}
\]  
(2.33)

The homogeneous nucleation can be expressed by

\[
J = \left( \frac{kT}{h} \right) N_1 \exp \left( -\frac{\Delta G_a}{kT} \right) \left( 4\pi a_c^2 \right) \exp \left( -\frac{16\pi\gamma^3 v^2}{3k^3T^3 (\ln S)^2} \right)
\]  
(2.34)

with the Planck’s constant \(h\), the energy barrier of the diffusion from the bulk solution to the cluster \(\Delta G_a\) and the number of the molecules \(N_1\). This equation applies to both homogeneous and heterogeneous nucleation. According to classical nucleation theory, the parameters, \(e.g.,\) solution pH, temperature, the presence of foreign surfaces, etc, affect the nucleation kinetics by influencing the supersaturation and interfacial tension. A detailed understanding of the nucleation kinetics is advantageous in the pursuit of the growth of the
protein crystals that are of suitable quality for the X-ray diffraction. Many investigations regarding protein crystal nucleation kinetics have been reported in the past few decades. In the next few paragraphs, these studies will be summarized. The first part is mainly on the influences of the solutions parameters on the homogeneous nucleation kinetics by affecting the supersaturation. The effects of the foreign nucleants on the heterogeneous nucleation kinetics through influencing the interfacial tension will be summarized in the second part. The third part will cover the influence of seeding on protein crystal nucleation.

### 2.8.2 Nucleation Kinetics Studies

According to classical nucleation theory, many factors, such as solution temperature, pH, etc, affect nucleation rates. In this respect, an understanding of the influences of these factors on the nucleation rate is important for the control of the size and quality of the crystals to be obtained. Some previous studies have focused on the effects of solution parameters on the nucleation rates of protein crystals. The effects of temperature, solution pH, and supersaturation on the nucleation of tetragonal lysozyme crystals were investigated by Judge et al. [51] by counting the number of crystals formed in batch crystallization plates after a prolonged period. It was found that the initial supersaturation and temperature did affect the number of the crystals obtained. The number of the crystals formed in batch crystallization plates was found to increase with the increase of supersaturation. The solution pH greatly affected protein nucleation due to the charge changes on the protein’s surface. At constant supersaturation, the number of crystals formed decreased with the increase of solution pH. Crystal size also increased substantially with the increase of pH. Supersaturation was also found to have a greater
effect on the crystal size at a higher pH and a smaller effect on the crystal size at a lower pH.

A temperature jump technique was developed by Galkin and Vekilov [19, 20, 52] to study nucleation kinetics of hen egg white lysozyme at 12.6 °C. In this technique, the temperature was first lowered to the nucleation temperature and then raised to a higher temperature at which nucleation rate was practically zero but crystals that already formed could grow to detectable size. The nucleation rates at the nucleation temperature could be obtained through dividing the number of crystals formed by the nucleation time. The nucleation rates of hen egg white lysozyme at different supersaturations as determined using this technique indicated a broken dependence on supersaturation, which was beyond the prediction of classical nucleation theory. The broken dependence was attributed to the existence of the liquid-liquid phase separation. The nucleation rates passed a maximum in the vicinity of the liquid-liquid phase boundary and decreased when the conditions were deep into the liquid-liquid co-existence region. The influence of glycerol and polyethylene glycol on changing the location of liquid-liquid co-existence boundary and nucleation rates of lysozyme was also investigated in this method [21]. It was suggested that the systematic investigations on the relationship between the liquid-liquid phase separation and nucleation kinetics would be advantageous in the control of protein crystals.

The nucleation rate data were also obtained using a laser particle counter [53, 54]. The instrument used the principles of near angle light scattering to detect particles in the solution. As the revolving laser beam passed through the particles in the sensing zone, light from the beam would be scattered. The scattered light was collected and caused
electrical pulses. The number and amplitude of the pulse could be used to measure the number and size of the particles. In this method, the initial nucleation rates of hen egg white lysozyme at different NaCl concentrations, 4 °C and pH 4.5 with 0.1 M sodium acetate buffer were measured. The nucleation rates varied with supersaturation as predicted by classical nucleation theory. However, there was a broken dependence of the nucleation rates on the supersaturation due to the occurrence of liquid-liquid phase separation, and the liquid-liquid phase separation also affected the morphology of the crystals obtained. Comparing the obtained nucleation kinetics data with the classical nucleation theory, a conclusion was drawn that there might be two mechanisms; heterogeneous nucleation at low protein concentration and homogeneous nucleation at high protein concentrations. In addition, the surface energy was revealed to vary little with ionic strength.

2.8.3 Heterogeneous Nucleation

One of the obstacles in the structure determination of protein molecules through the X-ray crystallography is either getting no crystals or getting the crystals that are not of the suitable quality for the X-ray diffraction. Protein crystallization is usually achieved by inducing spontaneous nucleation at appropriate supersaturations. However, excessive supersaturation can also increase the rate of crystal growth, which would results in the crystals that are of inadequate quality for the X-ray diffraction. Therefore, protein crystallization is preferred to be induced in metastable conditions to obtain the crystals that are of larger size and better X-ray diffraction quality. Since heterogeneous nucleation can decrease the free energy for nucleation and grow protein crystals at low supersaturation,
usually in metastable conditions, many experimental and theoretical efforts have been made regarding this issue.

Table 2.3. Heterogeneous nucleation surfaces studies summarized in this chapter.

<table>
<thead>
<tr>
<th>Protein</th>
<th>Surfaces</th>
<th>Ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>Canavalin</td>
<td>Mineral surfaces</td>
<td>[56]</td>
</tr>
<tr>
<td>Concanavalin B</td>
<td></td>
<td>[59]</td>
</tr>
<tr>
<td>Catalase</td>
<td></td>
<td>[60]</td>
</tr>
<tr>
<td>Lysozyme</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lysozyme</td>
<td>Mineral substrates</td>
<td>[57]</td>
</tr>
<tr>
<td>Conalbumin</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lysozyme</td>
<td>Mineral substrates</td>
<td>[58]</td>
</tr>
<tr>
<td>Lysozyme</td>
<td>Poly-L-lysine modified glass slides</td>
<td>[61]</td>
</tr>
<tr>
<td>Lysozyme</td>
<td>Bare glass slide;</td>
<td>[62]</td>
</tr>
<tr>
<td>Lysozyme</td>
<td>Silanized surfaces;</td>
<td>[166]</td>
</tr>
<tr>
<td>Lysozyme</td>
<td>Surface covered by -CH₃;</td>
<td></td>
</tr>
<tr>
<td>Lysozyme</td>
<td>Glass slide coated by Cr or Ag;</td>
<td></td>
</tr>
<tr>
<td>Lysozyme</td>
<td>Surface treated with poly-L-lysine</td>
<td></td>
</tr>
<tr>
<td>Lysozyme</td>
<td>Behenic acid film</td>
<td>[167]</td>
</tr>
<tr>
<td>Lysozyme</td>
<td></td>
<td>[168]</td>
</tr>
<tr>
<td>Streptavidin</td>
<td>Biotinylated lipids</td>
<td>[65]</td>
</tr>
</tbody>
</table>
Table 2.3 (Continued)

<table>
<thead>
<tr>
<th>Protein</th>
<th>Surfaces</th>
<th>Ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lysozyme</td>
<td>Silanized mica; Silanized glass cover slips</td>
<td>[67]</td>
</tr>
<tr>
<td>Trichosanthin</td>
<td></td>
<td></td>
</tr>
<tr>
<td>K115</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hoat</td>
<td></td>
<td></td>
</tr>
<tr>
<td>K169</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lysozyme</td>
<td>Silanized low-protein-binding polystyrene wells</td>
<td>[68]</td>
</tr>
<tr>
<td>Concanavalin A</td>
<td>Polymeric films</td>
<td>[69]</td>
</tr>
<tr>
<td>Lysozyme</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lysozyme</td>
<td>Porous glass substrate</td>
<td>[169]</td>
</tr>
<tr>
<td>Thaumatin</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Apoferritin</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lysozyme</td>
<td>Porous silicon</td>
<td>[70]</td>
</tr>
<tr>
<td>Trypsin</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Catalase</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thaumatin</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Phycobiliprotein</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Concanavalin A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lysozyme</td>
<td>Poly(vinylidene fluoride) membranes</td>
<td>[170]</td>
</tr>
<tr>
<td>Lysozyme</td>
<td>Chemically modified glass slides</td>
<td>[171]</td>
</tr>
</tbody>
</table>
As summarized in Table 2.3, various materials have been tested as heterogeneous nucleation surfaces for protein crystallization in the past two decades. The first attempt to nucleate protein molecules on heterogeneous surfaces was reported by McPherson and Shlichta in 1988 [56]. In their work, 50 mineral samples were tested as potential heterogeneous or epitaxial nucleants for canavalin, concanavalin B from jack bean, beef liver catalase and hen egg-white lysozyme. For each protein, it was found that there was a set of mineral substrates that promoted the nucleation. The nucleation of protein crystals was affected by the modification of crystal habit, promotion of the unit cell properties [17] or involving of a direct lattice match. After this initiative, a lot of efforts were also made to further investigate the key factor of the exogenous growth effects of the mineral surfaces [57-60]. The effects of exogenous mineral substrates were found to be more pronounced in
the case of lattice matching than that of the minerals exhibiting lattice mismatching. As one of the candidates of epitaxial nucleants, poly-L-lysine [61, 62] coated surfaces selectively controlled the orientation of lysozyme crystals to either (110) or (101) form depending on the solution conditions. The adhesion between the resulted crystals and the surfaces could even be correlated with the bond energy in crystal lattice to investigate the protein contact [166]. In the work reported by Kubo et al. [167, 168] that the coverage and surface morphology of behenic acid film influenced the orientation of the lysozyme crystals strongly but not the nucleation rate. Biotinylated lipids were also tested as the epitaxial nucleant for streptavidin. It was observed that biotinylated lipids nucleated the growth of the 2D crystals of streptavidin. Seeded by these 2D crystals, the 3D crystals suitable for the X-ray diffraction were obtained in the conditions at which the crystals did not grow from the solution in the absence of 2D crystals.

Other than these epitaxial nucleants, some surfaces were also used as heterogeneous nucleants whose effectiveness was due to the non-specific attractive and local interactions between protein and the surfaces. For example, freshly cleaved mica surfaces were chemically modified using mixtures of $n$-propyltriethoxysilane and 3-aminopropyltriethoxysilane (APTES) in different percentages ranging from 0% to 100% [66] and 3-aminopropyltriethoxysilane (APTES) [67]. The surfaces treated in the first method worked as the heterogeneous nucleants for lysozyme, concanavalin A and thaumatin. A shorter induction time and smaller starting protein concentrations were observed with an increase of the density of the ionisable groups on the mica surface. And the experimental results have shown several advantages of the APTES-modified mica surfaces over the conventional silanized glass cover slips on the heterogeneous nucleation
of the proteins including lysozyme, trichosanthin, K115, Hoat and K169 with a shorter induction time, a larger crystal size and a smaller number of crystals. The use of silanized low-protein-binding polystyrene wells also led to a transition from homogeneous nucleation to heterogeneous nucleation, which was not observed for the untreated polystyrene wells [68]. In addition, it was suggested that polymeric films, such as sulfonated polystyrene, cross-linked gelatin films with adsorbed poly-L-lysine or entrapped poly-L-aspartate and silk fibroin with entrapped poly-L-lysine or poly-L-aspartate [69], would be useful for inducing the crystallization of protein crystals at low starting protein concentration. Their effects were attributed to the promotion of the molecular collisions and the clustering with the symmetry for the formation of the crystal nuclei caused by the non-specific attractive and local interactions between the protein and the film surface.

Moreover, the presence of a surface microstructure conducive to nucleation was also considered as an approach in the pursuit of the universal heterogeneous nucleant for protein crystals. Porous silicon [70] was successfully applied to induce the nucleation of lysozyme, trypsin, catalase, thamatin, phycobiliprotein, and concanavalin A in conditions where the solutions remain metastable in the absence of the nucleant. Its effectiveness was due to the size distribution of the pores. Only the pores of the sizes most suited to protein molecular diameter and the shape of the initial aggregates that it formed could induced efficient nucleation. Gel-glass grain [71] and porous glass substrate [169] was also found to be efficient in inducing the heterogeneous nucleation. In a more recent report, Curcio et al. [170] has investigated the influence of the structural properties of poly(vinylidene fluoride) (PVDF) membranes on the heterogeneous nucleation of lysozyme crystals. They
related the free energy barrier for nucleation to the contact angles between the protein solution and the surface and the porosity of the surface. From a theoretical point of view, the free energy barrier increased at higher contact angles and decreased at higher porosity. The experimental results were consistent with the predictions. Inspired by this previous work, Liu et al. [171] investigated the influence of the surface roughness, topography, and physicochemical properties of five chemically modified surfaces on the heterogeneous nucleation of lysozyme crystals. In their work, the glass slides were treated with poly-L-glutamic acid (PLG), poly(2-hydroxyethyl methacrylate) (P2HEMA), poly(methyl methacrylate) (PMMA), poly(4-vinyl pyridine) (P4VP) and (3-aminopropyl)triethoxysilane (APTES). Based on the nucleation kinetics, contact angle between crystallization solution and the surface, and surface roughness, the free energy barrier was correlated with the contact angle and surface roughness. The free energy barrier was found to increase at higher contact angles and decrease at higher surface roughness. The surface with specific topography was also expected to increase the possibility of the formation of a critical nucleus.

On the basis of these studies, it was concluded that different surfaces may affect heterogeneous nucleation through various mechanisms; for example, modification of the supersaturation profile near the surface due to the concentration polarization, adsorption of the solute onto the surface, specific interactions with the solute resulting from the surface chemistry characteristics, the presence of a surface microstructure conducive to nucleation, or introduction of spatial characteristics related to the crystalline lattice [58, 170, 171]. So far, the exact mechanisms of heterogeneous nucleation on surfaces are still not clear, and none of the studied surfaces has been shown to work as a universal nucleant. The advent
of the manufacturing techniques of nanostructures may suggest a promising future in the endeavor in the pursuit of finding the universal nucleant.

The addition of foreign seeding particles is another way to induce the heterogeneous nucleation. According to classical nucleation theory, the addition of small ‘foreign seeding’ particles to a supersaturated solution can greatly increase the rate, at which crystals nucleate [172]. The presence of a foreign seeding particle that is larger than the critical nucleus can also increase the possibility to induce the heterogeneous nucleation in metastable conditions. In order to enhance the nucleation in the crystallization solutions, where protein crystals cannot grow from, some effort has been investigated on the effects of foreign seeding particles on the nucleation. For example, D’Arcy et al. [75, 76] have introduced the horse hair into the solutions in metastable conditions successfully to induce the crystallization of the test proteins including glucose isomerase, lysozyme, trypsin and Fab-D.

2.8.4 Effects of Seeding on the Nucleation of Protein Crystals

The introduction of seeds into the solution is known to be able to induce higher local concentrations so that the free energy barrier for nucleation can be lower and the nucleation can be induced [76]. Thus, seeding is an efficient method to influence the nucleation and growth of protein crystal. Some researchers have tried to apply seeds to control the nucleation and improve the quality of protein crystals. Bancel et al. [73] reported a novel approach, in which a focused laser beam was used to select and transfer single microscopic seed crystals in a growing solution. They successfully seeded and grew crystals of tomato bushy stunt virus. Different from conventional method of seeding drops,
a dynamic seeding method was reported by Zhu et al. [74]. This method simplified not only the control of the number of micro-seeds but also the manipulation of macro-seeds. It was applied in the crystallization of novel protein CutCm, which proved that the method was useful for optimizing protein crystallization. A repeated seeding technique [173] was developed to grow large single crystals of globular proteins. In addition, a small and carefully washed crystal was used to seed a protein solution. After the growth stopped, the crystal was removed and inserted into a fresh protein solution, which enabled the further growth of the crystal. This technique applied to several proteins, suggesting it might be a promising way to improve the quality of crystals once the small protein crystals were obtained. As a technique, which permits the decoupling of crystal nucleation and growth, seeding is a potentially powerful tool for the growth of the crystals that are of suitable quality for the X-ray crystallography, but it does require much more efforts on the manipulation of the seeds.

2.9 Protein Crystal Growth

It is well recognized that a detailed understanding of the fundamental aspects of protein crystal growth should not only provide guidelines for growing better crystal, but also provide insights into the mechanisms dominating the perfection of protein crystals. Since 1950s, both theoretical and experimental efforts have been made to understand the process of protein crystal growth.

Tetragonal lysozyme crystal is the most investigated protein crystal for growth studies [174]. The growth rates were usually obtained by measuring the changes in the dimensions of a particular face of protein crystal using optical microscopy. In this way, the influences
of temperature, pH, and salt concentrations [79-81] on the (110) and (101) face growth rates of tetragonal lysozyme crystals were investigated and correlated with the quality of crystal growth. It was found that the growth rate and crystal habit were strongly influenced by protein concentration. A slow growth rate produced more ordered crystals. Different crystal growth models were employed to analyze and interpret the mechanism of protein crystal growth. However, there is still no generally applicable model for the range of conditions studied. The most likely interpretation was that a defect-mediated mechanism dominated at low supersaturation and two-dimensional nucleation dominated at high supersaturation. Through modeling the growth rates of tetragonal lysozyme crystals, Li et al. proposed the hypothesis that the growth units for protein crystals might be larger than tetramer [175]. This hypothesis was further supported by the periodic bond analysis carried out by Nadarajah et al. [174]. A complete periodic bond chain analysis of tetragonal lysozyme crystals was carried out and coupled with an approach incorporating the molecular orientations of the crystal structure. The analysis revealed the growth unit for the (101) surface of tetragonal lysozyme was tetramer while that for the (110) surface the growth unit was octamer.

In addition to crystal size and surface morphology, better X-ray diffraction quality crystals are usually considered to be of fewer defects. Thus, the systematic investigation of defect generation mechanism would be helpful in growing crystals of good diffraction quality. Electron microscopy was applied to examine the surfaces of lysozyme crystals and deduce the mechanisms of crystal growth by Durbin et al. [82]. Although electron microscopy provides a better understanding of the fundamental processes of crystallization of macromolecules, it is difficult to observe the continuous crystal growth in solution.
Atomic force microscopy (AFM) was applied to observe the growth of protein crystals in liquid [83]. But, as with electron microscopy, AFM did not provide the information on the lattice structure of a crystal. In order to conduct a nondestructive *in situ* observation technique by which dislocations inside a crystal can be observed during growth, advanced optical microscopy [84] was employed to visualize defects in a tetragonal lysozyme crystal *in situ*. The dislocations were found to appear in bundles and were probably generated at the periphery of the relatively large inclusions inside the crystal.
3 Effects of pH, Salt Type, Salt Concentration and Temperature on the Interactions and Solubility of Hen Egg White Lysozyme

3.1 Introduction

It is known that proteins play a key role in almost every biological process. Their specific biological functions are determined by the three-dimensional arrangement of the amino acids at the active sites. Knowledge of the detailed three-dimensional structures of protein molecules is essential for the structure-based drug design and the understanding of the biological functions of protein molecules. By May 2009, around 90% of protein structures were determined using X-ray crystallography. However, the key to the success of X-ray crystallography is to obtain single crystals that are of diffraction quality. Since the mechanism of protein crystallization is not well understood, crystals are typically obtained using trial-and-error strategies. Thus, knowledge of protein solution phase behavior, in particular solubility, and the protein interactions that govern it is crucial for predicting and designing crystallization conditions to grow high quality crystals.

It is known that the solubility of protein molecules depends on a lot of parameters, such as pH, temperature, solvent, precipitant type, precipitant concentration, etc [42]. Measurements of the dependence of the protein solubility on these factors can be valuable for determining the phase behavior of a particular system and selecting suitable operation parameters for protein crystallization experiment. Traditionally, protein solubility could be obtained either by dissolution of protein crystals into the protein-free solution or crystallization of supersaturated solution to reach the equilibrium [122]. However, the traditional methods as described above are always costly and time-consuming. In order to
achieve rapid and efficient solubility determination, micro-column technique [6, 7], Michaelson interferometer [16, 17, 123], scintillation [124], Fourier transformed infrared spectroscopy [125] and isothermal micro-calorimetry [176] were also applied to measure the solubility of protein. Using these methods, the solubility data of hen egg white lysozyme crystals have been measured as a function of salt concentrations along with other parameters, such as pH and temperature [6-12, 17]. In addition, the solubility data of concanavalin A [13], ovalbumin [14], canavalin A [15], equine serum albumin [16] and glucose isomerase [17] were determined. As mentioned before, reliable solubility information serves as a basis for finding optimal conditions for protein crystal growth.

The analysis of crystal contacts indicated that protein crystallization depended on the strength of protein interactions [47]. Hence, understanding the principles by which protein interactions can be tuned is vital to control the nucleation and growth of protein crystals. The strength of protein interactions can be probed by measuring the second virial coefficient ($B_{22}$) [177]. In an early work reported by George and Wilson [39], the second virial coefficients for solutions that were of the conditions to generate high quality crystals were shown to fall in a narrow range of $-1 \times 10^{-4}$ to $-8 \times 10^{-4}$ mol mL$^{-2}$. The solutions whose $B_{22}$ values were larger than this range would result in no crystallization. On the other hand, the strong attractive protein interactions in solutions whose $B_{22}$ values were more negative than $-8 \times 10^{-4}$ mol mL$^{-2}$ led to the formation of amorphous precipitate. The relation between second virial coefficient and the crystallization of proteins has also been verified for various proteins [40, 145, 178, 179]. Moreover, some efforts have been made to correlate solubility with second virial coefficient [27, 41, 49, 180, 181].
The main objective of this work was to increase our understanding of the effects of pH, temperature, salt type, and salt concentration on the solubility and protein interactions of hen egg white lysozyme. In this work, the solubility and second virial coefficient values of lysozyme were measured in different practical conditions of pH, temperature, and the addition of salts. Crystallization trials in the corresponding conditions were carried out in parallel. The obtained results were applied as the basis for discussing the relation between the second virial coefficient and the phase behavior of lysozyme solution. Consistent with previous studies, both solubility and second virial coefficients for lysozyme solutions were dependent on salt type, salt concentration, pH, and temperature. The data suggested that there was clearly a systematic variation between the solubility and $B_{22}$ over the $B_{22}$ range studied. The solubility decreased as $B_{22}$ became larger and more negative. In addition, salts with different anions were also found to be of different abilities to precipitate protein. The incorporation of different anions in lysozyme crystals also resulted in the formation of crystals that were of different morphologies. These results will contribute to a better understanding of the thermodynamic behavior of lysozyme molecules. Meanwhile, the experimental results will be useful in the development of the optimal operations to precipitate a target protein and obtain high-quality crystals.

3.2 Experimental Section

3.2.1 Materials

Hen egg white lysozyme (L7651, 3 × re-crystallized, lyophilized), sodium chloride ($\geq 99.5\%$), sodium nitrate ($\geq 99.5\%$), magnesium chloride (anhydrous, $\geq 98.0\%$), sodium acetate ($\geq 99.5\%$), acetic acid (HPLC grade), sodium hydroxide ($\geq 99.5\%$), toluene (HPLC grade), and paraffin oil (for IR spectroscopy) were purchased from Sigma-Aldrich,
Singapore. All reagents were used without any further treatment. The buffers were prepared using ultrafiltered, ultrapure water from a Milli-Q® ultra-pure water purification system to result in a 0.1 M sodium acetate solutions of pH 4.2, 4.5 and 5.2.

3.2.2 Solution Preparation

Lysozyme solutions of different concentrations were prepared by dissolving a specific amount of lysozyme powder in the sodium acetate buffer. Sodium chloride, sodium nitrate and magnesium chloride were dissolved in the same buffer to prepare the precipitant solutions of desired concentrations. The pH of both solutions measured with a pH meter (Mettler Toledo SevenMulti) was adjusted by sodium hydroxide solution and acetic acid. The solutions were passed through 0.22 µm sterile filters to remove foreign nucleation sources before use. A Shimadzu UV 2450 spectrophotometer was applied to determine the concentration of the lysozyme solution by measuring the absorbance at 280 nm using an extinction coefficient of 2.64 [52, 54, 182].

3.2.3 Solubility Measurement

Solubility was measured for lysozyme by determining the concentration of protein in the liquid in equilibrium with macroscopically observable crystals. The solutions with excess lysozyme crystals were incubated at desired temperature for several weeks until the solution equilibrium was established. The supernatant in equilibrium was then filtered through a 0.1 µm Anotop sterile filter (inorganic membrane). The concentration of lysozyme in the filtered supernatant was determined using the Shimadzu UV spectrometer and noted as the solubility. These measurements were repeated for at least three times to verify the reproducibility of the data.
3.2.4 Second Virial Coefficient Measurement

In this work, SLS experiment was performed using a ZetaPALS analyzer (Brookhaven Instrument Company, USA) to measure the second virial coefficient values of lysozyme in solutions of various precipitant concentrations, pH, and temperature. A 35 mW solid state laser at 660 nm was used as the incident light source. All the experiments were carried out at the scattering angle of 90°. For each experiment, the apparatus was first calibrated with HPLC grade toluene. Both toluene and the solvent were filtered using a 0.02 µm Anotop syringe filter (inorganic membrane). And the lysozyme-precipitant mixtures were filtered using a 0.1µm Anotop syringe filter before injecting to the equipment. In a typical static light scattering measurement, the intensity of light scattered by a protein solution in excess of the background scattered by the solvent was measured. The variable \( \frac{Kc_{\rho}}{R_{\theta}} \) obtained from the measurement was plotted against protein concentration. Typical Debye plots of lysozyme scattering data at the scattering angle of 90° in various sodium chloride concentration of 0.1 M sodium acetate buffer at pH 4.5, 25 °C were illustrated in Figure 3.1. Since the diameter of lysozyme molecule is smaller than 1/20 of the wavelength of the incident light, Raleigh scattering equation (equation 2.10) can be applied to analyze the experimental data [42]. Both the molecular weight and second virial coefficient can be obtained through analyzing the experimental data by applying equation (2.10). Since the molecular weight of lysozyme has been characterized well, the second virial coefficient can be obtained from the slope of the Debye plot. The measurements were repeated for at least three times to ensure the reproducibility of the data.
Figure 3.1. Typical Debye plots of lysozyme static light scattering data at the scattering angle of 90° in sodium chloride solutions of 0.1 M sodium acetate buffer at pH 4.5, 25 °C.

3.2.5 Observation of Lysozyme Crystals by Optical Microscopy

The crystals obtained were observed by an Olympus BX51 polarized-light microscope with a CCD camera.

3.2.6 Raman Microscopy Measurement

A Renishaw inVia Reflex Raman spectrometer system was used in this study, equipped with a high powered Renishaw HeNe laser, at least 17 mW at 633 nm, allowing measurement of the Raman spectrum from 100 cm\(^{-1}\) to 3200 cm\(^{-1}\), spectral resolution of 2 cm\(^{-1}\), variable laser spots size from 1 to 300 µm. The obtained crystal samples were placed on a silicon wafer and then placed on the stage of Raman microscope for Raman spectra collection. The samples were irradiated by the Diode laser operating at 300 mW. For each
sample, 100 scans were loaded. The scan range was from 500 cm\(^{-1}\) to 2000 cm\(^{-1}\) with the resolution of 2 cm\(^{-1}\). All the spectra were acquired and processed using the Renishaw WiRE 2.0 software.

### 3.3 Results and Discussion

#### 3.3.1 Solubility

In this work, the solubility of lysozyme was examined as a function of temperature, pH, precipitant type, and precipitant concentration. The solubility data reported in this work are also listed in Table 3.1. Figure 3.2 presents the solubility dependence of hen egg white lysozyme on sodium chloride concentration and temperature at pH 4.2. The solubility was found to increase with increasing temperature and decrease with increasing sodium chloride concentration. It was also of interest to notice that the change in solubility as a function of temperature depended on the sodium chloride concentration. It was largest in 0.34 M sodium chloride solution and decreased in solutions of higher sodium chloride concentrations. These results agreed with the work reported by Cacioppo et al. [7]. As illustrated in Figure 3.3, the effects of pH on the solubility of lysozyme varied with sodium chloride concentration. The solubility of lysozyme in 0.34 M sodium chloride solution decreased with the increase of pH. However, in solutions of higher sodium chloride concentrations, such as 0.85 M and 1.20 M sodium chloride solutions, the solubility increased with increasing pH. In addition, sodium nitrate could also be used as a precipitant. The dependence of solubility data of hen egg white lysozyme on the precipitant type were shown in Figure 3.4. For both sodium chloride and sodium nitrate, the solubility decreased with the increasing of salt concentration. The solubility data of
hen egg white lysozyme in sodium nitrate solutions were smaller than that of hen egg white lysozyme in sodium chloride solutions.

![Graph](image)

**Figure 3.2.** Solubility dependence of hen egg white lysozyme on the concentration of the added sodium chloride in 0.1 M sodium acetate buffer, at pH 4.2, T=10, 15, 20 and 25 °C. The lines are added for guide to an eye.
Figure 3.3. Solubility dependence of hen egg white lysozyme on the concentration of the added sodium chloride in 0.1 M sodium acetate buffer at T=25 °C, pH 4.2, 4.5 and 5.2. The lines are added for guide to an eye.
Figure 3.4. Solubility dependence of hen egg white lysozyme on the added sodium chloride or sodium nitrate concentration in 0.1 M sodium acetate buffer at T=25 °C, pH 4.5. The lines are added for guide to an eye.

3.3.2 Second Virial Coefficient

Values of second virial coefficient ($B_{22}$) have been measured by SLS experiments in precrystallization conditions for lysozyme in sodium chloride, sodium nitrate and magnesium chloride solutions for the pH range 4.2~5.2, temperature range 10~25 °C, sodium chloride concentrations 0.34~1.50 M, sodium nitrate concentrations 0.2~1.0 M and magnesium chloride concentrations 0.2~1.5 M. Second virial coefficient of lysozyme was measured at sodium chloride concentrations ranging from 0.1 M to 1.5 M at pH 4.5, 25 °C. The second virial coefficient data measured in this work are also listed in Table 3.1. As shown in Figure 3.5, $B_{22}$ monotonically decreased with the increasing of sodium chloride concentration. At low sodium chloride concentration, electrostatic repulsion
dominated protein interaction and $B_{22}$ was positive. Upon increasing ionic strength, electrostatic repulsion was screened and $B_{22}$ became negative, indicating protein-protein interaction was attractive. The data were also compared with the data obtained from literature at pH 4.5 measured by various methods [41, 43, 45, 183] in Figure 3.5. Our data were found to agree well with the literature data.

![Graph of Second Virial Coefficient](image)

**Figure 3.5.** Comparison of the second virial coefficient for lysozyme in sodium chloride solution at pH 4.5, 25 °C determined in this work with the data reported previously in the literature [41, 43, 45, 183].

Figure 3.6 illustrates $B_{22}$ for lysozyme in sodium chloride solutions at pH 4.2 as a function of temperature. At 25 °C, $B_{22}$ decreased with the increasing of the sodium chloride concentration. As the temperature was decreased, the $B_{22}$ trends were similar to that at 25 °C, but the $B_{22}$ values were more negative at lower temperatures, which
indicated that the strength of the attractive interactions between protein molecules increased as the decrease of temperature. The effects of pH on the $B_{22}$ of lysozyme in sodium chloride solutions at 25 °C were shown in Figure 3.7. At a fixed sodium chloride concentration, $B_{22}$ was found to decrease with the increasing of the solution pH. It was suggested by Dumetz et al. [47] that the role of pH on the protein-protein interaction could be attributed to the protonation state of charged amino acids and the α-carboxyl and α-amino groups at the surface of proteins. The pI value for lysozyme is 11.0. The rising pH from 4.2 to 5.2 lowered the net positive charge on the surface of protein, which resulted in the increase of the attractive interactions between protein molecules.

![Graph: Comparison of second virial coefficient determined from static light scattering for lysozyme in various sodium chloride solutions in 0.1 M sodium acetate buffer at pH 4.2, T=10, 15, 20 and 25 °C. The lines are added for guide to an eye.]

**Figure 3.6.** Comparison of second virial coefficient determined from static light scattering for lysozyme in various sodium chloride solutions in 0.1 M sodium acetate buffer at pH 4.2, T=10, 15, 20 and 25 °C. The lines are added for guide to an eye.
Figure 3.7. Comparison of second virial coefficient determined from static light scattering for lysozyme in various sodium chloride solutions in 0.1 M sodium acetate buffer at T=25°C, pH 4.2, 4.5 and 5.2. The lines are added for guide to an eye.

It was worth noting that the effects of salt concentration on the second virial coefficient depended strongly on the specific nature of the ions. The $B_{22}$ for lysozyme in sodium nitrate and magnesium chloride solutions were also measured and plotted in Figure 3.8. Similar to the effect of sodium chloride, there was a systematic progression of $B_{22}$ towards more negative values as the concentration of sodium nitrate was increased. But the $B_{22}$ values for lysozyme in sodium nitrate solutions were more negative than that in sodium chloride solutions, which was due to the different abilities of $NO_3^-$ and $Cl^-$ to precipitate proteins [183, 184]. On the other hand, when the concentrations of magnesium chloride and the sodium chloride were of the same, the second virial coefficient for lysozyme in magnesium chloride solution was more negative than that in sodium chloride solution.
Figure 3.8. Comparison of second virial coefficient determined from static light scattering for lysozyme in various salt solutions in 0.1 M sodium acetate buffer at pH 4.5, T=25 °C. The lines are added for guide to an eye.

One of the possible reason was that the ability of $\text{Mg}^{2+}$ to precipitate protein was larger than that of $\text{Na}^+$. The other reason was that the amount of $\text{Cl}^-$ in magnesium chloride solutions was larger than that in sodium chloride solutions at the same salt concentration. Thus, the screening effect of magnesium chloride solution was stronger than that of sodium chloride solution. In addition, for magnesium chloride, a minimum second virial coefficient was observed at the the magnesium chloride concentration of 0.90 M. The result that the second virial coefficient increased with the increasing of magnesium chloride concentration when the magnesium chloride concentration was larger than 0.90 M could be attributed to the increase in the repulsive interactions due to the binding of the highly kosmotropic ion $\text{Mg}^{2+}$ to the surface of lysozyme molecule. The subsequent
structuring of water around the cation could produce a repulsive barrier [29, 45]. Similar effects of magnesium cation on the second virial coefficient of lysozyme were also reported by Tessier et al. [45] for lysozyme in sodium bromide solutions.

### 3.3.3 Correlation of Solubility and Second Virial Coefficient

In order to investigate the correlation between solubility ($c_e$) and second virial coefficient ($B_{22}$), solubility values were plotted versus $B_{22}$ in lysozyme solutions of various salt concentrations, pH and temperatures in Figure 3.9. There was clearly a systematic variation between the solubility and $B_{22}$ over the $B_{22}$ range studied. The data also indicated that the solubility decreased as $B_{22}$ became larger and more negative. This is consistent with the prediction that the increase in protein attractive interactions would reduce protein solubility [49]. A theoretical explanation of this relation was given by Haas et al. [27]. In their work, solubility was related to second virial coefficient as

$$B_{22} = \frac{4}{M_w \rho'} \left[ 1 - A' \left( \frac{\phi'_s}{m} \right)^{(2/z')} - 1 \right]$$

(3.1)

$$\phi'_s = \frac{c_e}{1000 \rho'}$$

(3.2)

where $\rho'$ was the number density of the protein, $m$ was the number of water molecules that can be placed in the volume of one protein molecule, $c_e$ was the solubility in mg/mL and $A'$ and $z'$ were fitting parameters. $A'$ was assumed to be dependent on the anisotropy $p$ and the range of protein-protein interaction $\lambda'$ as $A = p (\lambda'^3 - 1)$. Small $A'$ represented strong anisotropy and short range of protein-protein interaction. While $z'$ was related to the morphology of the crystals obtained.
Figure 3.9. Solubility versus second virial coefficient for lysozyme dissolved in various salt solutions of 0.1 M sodium acetate buffer at various pH and temperature.

The solubility was plotted versus second virial coefficient for lysozyme in sodium chloride solutions at pH 4.2, T=10, 15, 20 and 25 °C in Figure 3.9. All the data were found to fall approximately on a single curve. At a fix pH value, we can also observe that lyoszyme solubility was almost the same for solutions in which lyosyzme molecules experienced the same strength of protein interaction. The experimental data were also compared with the results obtained according to the Haas-Drenth-Wilson Model described by equation (3.1). The best fit was achieved with $z'$ and $A'$ equal to 6 and 0.049, respectively.

Figure 3.9 also presents a comparison of solubility and the second virial coefficient for lysozyme in various sodium chloride solutions at 25 °C, pH 4.2, 4.5 and 5.2. It was shown
that the data obtained at the same pH fall almost on the same curve. The comparison of the experimental data with the predictions by Haas-Drenth-Wilson model was illustrated in Figure 3.9. Clearly, the model can describe the experimental data both quantitatively and qualitatively with \( z' \) of the value of 6. The other parameter \( A' \) was 0.049 for the data obtained at pH 4.2. And it was increased to 0.053 and 0.091 to achieve the best fit for the data obtained at pH 4.5 and 5.2.

Sodium nitrate can be used as crystallizing precipitant for lysozyme. Figure 3.9 also presents the results of solubility versus second virial coefficient as a function of sodium nitrate and sodium chloride concentration at pH 4.5, 25 \( ^\circ \)C. Although the solubility range was limited for lysozyme in sodium nitrate solution, the correlation of second virial coefficient and solubility was still evident. The Haas-Drenth-Wilson theoretical model was also applied to fit the experimental data. It was found that the best fit was achieved with \( A' \) and \( z' \) of 0.0007 and 3 for lysozyme in sodium nitrate solution.

The theoretical correlation between protein solubility and second virial coefficient can also be related from the view point of the thermodynamic equilibrium between protein in a solid phase and the same protein in solution [49]. According to the work reported by Guo et al. [49], when a thermodynamic equilibrium was established between protein crystals and protein solution, the chemical potential of protein in crystalline phase \( \mu_p (xtal) \) was equal to that of protein in solution \( \mu_p (soln) \). Thus,

\[
\mu_p (xtal) = \mu_p (soln)
\]  

(3.3)

At conditions of saturation,
\[ \mu_p(xtal) = \mu_p^o(so \ln) + RT \ln y_p c_e \] (3.4)

where \( \mu_p^o(so \ln) \) is the standard chemical potential of protein in solution and \( y_p \) is the activity coefficient. Thus,

\[ y_p c_e = \exp(-\Delta \mu_p / RT) \] (3.5)

\[ \Delta \mu_p = \mu_p^o(so \ln) - \mu_p(xtal) \] (3.6)

By taking the nonideality of the solution into consideration,

\[ \mu_p(so \ln) = \mu_p^o(so \ln) + RT \ln c_e + 2RT M_w B_{22} c_e \] (3.7)

So the second virial coefficient and solubility was correlated by

\[ B_{22} = -\frac{\Delta \mu_p}{RT} \left( \frac{1}{2M_w c_e} - \frac{\ln c_e}{2M_w c_e} \right) \] (3.8)

where \( R \) is the gas constant, \( T \) is the temperature, \( M_w \) is the molecular weight of protein molecule, and \( c_e \) is the solubility. Thus the driving force for crystallization, \( \Delta \mu_p \) of lysozyme molecules in various solution conditions can be calculated from equation (3.8) and listed in Table 3.1. In order to demonstrate the effects of pH, temperature, precipitant type and precipitant concentration on \( \Delta \mu_p \), the calculated \( \Delta \mu_p \) were plotted versus precipitant concentrations at different temperature and pH in Figure 3.10. As illustrated in Figure 3.10, \( \Delta \mu_p \) was found to decrease with increasing temperature and increase with increasing sodium chloride concentration at constant pH. The trend of the dependence of \( \Delta \mu_p \) on salt concentration was the same at different pH values. But the effects of pH on \( \Delta \mu_p \) differed at different sodium chloride concentration. From Figure 3.10, it was also observed that \( \Delta \mu_p \) in 0.34 M sodium chloride solution increased at higher pH but decreased with increasing pH in 0.85 M and 1.20 M sodium chloride solutions. In addition,
the $\Delta \mu_p$ for lysozyme in sodium nitrate solution was larger than that in sodium chloride solution over the range of salt concentrations studied, as summarized in Figure 3.10.

**Figure 3.10.** Dependence of $\Delta \mu_p$ on the salt concentration in 0.1 M sodium acetate buffer at various pH and temperature. The lines are added for guide to an eye.

**Table 3.1.** Second virial coefficient ($B_{22}$), solubility ($c_e$) and $\Delta \mu_p$ for lysozyme under various conditions.

<table>
<thead>
<tr>
<th>Precipitant</th>
<th>pH</th>
<th>T(°C)</th>
<th>$B_{22}\times10^4$ (mol.mL/g$^2$)</th>
<th>$c_e$ (mg/mL)</th>
<th>$\Delta \mu_p$(kcal/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.34 M NaCl</td>
<td>4.2</td>
<td>25</td>
<td>-1.61</td>
<td>33.52</td>
<td>2.10</td>
</tr>
<tr>
<td>0.51 M NaCl</td>
<td>4.2</td>
<td>25</td>
<td>-2.74</td>
<td>12.88</td>
<td>2.64</td>
</tr>
<tr>
<td>0.68 M NaCl</td>
<td>4.2</td>
<td>25</td>
<td>-3.65</td>
<td>6.25</td>
<td>3.05</td>
</tr>
<tr>
<td>0.85 M NaCl</td>
<td>4.2</td>
<td>25</td>
<td>-4.46</td>
<td>3.60</td>
<td>3.36</td>
</tr>
<tr>
<td>1.20 M NaCl</td>
<td>4.2</td>
<td>25</td>
<td>-6.3</td>
<td>1.89</td>
<td>3.73</td>
</tr>
</tbody>
</table>
Table 3.1 (Continued)

<table>
<thead>
<tr>
<th>Precipitant</th>
<th>pH</th>
<th>T(°C)</th>
<th>$B_22 \times 10^4$ (mol.mL/g$^2$)</th>
<th>$c_\circ$(mg/mL)</th>
<th>$\Delta\mu_p$(kcal/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.34 M NaCl</td>
<td>4.2</td>
<td>20</td>
<td>-2.21</td>
<td>16.10</td>
<td>2.46</td>
</tr>
<tr>
<td>0.51 M NaCl</td>
<td>4.2</td>
<td>20</td>
<td>-3.81</td>
<td>5.49</td>
<td>3.07</td>
</tr>
<tr>
<td>0.68 M NaCl</td>
<td>4.2</td>
<td>20</td>
<td>-4.63</td>
<td>2.84</td>
<td>3.44</td>
</tr>
<tr>
<td>0.85 M NaCl</td>
<td>4.2</td>
<td>20</td>
<td>-5.72</td>
<td>2.08</td>
<td>3.62</td>
</tr>
<tr>
<td>1.20 M NaCl</td>
<td>4.2</td>
<td>20</td>
<td>-7.45</td>
<td>1.14</td>
<td>3.96</td>
</tr>
<tr>
<td>0.34 M NaCl</td>
<td>4.2</td>
<td>15</td>
<td>-3.46</td>
<td>14.14</td>
<td>2.52</td>
</tr>
<tr>
<td>0.51 M NaCl</td>
<td>4.2</td>
<td>15</td>
<td>-4.69</td>
<td>3.41</td>
<td>3.28</td>
</tr>
<tr>
<td>0.68 M NaCl</td>
<td>4.2</td>
<td>15</td>
<td>-5.37</td>
<td>2.08</td>
<td>3.55</td>
</tr>
<tr>
<td>0.85 M NaCl</td>
<td>4.2</td>
<td>15</td>
<td>-6.47</td>
<td>1.53</td>
<td>3.73</td>
</tr>
<tr>
<td>1.20 M NaCl</td>
<td>4.2</td>
<td>15</td>
<td>-8.20</td>
<td>0.76</td>
<td>4.12</td>
</tr>
<tr>
<td>0.34 M NaCl</td>
<td>4.2</td>
<td>10</td>
<td>-3.89</td>
<td>9.47</td>
<td>2.68</td>
</tr>
<tr>
<td>0.51 M NaCl</td>
<td>4.2</td>
<td>10</td>
<td>-5.94</td>
<td>3.22</td>
<td>3.26</td>
</tr>
<tr>
<td>0.68 M NaCl</td>
<td>4.2</td>
<td>10</td>
<td>-6.82</td>
<td>1.89</td>
<td>3.55</td>
</tr>
<tr>
<td>0.85 M NaCl</td>
<td>4.2</td>
<td>10</td>
<td>-7.69</td>
<td>1.33</td>
<td>3.74</td>
</tr>
<tr>
<td>1.20 M NaCl</td>
<td>4.2</td>
<td>10</td>
<td>-9.82</td>
<td>0.57</td>
<td>4.21</td>
</tr>
<tr>
<td>0.34 M NaCl</td>
<td>4.5</td>
<td>25</td>
<td>-1.74</td>
<td>32.39</td>
<td>2.13</td>
</tr>
<tr>
<td>0.51 M NaCl</td>
<td>4.5</td>
<td>25</td>
<td>-3.16</td>
<td>11.36</td>
<td>2.71</td>
</tr>
<tr>
<td>0.68 M NaCl</td>
<td>4.5</td>
<td>25</td>
<td>-4.01</td>
<td>6.06</td>
<td>3.07</td>
</tr>
<tr>
<td>0.85 M NaCl</td>
<td>4.5</td>
<td>25</td>
<td>-4.85</td>
<td>4.17</td>
<td>3.28</td>
</tr>
<tr>
<td>1.20 M NaCl</td>
<td>4.5</td>
<td>25</td>
<td>-6.54</td>
<td>2.08</td>
<td>3.68</td>
</tr>
<tr>
<td>0.34 M NaCl</td>
<td>5.2</td>
<td>25</td>
<td>-4.62</td>
<td>25.76</td>
<td>2.24</td>
</tr>
</tbody>
</table>
Table 3.1 (Continued)

<table>
<thead>
<tr>
<th>Precipitant</th>
<th>pH</th>
<th>T(°C)</th>
<th>B_{22}×10^4 (mol.mL/g^2)</th>
<th>c_e (mg/mL)</th>
<th>Δμ_p (kcal/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.51 M NaCl</td>
<td>5.2</td>
<td>25</td>
<td>-6.34</td>
<td>12.50</td>
<td>2.73</td>
</tr>
<tr>
<td>0.68 M NaCl</td>
<td>5.2</td>
<td>25</td>
<td>-7.13</td>
<td>7.95</td>
<td>2.96</td>
</tr>
<tr>
<td>0.85 M NaCl</td>
<td>5.2</td>
<td>25</td>
<td>-8.69</td>
<td>5.49</td>
<td>3.16</td>
</tr>
<tr>
<td>1.20 M NaCl</td>
<td>5.2</td>
<td>25</td>
<td>-9.90</td>
<td>3.22</td>
<td>3.45</td>
</tr>
<tr>
<td>0.2 M NaNO_3</td>
<td>4.5</td>
<td>25</td>
<td>-5.51</td>
<td>2.46</td>
<td>2.50</td>
</tr>
<tr>
<td>0.5 M NaNO_3</td>
<td>4.5</td>
<td>25</td>
<td>-9.17</td>
<td>1.52</td>
<td>3.87</td>
</tr>
<tr>
<td>0.75M NaNO_3</td>
<td>4.5</td>
<td>25</td>
<td>-12.4</td>
<td>1.14</td>
<td>4.04</td>
</tr>
<tr>
<td>1.0 M NaNO_3</td>
<td>4.5</td>
<td>25</td>
<td>-14.9</td>
<td>0.95</td>
<td>4.15</td>
</tr>
</tbody>
</table>

3.3.4 Crystallization Results

It was reported by George and Wilson [39] that the values of the \( B_{22} \) for the solutions in crystallization conditions were within a narrow range of \(-1×10^{-4} \sim -8×10^{-4}\) mol mL g^{-2}. The solutions whose \( B_{22} \) values were out of this range would either result in no crystallization or disordered aggregates. In order to test the application of the concept of “crystallization slot” to the crystallization of lysozyme in sodium chloride and sodium nitrate solution at pH 4.5 and 25 °C, crystallization trials were performed and were summarized in Figure 3.11. At low salt concentration, electrostatic repulsion dominated protein interactions and \( B_{22} \) was positive. No crystals were found to grow from the solution. Upon the increasing of the salt concentration, electrostatic repulsion was screened and \( B_{22} \) became negative, indicating protein-protein interaction was attractive. Good quality symmetrical crystals were obtained, as shown in the region named “crystallization slot” in Figure 3.11.
In this slot, the second virial coefficients were in the range of \(-1\times10^{-4} \sim -8\times10^{-4}\) mol mL g\(^{-2}\). Upon the increasing of the salt concentration, the attractive interactions were strengthened. Therefore, the second virial coefficient was more negative than \(-8\times10^{-4}\) mol mL g\(^{-2}\). Thus the protein attractive interaction was too strong for the lysozyme molecules to adjust their orientations to form the crystals that are of suitable quality for the X-ray diffraction [53]. These crystals of bad X-ray diffraction quality were typically of the sea-urchin morphology as shown in the third slot of Figure 3.11. The formation of the sea-urchin morphology crystal could be attributed to the strong attractive protein-protein interaction. Thus, the “crystallization slot” proposed by George and Wilson applied to the experiments in this work.

**Figure 3.11.** Crystallization results of lysozyme in sodium chloride and sodium nitrate solutions in 0.1 M sodium acetate buffer at pH 4.5, 25 ℃.
It addition, it was interesting to note that the crystals obtained in the presence of sodium chloride and sodium nitrate were of different morphologies, as shown in Figure 3.12. Like many proteins, lysozyme can crystallize in various crystal structures depending on the crystallizing agent and temperature [185]. Tetragonal (P4$_3$2$_1$2) lysozyme crystals were obtained in sodium chloride solution when temperature was not larger than 25 °C. Monoclinic (P2$_1$) lysozyme crystals were obtained in the sodium nitrate solution at 25 °C. The crystals obtained in the conditions of this work were consistent with the previous research work. The different morphologies may be attributed to the incorporation of anions in the crystals, which could be further supported by the Raman spectra of the tetragonal lysozyme chloride crystals and monoclinic lysozyme nitrate crystals, as compared in Figure 3.13. The incorporation of $NO_3^-$ anion in the crystals was confirmed by the presence of the peak at around 1050 cm$^{-1}$ in the spectrum of monoclinic lysozyme nitrate crystals [186]. But these various crystal structures that were caused by the incorporating of different anions were not polymorphs strictly [185].

![Figure 3.12](image)

**Figure 3.12.** Optical microscopy images of (a) tetragonal and (b) monoclinic lysozyme crystals.
3.4 Conclusions

In this work, the solubility and second virial coefficient of lysozyme were examined as a function of temperature, pH, precipitant type, and precipitant concentration. The solubility of lysozyme was found to increase with increasing temperature and decrease with increasing sodium chloride or sodium nitrate concentration. The effects of pH on the solubility of lysozyme varied with sodium chloride concentration. In low sodium chloride concentration solution, lysozyme solubility decreased at higher pH while it increased with increasing pH in solutions of high sodium chloride concentrations. The solubility data for lysozyme in sodium nitrate solutions were smaller than that of lysozyme in sodium chloride solutions. The second virial coefficient values for the solutions of corresponding conditions were measured as well. It was noted that there was a strong correlation between the solubility and the second virial coefficient. The solubility decreased as the second
The second virial coefficient became larger and more negative. The driving force for crystallization $\Delta \mu_p$ decreased with increasing temperature and increase with increasing sodium chloride concentration at constant pH. The hypothesis on the relation between the second virial coefficient and the solubility were verified by fitting the experimental data with the prediction of Haas-Drenth-Wilson model. The ‘crystallization slot’ proposed by George and Wilson [39] was verified in this work as well. Crystals of high quality were obtained when the value of the second virial coefficient was in the ‘crystallization slot’. No crystallization or crystals that were not of good diffraction quality were obtained when the second virial coefficients were out of this range. Moreover, the adsorption of different anions onto the surface of protein molecules was found to result in crystals of different morphologies.
4 Cloud-point Temperature and Liquid-liquid Phase Separation in Supersaturated Lysozyme and Bovine Serum Albumin Solutions

4.1 Introduction

Preparation of single crystals that are of suitable diffraction quality is indispensable for the determination of the three-dimensional structure of protein molecules by the X-ray crystallography, but it is difficult. This difficulty could be partly due to the fact that protein solutions exhibit various kinds of phase transition phenomena, including crystallization and liquid-liquid phase separation [18]. It has been both experimentally suggested [18-24, 52] and theoretically predicted [25, 26, 28, 55] that the liquid-liquid phase separation affected protein crystallization. A detailed understanding of the liquid-liquid phase separation, especially the study of the location of the liquid-liquid co-existence boundary and the strategies to shift it, provides a systematic approach to control protein crystallization.

A liquid-liquid co-existence curve can be determined by measuring the cloud-point temperature. It was first reported for lysozyme-salt solution by Ishimoto and Tanaka in 1977 [35]. Subsequently, the effects of pH, salt identity, and salt concentrations on the cloud-point temperature for lysozyme in electrolyte solutions were investigated systematically to gain an insight into protein interaction and its correlation with crystallization [29-31, 36, 37, 187]. In recent years, such kind of studies has been extended to other proteins, such as bovine serum albumin (BSA) [38], urate oxidase [32] and bovine pancreatic trypsin inhibitor [33, 34]. Additionally, the liquid-liquid co-existence curves for γ-crystallin, hemoglobin and their natural variants [21, 120, 121, 130, 132, 135, 136] were
measured to provide a sound reference in the search of the treatment of cataract and sickle cell anemia.

From a theoretical point of view, the phase behavior of protein molecules depends on the interaction between them. For a sufficiently attractive interaction, the phase diagram of protein solutions exhibits a meta-stable liquid-liquid co-existence curve that subtends the solid-liquid co-existence curve. Since the second virial coefficient is a dilute solution thermodynamic parameter that reflects the extent of protein interaction [188], it is of interest to investigate the correlation between the cloud-point temperature and the second virial coefficient.

The similarity between the phase diagrams of colloidal solutions and globular protein solutions enabled the modeling of the phase diagram of protein solution using the theories developed for colloidal solutions. The first model was based on the equation of state proposed by van der Waals [137]. This equation of state was further developed to be more general by characterizing the model system with their molecular interactions and kinetic energy. Another general approach was to apply a statistical-mechanical perturbation theory, in which the protein solution was assumed to be composed of hard spheres with repulsive interactions only. The attractive interaction was assumed to be the perturbation to the repulsive forces of the hard sphere system [38, 138-140]. The Gibbs free energy model [36, 55] which described the water-mediated interactions between protein molecules in phenomenological level was also used to describe the properties of the observed liquid-liquid phase separation. In addition, many Monte Carlo simulations have been made to predict the liquid-liquid co-existence curve [142, 143]. However, these models only
describe the phase diagram of protein solutions qualitatively. The curves generated by modeling are not as wide as that determined by experimental measurement.

In this work, the liquid-liquid co-existence curves in supersaturated lysozyme solutions with 2%, 3%, 4% and 5% w/v NaCl at pH 4.2 and BSA solutions with 60, 70, 80 mg/mL polyethylene glycol 1500 (PEG 1500) at pH 5.0 were determined by measuring the cloud-point temperature. The second virial coefficients for lysozyme and BSA in solutions of various precipitant concentrations and temperatures were also measured to investigate the correlation between the cloud-point temperature and the second virial coefficient. In addition, random phase approximation (RPA) with square-well potential [29] was applied to correlate the cloud-point temperature data obtained from literature. These literature data were also compared with the results obtained by the Gibbs free energy model [189] and Monte Carlo simulation [142]. It was found that these models could not describe the liquid-liquid co-existence curves of both lysozyme and γII-crystallin system quantitatively. It is of interest to find that the liquid-liquid co-existence curve could be better described through modifying the RPA by assuming the energy of the interaction between protein molecules to be temperature dependent. The modified RPA was found to describe the liquid-liquid co-existence curve quantitatively. Moreover, the energy of protein interactions was calculated from the experimentally measured second virial coefficient. The temperature dependence of the energy of protein interactions was observed, which could serve as a support for the above assumption.
4.2 Experimental Section

4.2.1 Materials

Hen egg white lysozyme (L7651, 3 × re-crystallized, lyophilized), bovine serum albumin (BSA) (05470, crystallized, lyophilized, ≥ 98.0%), sodium chloride (≥ 99.5 %), sodium acetate (≥99.5%), acetic acid (HPLC grade), sodium hydroxide (≥ 99.5 %), toluene (HPLC grade), and paraffin oil (for IR spectroscopy) were purchased from Sigma-Aldrich, Singapore. Polyethylene glycol of molecular weight 1,500 (g/mol) (PEG 1500) (biochemika ultra) was obtained from Chemicals Testing & Calibration Laboratory, Singapore. All reagents were used without any further treatment. The buffers were prepared with ultrafiltered, ultrapure water from a Milli-Q® ultra-pure water purification system.

4.2.2 Solution Preparations

Both protein solution and salt solution were prepared at twice of the final concentration separately. The benefit of this approach was that the salt was introduced into the protein solution upon the mixing for measurement. This could avoid the crystallization of protein solution [187]. Proper amounts of lysozyme and NaCl were dissolved in 0.1 M sodium acetate buffer at pH 4.2 separately to obtain stock solutions for cloud-point temperature measurement. The pH of each solution measured with a pH meter (Metteler Toledo Seven Multi) was readjusted to the desired pH with concentrated hydroxide solution and acetic acid. The solutions were subsequently filtered through 0.22 μm sterile filters to remove the foreign particles before use. BSA and PEG 1500 solutions of different concentrations were prepared in the same way. The only difference was that 0.1 M sodium acetate buffer at pH 5.0 was used as the buffer. The concentrations of the pure protein solutions were
determined by measuring the absorbance at 280 nm using a Shimadzu UV spectrophotometer. The extinction coefficients for lysozyme and BSA are 2.64 and 0.667, respectively [190]. The concentrations of NaCl and PEG 1500 solutions were calculated based on the mass of NaCl and PEG 1500 and the volume of the solutions.

4.2.3 Sample Preparation

The separately prepared lysozyme and sodium chloride solutions were allowed to equilibrate at a temperature of 45 °C prior to mixing. At the same temperature, the stock solutions of lysozyme and NaCl were mixed manually in equal volume in a 1.5 mL Eppendorf tube. It was followed by depositing a droplet of the pre-mixed solution (approximately 0.5 µL) into a micro quartz cell (15 mm diameter × 2 mm depth) of a Linkam heating/cooling microscope stage (Linkam THMS 600) and sealed with paraffin oil to stop evaporation. The samples of the BSA-PEG 1500-buffer system were prepared in the same way as described above.

4.2.4 Cloud-point Temperature and Second Virial Coefficient Measurement

An optical microscope (Olympus BX51) with a heating/cooling stage (Linkam THMS600) was used to measure the cloud-point temperature. The stage is designed to observe the thermo-behavior of a sample under the microscope. Temperature can be controlled by liquid nitrogen within 0.1 °C in the range from -192 to 600 °C, which allows a rapid equilibrium. The paraffin oil sealed sample was placed in this stage and observed visually by the optical microscope with an Olympus Analysis CVIII cooled CCD camera. The sample was equilibrated at 45 °C for 30 min. The solution was clear at this temperature, as shown in Figure 4.1 (a). Then the temperature was reduced at a rate of 1
89 °C/min for lysozyme-NaCl-buffer system and 10 °C/min for BSA-PEG 1500-buffer system until the onset of LLPS. As shown in Figure 4.1 (b), the onset of LLPS was associated with a dramatic clouding of the solution due to the different refraction index of the protein-rich and protein-poor domain. Further lowering of the temperature brought about no detectable changes in the solution droplet. The solutions became clear when the temperature of the sample was increased. The temperature at which the droplet became cloudy firstly was noted as the cloud-point temperature $T_{\text{cloud}}$ for the convenience of the comparison. Each measurement was repeated at least three times to assure the reproducibility. The method required a very small amount of protein and short time to determine the cloud-point temperature. The second virial coefficients for lysozyme and BSA in solutions of various precipitant concentrations and temperatures were determined in the method as described in section 3.2.4.
Figure 4.1. Illustration of a typical result of cloud-point temperature determination for lysozyme solution containing 128.4 mg/mL lysozyme, 3% w/v sodium chloride in 0.1 M sodium acetate buffer at pH 4.2: (a) 45 °C, the solution was clear, (b) 12.2 °C, the solution became cloudy.

4.3 Results and Discussion

4.3.1 Cloud-point Temperatures

In this work, the cloud-point temperatures ($T_{cloud}$) of lysozyme and BSA were measured as a function of precipitant and protein concentrations. Figure 4.2 presents $T_{cloud}$ dependence of lysozyme on lysozyme and sodium chloride concentration at pH 4.2. At 2% w/v sodium chloride solution, $T_{cloud}$ was found to increase monotonically with the concentration of lysozyme. As the sodium chloride concentration was increased, the trend was similar to that at 2% w/v NaCl, but $T_{cloud}$ increased as the concentration of NaCl increased from 2% w/v to 5% w/v. The cloud-point temperature data obtained in this work were compared with the data reported in literature, as shown in Figure 4.3. It was noted
that at the lysozyme concentration of 87.4 mg/mL, our experimental data on $T_{\text{cloud}}$ were quite consistent with the data measured using DLS method [29]. In addition, the dependence of $T_{\text{cloud}}$ on lysozyme concentration at 3%, 4% and 5% w/v NaCl at pH 4.2 and 0.1 M sodium acetate buffer was compared with the liquid-liquid co-existence curves obtained by Petsev et al. [191] and Muschol et al. [37] in Figure 4.3. The data obtained in this work were in good agreement with literature values with some deviations. These differences could be considered to be not significant by taking the differences in pH into account. Therefore, the cloud-point temperature measurement method in this work was reasonable.

![Figure 4.2](image-url)

**Figure 4.2.** Cloud-point temperature determination for lysozyme as a function of lysozyme concentration at four NaCl concentrations. The lines are added for guide to an eye.
Cloud-point temperature $T_{\text{cloud}}$ (°C) vs. Ionic strength (M) (a) Grigsby et al. ▲ This work

Cloud-point temperature $T_{\text{cloud}}$ (°C) vs. Lysozyme concentration $c_p$ (mg/mL) (b) Petsev et al. ▲ This work

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library
Figure 4.3. Comparison of the cloud-point temperature data measured in this work with the literature data. (a) Comparison of the dependence of the cloud-point temperature (C(lysozyme)=87.4 mg/mL, pH=4.2, [NaOAc]=0.1 M) on the ionic strength with the data reported by Grigsby et al. [29] (C(lysozyme)=87 mg/mL, pH=4.0, 20 mM Tris Buffer). (b) Comparison of the dependence of the cloud-point temperature (C(NaCl)=4% w/v, pH=4.2, [NaOAc]=0.1 M) on lysozyme concentration with the work reported by Petsev et al. [191] (C(NaCl)=4% w/v, pH=4.5, [NaOAc]=0.05 M). (c) Comparison of the dependence of cloud-point temperature (C(NaCl)=3% w/v and C(NaCl)=5% w/v, pH=4.2, [NaOAc]=0.1 M) on lysozyme concentration with the work reported by Muschol et al. [37] (C(NaCl)=3% w/v and C(NaCl)=5% w/v, pH=4.5, [NaOAc]=0.1 M).
The cloud-point temperatures for BSA in the presence of PEG 1500 in 0.1 M sodium acetate buffer at pH 5.0 were measured as well. According to Figure 4.4, at a fix PEG 1500 concentration, $T_{\text{cloud}}$ of BSA increased at higher BSA concentration. At a fixed BSA concentration, $T_{\text{cloud}}$ increased monotonically with the concentration of PEG 1500.

![Figure 4.4](image-url)

**Figure 4.4.** Cloud-point temperature determination for BSA as a function of BSA concentration at three PEG 1500 concentrations. The lines are added for guide to an eye.

### 4.3.2 Second Virial Coefficient

Values of second virial coefficient ($B_{22}$) for lysozyme were plotted versus sodium chloride concentrations at pH 4.2 and temperatures ranging from 10 to 25 °C in Figure 3.6. At 25 °C, $B_{22}$ decreased with the increasing of the sodium chloride concentration. As the temperature was decreased, the $B_{22}$ trends were similar to that at 25 °C, but the $B_{22}$ values
were more negative at lower temperatures. The effects of temperature on $B_{22}$ of BSA in PEG 1500 solutions were illustrated in Figure 4.5. At fixed temperature, $B_{22}$ was found to decrease with the increasing of the concentration of PEG 1500. At fixed PEG 1500 concentration, $B_{22}$ decreased with temperature.

![Graph showing second virial coefficient vs. PEG 1500 concentration at different temperatures](Image)

**Figure 4.5.** Comparison of second virial coefficients of BSA determined from static light scattering in PEG 1500 solutions of 0.1 M sodium acetate buffer at pH 5.0, T=15, 20 and 25 °C. The lines are added for guide to an eye.

### 4.3.3 Correlation of Cloud-point Temperature and Second Virial Coefficient

In order to investigate the correlation between the cloud-point temperature ($T_{cloud}$) and the second virial coefficient ($B_{22}$), the dimensionless cloud-point temperature ($T_r$) was plotted versus dimensionless second virial coefficient ($B'_r$) for lysozyme solutions at various sodium chloride concentrations and temperature at pH 4.2 in Figure 4.6 and for
BSA solutions at various PEG 1500 concentrations and temperatures at pH 5.0 in Figure 4.7. According to Berger et al. [50] the dimensionless cloud temperature ($T_r$) and dimensionless second virial coefficient ($B'_{22}$) could be calculated as

$$T_r = \frac{T_{cloud} - T}{T_{cloud}}$$  \hspace{1cm} (4.1)

$$B'_{22} = \frac{B_{22}}{B_{22}^{HS}}$$  \hspace{1cm} (4.2)

Figure 4.6. Dimensionless cloud-point temperature $T_r$ versus dimensionless second virial coefficient $B'_{22}$ of lysozyme in different NaCl solutions. The lysozyme concentration was 87.4 mg/ml in all cases. The buffer was 0.1 M NaOAc buffer at pH 4.2.
where $T$ was the temperature at which the second virial coefficient was measured. An example was taken to examine the correlation between $T_r$ and $B_{22}$ at the lysozyme concentration of 87.4 mg/mL and BSA concentration of 117.8 mg/mL. A systematic variation between $T_r$ and $B_{22}$ were illustrated in both Figure 4.6 and Figure 4.7. The data also indicated that $T_r$ increased as $B_{22}$ became larger and more negative. This observation was in a good agreement with the prediction that the liquid-liquid phase separation was driven by the net protein attractive interaction. The cloud-point temperature increased with the increase of the strength of the attractive interaction [29-31].

![Figure 4.7. Dimensionless cloud-point temperature $T_r$ versus dimensionless second virial coefficient $B_{22}$ of bovine serum albumin in different PEG 1500 solutions. The BSA concentration was 117.8 mg/ml in all cases. The buffer was 0.1 M NaOAc buffer at pH 5.0.](image)
4.3.4 Predictions of the Liquid-liquid Co-existence Curve

It is known that the RPA has been applied to study the phase separation in a protein solution induced by addition of neutral polymer and/or simple electrolyte [29, 30, 138, 139, 192, 193]. The RPA was a perturbation theory that approximated the direct correlation function $c(r)$ by [138]

$$c(r) = c_{\text{ref}}(r) - \frac{u_1(r)}{kT}$$  \hspace{1cm} (4.3)

where $k$ was Boltzmann constant, $T$ was temperature, $c_{\text{ref}}(r)$ was the direct correlation function for the reference system, and $u_1(r)$ was the perturbation part of the total energy $u(r)$. Taking the Fourier transforms of both sides of equation (4.3) gave

$$C = C_{\text{ref}} - \frac{U_1}{kT}$$  \hspace{1cm} (4.4)

in which

$$C_{\text{ref}} = 4\pi \int c_{\text{ref}}(r)r^2 dr$$  \hspace{1cm} (4.5)

$$U_1 = 4\pi \int u_1(r)r^2 dr$$  \hspace{1cm} (4.6)

According to Hansen and McDonald [194], the isothermal compressibility could be used to relate the pressure of the system $P$ to $C$. Hence, the equation for pressure $P$ was [29]

$$\frac{P}{\rho'kT} = \frac{P_{\text{ref}}}{\rho'kT} + \frac{\rho'U_1(r)}{2kT}$$  \hspace{1cm} (4.7)

where $P_{\text{ref}}$ was the pressure of the reference system, $\rho'$ was the protein number density, and $U_1(r)$ was the perturbation energy per unit density. By applying the Gibbs-Duhem equation, the chemical potential of the system $\mu$ was [29, 138]

$$\frac{\mu - \mu'}{kT} = \ln \rho' + \frac{\mu_{\text{ref}}}{kT} + \frac{\rho'U_1(r)}{kT}$$  \hspace{1cm} (4.8)
In the RPA, pressure \( P \) and chemical potential \( \mu \) were used to describe the liquid-liquid phase equilibrium. \( \mu^\prime \) was the reference chemical potential that was the same in both liquid phases. The compositions of the two liquid phases \( \alpha \) and \( \beta \) could be calculated by solving the two liquid phases as bellows.

\[
\mu^\alpha = \mu^\beta \tag{4.9}
\]

\[
P^\alpha = P^\beta \tag{4.10}
\]

The reference system was assumed to be hard-sphere fluid. According to Carnahan-Starling equation \[195\]

\[
\frac{P_{ref}}{\rho^\prime kT} = \frac{1 + \eta^\prime + \eta^2 - \eta^3}{(1 - \eta^\prime)^3} \tag{4.11}
\]

\[
\frac{\mu_{ref}}{\rho^\prime kT} = \frac{\eta^\prime (8 - 9\eta^\prime + 3\eta^2)}{(1 - \eta^\prime)^3} \tag{4.12}
\]

with \( \eta^\prime \) being the protein volume fraction of the liquid phase.

The perturbation energy per unit density was given by

\[
U_1 = 4\pi \int W(r)r^2 \, dr \tag{4.13}
\]

In this work, a square-well potential of mean force \( W(r) \) was applied to describe the interactions between two protein molecules as

\[
W(r) = \begin{cases} 
\infty, & r < \sigma \\
-\varepsilon, & \sigma < r < \lambda'^\prime \sigma \\
0, & \lambda'^\prime \sigma < r 
\end{cases} \tag{4.14}
\]

where \( r \) was the center-to-center distance between two protein molecules, \( \sigma \) was the protein diameter, \( \lambda'^\prime \) was the attractive range, and \( \varepsilon \) was the depth of the square-well which described the interactions between protein molecules. According to ten Wolde and
Frenkel [25], a meta-stable liquid-liquid co-existence region existed when $\lambda'$ was not larger than 1.25. Thus, the range of $\lambda'$ should fall in the range of $1 < \lambda' \leq 1.25$ (4.15)

In this work, we chose the typically values of 1.15 and 1.25 as examples to calculate the reduced liquid-liquid co-existence curve ($T/T_c$ vs $\eta'/\eta'_c$).

\[ \text{Figure 4.8. Comparison of the liquid-liquid co-existence curves calculated using different methods with the cloud-point temperature data reported in literature.} \]

The reduced liquid-liquid co-existence curves ($T/T_c$ vs $\eta'/\eta'_c$) generated by RPA, the Gibbs free energy model proposed by Haas and Drethn [189] and the Gibbs ensemble Monte Carlo method [142] with different values of $\lambda'$ were plotted in Figure 4.8. It was found that these three models predicted similar behavior of the liquid-liquid co-existence curve, but the widths of the curves were different using the same $\lambda'$. The reduced liquid-liquid co-existence curves generated by RPA were of the same shape and width regardless
the value of $\lambda'$. For the curves that were calculated using the other two methods, the widths of the curves that were calculated using the same method varied with value of $\lambda'$, but the difference was not significant.

4.3.5 Linking Models to Experimental Data

The liquid-liquid co-existence curves obtained from the described three methods along with the cloud-point temperatures for lysozyme [35-37] and $\gamma$II-crystallin [133] as reported in the literature were illustrated in Figure 4.8. It was shown that the data for the liquid-liquid co-existence curves of the lysozyme and $\gamma$II-crystallin solutions at different solution conditions were on almost the same curve. The liquid-liquid co-existence curves that were calculated from RPA, the Gibbs free energy model proposed by Haas and Drenth, and the Gibbs ensemble Monte Carlo method were not of the same width as that of the experimental data. One of the possible reasons for the failure of these models to describe the liquid-liquid co-existence curve quantitatively may be that all these models were isotropic model, in which the spatial variation of the interactions between protein molecules was neglected. It was further supported by the better description of the phase diagram of protein solutions generated by the models that characterized the interactions of protein molecules with an aeolotopic model [196]. In addition, the interactions between protein molecules in these models were assumed to be temperature independent. However, the fact that the protein interactions between protein molecules were mediated by the surrounding water molecules suggested the possibility to take the temperature dependence of the protein interaction into account [143].
In this study, the square-well potential of the RPA was modified to be temperature dependent to characterize the liquid-liquid co-existence curve of protein solutions. According to Lomakin et al. [143], the energy of the interaction between protein molecules was considered to be temperature dependent, as described in equation (4.16),

$$\varepsilon(T) = kT_c \varepsilon [1 + \kappa' (T - T_c)/T_c]$$  \hspace{1cm} (4.16)

in which, $k$ was the Boltzmann constant, $\kappa'$ was a constant, and $\varepsilon = \varepsilon / kT_c$. Therefore,

$$\frac{kT}{\varepsilon(T)} = \frac{kT}{kT_c \varepsilon [1 + \kappa' (T - T_c)/T_c]}$$ \hspace{1cm} (4.17)

The scaled temperature $T/T_c$ may be calculated as

$$\frac{T}{T_c} = \frac{(1 - \kappa' (\varepsilon_c(T_c)/\varepsilon(T)))}{1 - \kappa' (\varepsilon_c(T_c)/\varepsilon(T))}$$ \hspace{1cm} (4.18)

in which $\varepsilon_c(T_c)$ and $\varepsilon(T)$ can be obtained from the simulated data by RPA.

In this work, we found that a good fit between the experimental data and the modified RPA was achieved when $\kappa' = -6$. As shown in Figure 4.8, it characterized the experimental data more quantitatively than other models. Similar situation was found in the work reported by Lomakin et al. for $\gamma$-crystallin [143]. Indeed further investigations are needed to gain an insight into the dependence of $\kappa'$ on temperature.

In addition, when square-well interaction potential is applied, the energy of protein interaction can be calculated from equation (4.19)
\[ B_{22} = \frac{2\pi\sigma^3}{3} \left[ \lambda^3 e^{\frac{\epsilon}{kT}} (\lambda^3 - 1) \right] \] (4.19)

The energy of protein interactions for solutions at different temperature and precipitant concentrations was calculated from the experimentally measured second virial coefficient and summarized in Figure 4.9 and Figure 4.10. The energy of protein interactions \( \frac{\epsilon}{k} \) was found to increase with the increasing of precipitant concentration and increase with the decreasing of temperature. A possible reason for the temperature dependence of the protein interaction was that the interactions between protein molecules were mediated by the surrounding water molecules [143]. Indeed, the dependence of the strength of the protein interactions on the precipitant concentration and temperature requires further investigation.

![Figure 4.9. Dependence of \( \frac{\epsilon}{k} \) for lysozyme calculated from the measured second virial coefficients on temperature at different sodium chloride solutions. The buffer is 0.1 M NaOAc buffer at pH 4.2.](image)
Figure 4.10. Dependence of $\varepsilon/k$ for bovine serum albumin calculated from the measured second virial coefficients on temperature at different PEG 1500 concentrations. The buffer is 0.1 M NaOAc buffer at pH 5.0.

4.4 Conclusions

The liquid-liquid co-existence curves for aqueous solutions of lysozyme and BSA in low density portion have been determined experimentally. As expected, the basic shapes of the curves were the same, however, the location of them varied with the concentrations of NaCl (for lysozyme) and PEG 1500 (for BSA) added. It was found that the location of the liquid-liquid co-existence curve shifted up in temperature as the concentrations of NaCl and PEG 1500 increased. We also presented the second virial coefficients for lysozyme and BSA in solutions of various precipitant concentrations and temperature. In order to correlate the cloud-point temperature and the second virial coefficient, the dimensionless cloud-point temperature was plotted versus the dimensionless second virial
coefficient. There was a systematic variation between the dimensionless cloud-point
temperature and the dimensionless second virial coefficient over the protein second virial
coefficient range studied. The data indicated that the cloud-point temperature was
increased as the second virial coefficient became larger and more negative, which was
consistent with the prediction that the higher the cloud-point temperature, the stronger the
attractive protein-protein interactions. In this work, the random phase approximation (RPA)
with a square-well potential was also applied to describe the cloud-point temperature data
reported in literature by modifying the interactions between protein molecules to be
temperature dependent. Although the physical reasonability of this simple model requires
further investigation, it has been shown to provide a reasonably accurate description of the
liquid-liquid co-existence curve for lysozyme and BSA solutions. The temperature
dependence of the protein-protein interaction as calculated from the measured second
virial coefficient provided a further support for this modification. The experimental data
and modified model reported in this work has raised a number of interesting theoretical
and experimental issues regarding the interactions between protein molecules and its
correlation with the phase diagram of protein solution. The further investigation regarding
these issues may provide a better insight into the phase separation of protein solution.
5 The Effects of Solution Parameters on the Nucleation and Growth of Lysozyme Crystals

5.1 Introduction

In Chapter 3 and 4, the phase diagram for lysozyme molecules in different practical conditions has been characterized, and a correlation was established to relate the phase behavior of protein molecules to protein interactions. Although protein crystals of good diffraction quality were found to grow from solutions that were of moderate protein interactions, an understanding of the influences of solution parameters on the nucleation and growth kinetics of protein crystals is also important in the control of the size and quality of protein crystals.

It is known that protein crystallization is affected by a lot of factors, such as protein concentration, precipitant type and concentration, temperature, pH, etc. Thus a detailed understanding of the protein crystallization process and the effects of these parameters on protein nucleation and growth kinetics is important for the successful production of protein crystals. Since nucleation is the necessary first step in protein crystallization process, many efforts have focused on this area. For example, the nucleation rates of lysozyme crystals were indirectly estimated from the induction time measured using light scattering [197] and the enthalpy of crystallization determined using microcalorimetry [176]. In other studies, nucleation rates were determined directly by measuring the number of lysozyme crystals produced per unit volume per unit time [19, 20, 52-54]. It was suggested that nucleation rates increased with supersaturation, but there was a broken dependence of nucleation rates on supersaturation when liquid-liquid phase separation
occurred. Subsequently, considerable research has been directed to studying the effect of the liquid-liquid phase separation and phase transition on nucleation in supersaturated protein solutions [18, 19, 21-26, 28, 35, 36, 52, 55]. The simplest mechanism proposed to explain the enhancement of nucleation by the protein-rich phase was the higher protein concentration in it [53]. The presence of a metastable liquid-liquid critical point was also proposed to change the nucleation pathway dramatically and enhance the nucleation by density fluctuation [25, 26]. Numerical analysis also indicated that the protein-rich phase could reduce the nucleation energy by wetting the crystalline nucleus [55]. However, the exact mechanism of the effects of liquid-liquid phase separation on protein nucleation is still not clear. For crystal growth, the influence of supersaturation on the lysozyme crystal growth rate and habit has also been investigated [79-81]. The growth rates were obtained by measuring the changes in the dimensions of a particular face of protein crystals using optical microscopy. The defects in lysozyme crystal have been investigated using electron microscopy [82], atomic force microscopy [83] and advanced optical microscopy [84].

As mentioned above, different aspects of protein crystallization have been investigated, but most of these studies just focused on one or two sides of the whole crystallization process. When a full picture of protein crystallization was sought, the experimental conditions and methods were normally inconsistent with each other. Furthermore, the interactions of many parameters are not well understood and highly nonlinear in their effects on other parameters, hence, there is still not a generally accepted theory to describe protein crystallization. A further understanding on the mechanism of protein nucleation and crystal growth is necessary for tuning protein crystallization in a controlled manner.
This work presented a full-picture investigation of protein crystallization, namely a detailed study on the phase behavior and crystallization mechanism of protein molecules including nucleation kinetics, crystal growth kinetics, crystal morphologies, solubility, second virial coefficient and cloud-point temperatures using consistent experimental conditions and methodologies. Raman microscopy was also attempted to probe the conformation changes and the related protein-protein interactions of lysozyme molecules in aqueous solutions of different lysozyme concentrations. It was found that at a fixed sodium chloride concentration, the nucleation rate increased with lysozyme concentration. However, there was a broken dependence of the nucleation rate on the protein concentration at 4% and 5% w/v NaCl, which was beyond the prediction of classical nucleation theory. This broken dependence was attributed to the liquid-liquid phase separation. On the basis of the optical microscopy and Raman spectroscopy analysis, it was suggested that nucleation was arrested in the protein-rich phase. Crystals nucleated from the protein-lean phase. Instead of causing the nucleation of new crystals, the protein-rich phase dissolved into the protein-lean phase to restore the local concentration. The influence of the overall protein concentration on the local concentration in the region in between the growing nucleus and the protein-rich phase was also analyzed to explain the increase of nucleation rate with the overall protein concentration when crystals nucleated from a liquid-liquid phase separation solution. In addition, the differences in the shapes and morphologies of lysozyme crystals could be explained by analyzing the growth kinetics of crystals and the strength of protein interactions. The systematic measurement and analysis in this work were expected to provide a further understanding of protein crystallization process.
5.2 Experimental Section

5.2.1 Materials

Hen egg white lysozyme (L7651, 3 × re-crystallized, lyophilized), sodium chloride (≥ 99.5 %), sodium acetate (≥99.5%), acetic acid (HPLC grade), sodium hydroxide (≥ 99.5 %), toluene (HPLC grade), and paraffin oil (for IR spectroscopy) were purchased from Sigma-Aldrich, Singapore. All reagents were used without any further treatment. The buffer was prepared with ultrafiltered, ultrapure water from a Milli-Q® ultra-pure water purification system to result in a 0.1 M NaOAc/HOAc solution of pH 4.2.

5.2.2 Solution Preparation

Lysozyme solutions of different concentrations were prepared by dissolving a specific amount of lysozyme powder in the sodium acetate buffer. Sodium chloride was dissolved in the same buffer to prepare the precipitant solutions of desired concentrations. The pH of both solutions measured with a pH meter (Mettler Toledo SevenMulti) was adjusted by sodium hydroxide solution and acetic acid. The solutions were passed through 0.22 µm sterile filters to remove foreign nucleation sources before use. A Shimadzu UV 2450 spectrophotometer was applied to determine the concentration of the lysozyme solution by measuring the absorbance at 280 nm using an extinction coefficient of 2.64 [52].

5.2.3 Cloud-point Temperature Measurement

An optical microscope (Olympus BX 51) with a heating/cooling stage (Linkam THMS 600) was used to measure the cloud-point temperature. The stage was designed to observe the thermo-behavior of a sample under the microscope. Temperature could be controlled by liquid nitrogen with an accuracy of 0.1 °C in the range from -192 to 600 °C, which
allowed a rapid equilibrium. The paraffin oil sealed sample was placed in this stage and observed visually by the optical microscope with CCD camera. The sample was equilibrated at 45 °C for 30 min. The solution was uniform at this temperature, as illustrated in Figure 5.1 (a). Then the temperature was lowered at a rate of 1 °C/min until the onset of liquid-liquid phase separation. Figure 5.1 (b) showed that the onset of liquid-liquid phase separation was associated with a separation of protein-rich droplets from the clear solution, which was in agreement with the phenomena observed by Tanaka et al. [18]. The temperature at the onset of the liquid-liquid phase separation was defined as the cloud-point temperature $T_{\text{cloud}}$. Each measurement was repeated for at least three times to assure the reproducibility.
Figure 5.1. Illustration of a typical result of cloud-point temperature determination for lysozyme solution (lysozyme, 128.4 mg/mL, NaCl 3% w/v) in 0.1 M sodium acetate buffer, pH 4.2: (a) 45 °C, the solution was uniform, (b) 12.2 °C, the protein-rich droplets separated from the solution.

5.2.4 Solubility and Second Virial Coefficient Measurement

The solubility of lysozyme in solutions of the conditions investigated in this work was measured in the method as described by Bhamidi et al. [54]. The solutions with excess lysozyme crystals were incubated at 10 °C for several weeks until the solution equilibrium was established. The supernatant in equilibrium was then filtered through a 0.1 μm Anotop sterile filter (inorganic membrane). The concentration of lysozyme in the filtered supernatant was determined using the Shimadzu UV spectrometer and noted as the solubility. These measurements were repeated for at least three times to verify the reproducibility of the data. The concentrations of the sodium chloride concentrations studied were 2%, 3%, 4% and 5% w/v. The second virial coefficients for lysozyme in
solutions of various sodium chloride concentrations in 0.1 M sodium acetate buffer at pH 4.2, 10 °C were determined using the method as described in section 3.2.4.

5.2.5 Observation of the Crystallization Processes by Optical Microscopy

Observation of the crystallization process was made by an Olympus BX51 polarized-light microscope with a CCD camera. A series of time-lapsed images of the crystallization process without the occurrences of the liquid-liquid phase separation, the liquid-liquid phase separation, and the subsequent crystallization process were taken using the CCD camera attached.

5.2.6 Nucleation Rates Measurement

In this work, micro-batch nucleation method, which allowed an exact initial supersaturation, was applied to measure the nucleation rates. Experiments were conducted in a micro quartz cell (15mm diameter × 2 mm depth) accommodated in a Linkam heating/cooling microscope stage (Linkam THMS 600). For the controllability of the operation conditions, the temperature was set at 10 °C. Crystallization solutions of different initial concentrations were prepared by manually mixing the lysozyme and NaCl solutions in equal volume in a 1.5 mL Eppendorf tube so that the crystallization batch contained the required concentrations of lysozyme and NaCl. A droplet of 0.5 µL premixed solution was deposited on the quartz cell and then sealed with paraffin oil. An optical microscope (Olympus BX 51) with a CCD camera was used in combination with a computer to record the images of the studied droplets at certain time intervals. At a later time, the number of crystals was counted. Due to the unique phenomena of protein crystallization compared with the crystallization of small molecules and the fact that
experiments were conducted in a micro vessel without agitation and the number density of crystals was not high, secondary nucleation, crystal agglomeration and breakage could be neglected. Therefore, it was reasonable to calculate the apparent nucleation rates based on the assumption that the stable nucleus grew into respective detectable crystals. As shown in Figure 5.2, the change in the number density of the crystals with the time from initial measurement gave the initial rate of nucleation. Each measurement was repeated for at least five times to ensure the reliability of the experimental data. Although the number of crystals in a droplet was a random variable, a good repeatability was found in the initial nucleation rate for the experiments at the same crystallization condition. This good repeatability in the initial nucleation rate indicated the applicability of the technique. The initial nucleation rates reported in this work were the average of five measurements.

Figure 5.2. A typical example of the measurement of nucleation rate. The number of crystals in one droplet of 0.5 µL was plotted against the time from initial measurement. The slope of the straight line was calculated to be the nucleation rate J.
Figure 5.3. Illustration for the measurement of the growth rates for (110) and (101) faces of tetragonal lysozyme crystals.

5.2.7 Crystal Growth Rate Measurement

Crystal growth rates for both the (101) and (110) faces of the tetragonal lysozyme crystals were measured using the same experimental set up as that applied to measure the cloud-point temperature and the nucleation rate. The method to determine the crystal growth rates was illustrated in Figure 5.3. A series of time-lapsed images of the growing crystals were taken by the CCD camera attached to the microscope. Then the size of the crystals was analyzed using the Analysis Pro software. The lengths of \( L_A \) and \( M \) were plotted against time from the observation, as shown in Figure 5.3. And the growth rates for the faces (110) and (101), \( G_{110} \) and \( G_{101} \), could be calculated as described by Durbin and Feher [79].
\begin{equation}
G_{110} = 0.5 \frac{dL_A}{dt} \tag{5.1}
\end{equation}

\begin{equation}
G_{101} = 0.45 \frac{dM}{dt} + 0.30G_{110} \tag{5.2}
\end{equation}

5.2.8 Raman Microscopy Measurement

A Renishaw inVia Reflex Raman spectrometer system was used in this study, equipped with a high powered Renishaw Diode laser, at least 300 mW at 785 nm, allowing measurement of the Raman spectrum from 100 cm\(^{-1}\) to 3200 cm\(^{-1}\), spectral resolution of 2 cm\(^{-1}\), variable laser spots size from 1 to 300 \(\mu\)m. The solution samples were prepared in the way as described before to achieve the concentrations of 50.6 mg/mL, 88.4 mg/mL, 126.3 mg/mL and 177.1 mg/mL, respectively. A 10 \(\mu\)L lysozyme droplet was deposited on a silicon wafer and then placed on the stage of Raman microscope for Raman spectra collection. The samples were irradiated by the Diode laser operating at 300 mW. For the solutions samples, 100 scans were loaded. The scan range was from 550 cm\(^{-1}\) to 2000 cm\(^{-1}\) with the resolution of 2 cm\(^{-1}\).

A study of lysozyme secondary structure was carried out in the amide I band spectral region (1600 cm\(^{-1}\) ~ 1700 cm\(^{-1}\)), amide III band spectral region (1200 cm\(^{-1}\) ~ 1300 cm\(^{-1}\)) and tyrosine doublet band spectral region (800 cm\(^{-1}\) ~ 900 cm\(^{-1}\)). Amide I and III band regions provide the information on the conformation changes on the backbone of lysozyme. The side chain conformation change was revealed by the tyrosine doublet ratio. All the spectra were acquired and processed using the Renishaw WiRE 2.0 software. The tyrosine doublet ratio was calculated in the way that the intensity of the peak at higher
Raman shit (850 cm$^{-1}$ ~ 860 cm$^{-1}$) was divided by that of the peak at lower Raman shift (830 cm$^{-1}$ ~ 840 cm$^{-1}$).

### 5.3 Theoretical Models

#### 5.3.1 Analysis of Measured Nucleation Rates by Classical Nucleation Theory (CNT)

In classical nucleation theory, the nucleus was assumed to be of spherical shape and the nucleation rate $J$ was given by [165, 198]

$$J = \frac{2\nu\sqrt{kT\gamma}}{h}N_1\exp\left(-\frac{\Delta G_a}{kT}\right)\exp\left(-\frac{16\pi\gamma'\nu^2}{k^3T^3(\ln S)^2}\right) \quad (5.3)$$

in which $\nu$ is the molecular volume, $k$ is the Boltzmann’s constant, $T$ is the absolute temperature, $\gamma$ is the surface energy per unit area of the nuclei, $h$ is the Planck’s constant, $N_1$ is the number density of monomers in the solution, $\Delta G_a$ is the energy barrier to diffusion from bulk solution to the cluster and $S$ is the supersaturation ratio. The supersaturation ratio can be calculated via

$$\ln S = \ln(c/c_e) \quad (5.4)$$

where $c$ is the solute concentration and $c_e$ is the solubility. The interfacial energy can be directly related to the strength and the range of protein interaction through the correlation as developed for a square well interaction potential as [198, 199]

$$\frac{\gamma\sigma^2}{kT} = \gamma' = \frac{\sqrt{3}}{[1+b(\lambda'-1)]^3} \frac{\varepsilon}{kT} \quad (5.5)$$

where $b$ is a constant smaller than 1, $\sigma$ is the diameter of protein molecule, $\lambda'$ is the range of protein interaction and $\varepsilon$ is the strength of protein interaction. For lysozyme molecule, the diameter $\sigma$ was known to be 3.4 nm [182]. The strength of protein-protein interaction can be calculated from the equation (4.19).
5.3.2 Analysis of the Local Concentration Profile in the Region in between the Growing Crystals and Protein-rich Droplets

According to the work reported by Heijna et al. [24], the retracting protein-rich phase was regarded as an iso-concentration line in a diffusion system. Due to the thin geometry of the system, convection can be neglected. The mass transport process in the system follows Fick’s second law. In addition, the liquid-liquid phase separation and the subsequent crystallization process as observed by optical microscopy suggested that the growing nucleus could be assumed to be a cylinder. The cross section of the cylindrical nucleus in a semi-spherical droplet was illustrated in Figure 5.4. By considering a cylinder in which diffusion is everywhere radial, the concentration is a function of the diffusion radius $r'$ and time $t$ only. The concentration diffusion equation can be written as [200]

$$\frac{\partial C'(r',t)}{\partial t} = D \frac{\partial^2 C'(r',t)}{\partial r'^2} + \frac{D}{r'} \frac{\partial C'(r',t)}{\partial r'} \quad (5.6)$$

The solution of this equation depends on the initial condition and boundary conditions. In this study, the boundary conditions before the disappearing of all the protein-rich droplets were applied. In this case, at $r' = r_{LL}$, the concentration was constant and in equilibrium with the protein-rich phase. Therefore,

$$C'(r_{LL}) = C_L \quad (5.7)$$

in which $C_L$ was the concentration of the protein-lean phase. At $r' = r_n$, there were protein molecules incorporating into the nucleus. Thus

$$\frac{\partial C'}{\partial r'} + \frac{BC_n}{D} (C'_{tr} - C') = 0 \quad (5.8)$$

where $C_n$ was the protein concentration in the nucleus and $C'_{tr}$ was the crossover concentration which was around 7.7 times of the solubility [201]. Since both the boundary
conditions were constant before the disappearing of the protein-rich phase, the system could be assumed to be in a quasi-steady state. Hence, equation (5.8) becomes

\[ 0 = D \frac{\partial^2 C'(r')}{\partial r'^2} + \frac{D}{r'} \frac{\partial C'(r')}{\partial r'} \]  

(5.9)

In combination of these boundary conditions, the concentration distribution in the “buffer zone” [23], the region in between the nucleus and the protein-rich droplet is

\[ C'(r') = \frac{C_L \left( 1 + \frac{\beta C_n}{D} r_n \ln \left( \frac{r'}{r_n} \right) \right) + \frac{\beta C_n}{D} r_n C_n \ln \left( \frac{r_{LL}}{r'} \right)}{\frac{\beta C_n}{D} r_n \ln \left( \frac{r_{LL}}{r'} \right) + 1} \]  

(5.10)

According to the well known thermodynamic equilibrium of protein-rich and protein-lean phase, the difference in the overall protein concentration did not affect the concentrations of protein-rich and protein-lean phases but resulted in the differences in the relative amounts of protein-rich to protein-lean phase. This difference in the relative amounts of protein-rich to protein-lean phase resulted in the difference in the positions of the liquid-liquid phase separation boundary \( r_{LL} \). The smaller the overall protein concentration, the larger the boundary \( r_{LL} \) is. The schematic concentration profiles in the “buffer zone” with different protein concentrations were plotted in Figure 5.5. It was shown that the local concentrations in the “buffer zone” increased with the increase of the overall protein concentration.
Figure 5.4. Schematic illustration of a crystal nucleating and growing from a liquid-liquid phase separation solution.

Figure 5.5. Local concentration profile calculated at different initial overall concentrations assuming the initial moment of the system to be in a quasi-steady state.
5.4 Results and Discussion

5.4.1 Cloud-point Temperatures for Lysozyme Solutions

The liquid-liquid co-existence boundaries for lysozyme at four different NaCl concentrations in 0.1 M sodium acetate buffer at pH 4.2 were determined by measuring the cloud-point temperatures of the solutions at different conditions. The cloud-point temperatures of lysozyme at four different NaCl concentrations were systematically measured and presented in Figure 5.6. The results indicated that the location of the liquid-liquid co-existence boundary depended on the concentration of NaCl. The liquid-liquid co-existence boundaries shifted up in temperature as the concentration of NaCl varied from 2% to 5% w/v. At a constant NaCl concentration, the cloud-point temperature increased with the lysozyme concentration in the scope of the research work. As shown in Figure 5.6, it was also found that the cloud-point temperatures for solutions with 2% and 3% w/v NaCl investigated in this work were smaller than 10 °C. While the cloud-point temperatures for solutions with lysozyme concentrations larger than around 46.5 and 30 mg/mL for 4% and 5% w/v NaCl were higher than 10 °C.

5.4.2 Protein Crystallization without the Liquid-liquid Phase Separation

For solutions whose cloud-point temperatures were smaller than 10 °C, lysozyme crystals nucleated and grew from the solution without the occurrence of the liquid-liquid phase separation as illustrated in Figure 5.7. As shown in Figure 5.7(a), a lysozyme crystal nucleated from the solution containing 23 mg/mL and 3% w/v NaCl at 10 °C after 15 minutes from the initial observation. Then the crystal continued to grow as shown from Figure 5.7 (b) to Figure 5.7 (d).
Figure 5.6. Cloud-point temperature as a function of lysozyme concentration at four sodium chloride solutions in 0.1 M sodium acetate buffer, at pH 4.2, 10 °C.
Figure 5.7. Images of lysozyme crystals growing from solution consisting of 23 mg/mL lysozyme, 3% w/v NaCl, in 0.1 M sodium acetate buffer at pH 4.2, 10 °C. The pictures were taken at (a) 15 min, (b) 25 min, (c) 35 min and (d) 45 min after initial observation.

In this work, the number of crystals formed in sample solution was counted at certain time intervals and plotted versus time from the initial measurement. As shown in Figure 5.2, the nucleation rate was determined from the slope of the plot. In fact, the supersaturation of protein changed after a period of nucleation. However, the supersaturation changed insignificantly in the initial stage of crystallization [54]. Therefore, the supersaturation of protein could be assumed to be constant during the initial stage of the system, which made the investigation of the initial nucleation kinetics to be reasonable. The nucleation rate data for lysozyme crystals obtained at different NaCl concentrations at pH 4.2, 10 °C were summarized as a function of protein concentration in Figure 5.8. The data reported were the average of five measurements with 95% confidence limits based on the scatter of the data. As expected, the nucleation rates increased with the protein concentration at 2% and 3% w/v NaCl. However, at 4% and 5% w/v NaCl, the nucleation rate data split into two regimes. The dependence broke at the protein concentrations of around 48.8 mg/mL and 33.8 mg/mL for 4% and 5% w/v NaCl, respectively. In both
regimes, the nucleation rates increased monotonically with the overall protein concentration.

Figure 5.8. Dependence of nucleation rate J on the lysozyme concentration at four sodium chloride concentrations in 0.1 M sodium acetate buffer at pH 4.2, 10 °C. Dash lines are fitted with the classical nucleation theory.

The dependence of nucleation rate on lysozyme concentration at fixed sodium chloride concentration obtained experimentally in this work was modeled using equation (5.3) as described by classical nucleation theory and illustrated in Figure 5.8. It was observed from
Figure 5.8 that the classical nucleation theory predicted the dependence of the nucleation rate on lysozyme concentration at fixed temperature and sodium chloride concentrations well.

The effects of sodium chloride concentration on the nucleation rates at fixed lysozyme concentration were investigated by linking classical nucleation theory with the protein-protein interaction as obtained from the measured second virial coefficient. The strength of protein-protein interaction $\varepsilon/kT$ for lysozyme in sodium chloride solutions at 10 °C can be calculated from the measured second virial coefficient using equation (4.19) and listed in Table 5.1. The different values of $\varepsilon/kT$ were calculated from the same second virial coefficient with different values of $\lambda'$. As shown in Table 5.1, the $\varepsilon/kT$ increased with sodium chloride concentration regardless of the range of interaction. By substituting the $\varepsilon/kT$ data and the solubility data as summarized in Table 5.1 into equation (5.3) and equation (5.5), $\gamma^3 / (k^3 T^3 (\ln S)^2)$ was found to decrease with the increase of the concentration of sodium chloride as illustrated in Figure 5.9. Therefore $\exp(-16\pi\gamma^2 v^2 / (k^3 T^3 (\ln S)^2))$ and $\sqrt{\gamma}$ increased with sodium chloride concentration. Since $\Delta G_a$ was the energy barrier to diffusion from bulk solution to the cluster, it was related to $\varepsilon$. The increase in $\varepsilon$ would decrease $\Delta G_a$ and result in the increase of $\exp(-\Delta G_a / kT)$ [198]. Hence it could be concluded that the nucleation rate would increase with sodium chloride concentration at fixed lysozyme concentration and temperature, which was in a good agreement with the experimental data determined in this work.
Figure 5.9. Dependence of $\gamma^3/(k^3T^3(lnS)^2)$ on the sodium chloride concentration at fixed lysozyme concentrations.

Table 5.1. Second virial coefficient ($B_{22}$), solubility ($c_e$) and protein Interaction ($\frac{\varepsilon}{kT_{283.15}}$) in various sodium chloride solutions at pH 4.2, T=10°C.

<table>
<thead>
<tr>
<th>C(NaCl) % w/v</th>
<th>$c_e$(mg/mL)</th>
<th>$B_{22}\times10^4$ (mol.mL/g²)</th>
<th>$\frac{\varepsilon}{kT_{283.15}}$</th>
<th>$\frac{\varepsilon}{kT_{283.15}}$</th>
<th>$\frac{\varepsilon}{kT_{283.15}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>9.47</td>
<td>-3.89</td>
<td>1.81$^a$</td>
<td>1.54$^b$</td>
<td>1.34$^c$</td>
</tr>
<tr>
<td>3</td>
<td>3.22</td>
<td>-5.94</td>
<td>2.06$^a$</td>
<td>1.77$^b$</td>
<td>1.55$^c$</td>
</tr>
<tr>
<td>4</td>
<td>1.89</td>
<td>-6.82</td>
<td>2.15$^a$</td>
<td>1.86$^b$</td>
<td>1.63$^c$</td>
</tr>
<tr>
<td>5</td>
<td>1.33</td>
<td>-7.69</td>
<td>2.23$^a$</td>
<td>1.93$^b$</td>
<td>1.71$^c$</td>
</tr>
</tbody>
</table>

$^a$ The range of protein-protein interaction $\lambda'=1.15$.

$^b$ The range of protein-protein interaction $\lambda'=1.20$.

$^c$ The range of protein-protein interaction $\lambda'=1.25$. 
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The morphologies of lysozyme crystals were also studied under different concentrations of NaCl and lysozyme. Lysozyme crystals grown from sodium chloride solutions were found to be of either tetragonal or orthorhombic structures when crystallization occurred in the solid-liquid co-existence region \[185\]. However, orthorhombic lysozyme crystals were only obtained when the temperature was higher than 25 °C \[51\]. Since all the experiments in this work were carried at 10 °C, only tetragonal lysozyme crystals were obtained when the crystallization occurred in the solid-liquid co-existence region. But the shapes of the tetragonal lysozyme crystals obtained from the solutions without the occurrence of liquid-liquid phase separation were different, as shown in zone II and zone III in Figure 5.10. This may be due to the difference in the growth rate of the (110) and (101) faces of the lysozyme crystals under the same conditions as illustrated in Figure 5.11. For the crystals of the shape as shown in zone II, the growth rate of the (101) face was larger than that of (110) face, while in zone III, the growth rate of the (101) face was smaller than that of (110) face. The trend that the (101) face growth rates were larger than the (110) face growth rates at low supersaturations and smaller at high supersaturations may be attributed to the differences in the growth units of these two faces and the differences in the concentrations of these respective growth units at different supersaturations. The analysis of the tetragonal lysozyme crystals using periodic bond chain (PBC) suggested that the crystallizing unit for the (101) face was tetramer and that for the (110) face was octamer \[174\]. At low supersaturation, the number of the tetramer was larger than that of the octamer, which led to the (101) face growing faster than that of the (110) face, and the number of octamer was larger than that of the tetramer at high supersaturation, thus the (110) face growing faster than that of the (101) face \[202\].
Figure 5.10. Crystallization window of lysozyme crystals obtained in various crystallization conditions in 0.1 M sodium acetate buffer at pH 4.2, 10 °C.

Figure 5.11. Growth rates of the (110) and (101) faces of the tetragonal lysozyme crystals in 0.1 M sodium acetate buffer, at pH 4.2, 10 °C in various crystallization conditions. The lines are drawn for the guide to an eye.
Figure 5.12. Images of lysozyme crystals growing from a solution consisting of 55.7 mg/mL lysozyme, 4% w/v NaCl in 0.1 M sodium acetate buffer at pH 4.2, 10 °C. These pictures were taken at (c) 10 min, (d) 20 min, (e) 30 min and (f) 40 min after initial observation. (a) The solution was uniform right after mixing at 45 °C. (b) Protein-rich droplets separated from the solution at 10 °C.
5.4.3 Liquid-liquid Phase Separation and the Subsequent Crystallization Process

In Figure 5.12, a series of optical micrographs showed a typical process of the liquid-liquid phase separation and the subsequent crystallization. As shown in Figure 5.12 (a), protein-rich droplets separated from the solution after cooling down the solution containing 51.5 mg/mL lysozyme and 4% w/v NaCl at 10 °C. Figure 5.12 (b) to Figure 5.12 (f) showed that the crystals nucleated and grew from the protein-lean phase. Around the crystal, a “buffer zone” [23] was developed without the presence of protein-rich droplets. As time progressed, new crystals nucleated and grew from the “buffer zone”. During the process, the protein-rich phase dissolved into the “buffer zone” as the nucleating and growing crystals depleted their surroundings. The polarizer of the microscope was also crossed to support that the protein-rich phase did not cause nucleation in this work.

Experimental observation in Figure 5.12 indicated that the protein-rich droplets did not cause the nucleation of new crystals but dissolved into the protein-lean phase to locally restore the equilibrium concentration of this phase in contact with the dense phase [18, 22, 24, 203-205]. The suppression of the nucleation in the protein-rich phase was attributed to the high viscosity of the lysozyme-rich phase [192] or the gel formation of lysozyme at higher concentrations [37, 38, 203, 206]. In order to further probe the suppression of lysozyme crystal nucleation in the protein-rich phase, Raman microscope was applied to investigate the conformation changes and the related protein-protein interactions of lysozyme molecules in aqueous solutions of different lysozyme concentrations. The Raman spectra of lysozyme solutions of different concentrations were collected and compared in Figure 5.13. Spectra comparison was made primarily in amide I band region.
(1600 cm\(^{-1}\) ~ 1700 cm\(^{-1}\)), amide III band region (1200 cm\(^{-1}\) ~ 1300 cm\(^{-1}\)) and tyrosine doublet band region (800 cm\(^{-1}\) ~ 900 cm\(^{-1}\)). Although the peak position shifted to a little extent in some spectra, there were still in good agreements in the amide I band regions among these four spectra, suggesting that lysozyme molecules retained their backbone conformations in solutions of different concentrations. The conclusion was further supported by the good agreement among these spectra in the amide III band regions. The tyrosine doublet intensity ratio was applied to study the side chain conformation change of lysozyme molecules. After baseline correction, the absolute intensities of both peaks of the tyrosine doublet were recorded and doublet ratio of all samples were calculated and listed in Table 5.2. The tyrosine doublet ratio was found to increase with the lysozyme concentration. By extending this tendency to the highly concentrated solution, such as protein-rich phase, it may be concluded that the tyrosine doublet ratio of the protein-rich phase was larger than that of the protein-lean phase. Referring to the work reported by Wu [206], it was assumed that when a tyrosine residue was buried inside the molecules, it only participated in intramolecular hydrogen bonding and served as a hydrogen bond donor only. If it was exposed at the outer surface of a protein molecule, the tyrosine residue could be involved in the intermolecular hydrogen bonding as both donor and acceptor at the same time. In the later case, protein interactions were apparently stronger than the former case. Therefore, an increase in the tyrosine doublet ratio might suggest an increase in the interactions between protein molecules. As for the protein solutions of different concentrations, the tyrosine doublet ratio increased with the concentration. This may suggest that the protein interactions in the protein-rich phase were larger than that in the protein-lean phase.
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Figure 5.13. FT-Raman spectra of (a) 50.6 mg/mL, (b) 88.4 mg/mL, (c) 126.3 mg/mL and (d) 177.1 mg/mL lysozyme solutions.
Table 5.2. Tyrosine doublet ratio for lysozyme samples.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Doublet position (cm(^{-1}))</th>
<th>Doublet ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>50.6 mg/mL lysozyme solution</td>
<td>856, 836</td>
<td>0.50</td>
</tr>
<tr>
<td>88.4 mg/mL lysozyme solution</td>
<td>855, 839</td>
<td>1.19</td>
</tr>
<tr>
<td>126.3 mg/mL lysozyme solution</td>
<td>855, 835</td>
<td>1.40</td>
</tr>
<tr>
<td>177.1 mg/mL lysozyme solution</td>
<td>856, 838</td>
<td>1.72</td>
</tr>
</tbody>
</table>

The differences in the protein interactions together with the self-assembly of protein molecules may be used to explain the suppression of the nucleation in the protein-rich phase. It is known that protein nucleation is a concentration-dependent self-association process, and operations over a larger supersaturation range indicate that there is a correspondingly large range in the association state of the solute [207]. It should be viewed as a transition along two order parameters; density and structure [208]. Only the structure that lowers the total free energy of the system may become a nucleus. The monomer assembly requires that each monomer must be positioned as it comes into the attachment site. Molecules that are not oriented correctly cannot be adjusted easily \textit{in situ} but must be dissociated and re-associated [196, 207]. This argument explains why protein crystals favor some space-groups over the others [196]. In order to nucleate from the solution, all bonds must be broken at first and then realigned to attach to the correct position, which may suggest a conformation change. The differences of the tyrosine doublet ratio may suggest differences in the packing structures of the protein molecules in the protein-lean and protein-rich phase. The relatively smaller of the doublet ratio in the protein-lean phase made it more easily for protein molecules to adjust their conformation to rearrange their
association structure, which lead to the nucleation of the protein crystal. On the contrary, in protein-rich phase, the stronger interaction may take a certain time for the protein molecules to change their conformation and orientation. This may serve as a reason of the suppression of the nucleation in the protein-rich phase.

**Figure 5.14.** Schematic illustration of the liquid-liquid co-existence curve for lysozyme-NaCl solution.

As indicated in Figure 5.6 and Figure 5.8, the nucleation rate data split into two regimes at around 48.8 mg/mL and 33.8 mg/mL for 4% and 5% w/v NaCl, respectively. In the solid-liquid co-existence regime, the nucleation rate increased with the lysozyme concentration. Extremely high nucleation rates were observed close to the liquid-liquid co-existence boundary. Further increase in the lysozyme concentration would cause the occurrence of liquid-liquid phase separation and the decrease in the nucleation rate. This discontinuity could be attributed to the occurrence of liquid-liquid phase separation. According to the low density portion of the liquid-liquid co-existence curve as shown in
Figure 5.6, liquid-liquid phase separation occurred at these two conditions. The concentrations of the protein-lean phase were 46.5 mg/mL and 30.0 mg/mL for 4% w/v and 5% w/v NaCl solutions at 10 °C, respectively. Thus, the concentration of the protein-lean phase was lower than the overall concentration, which would decrease the nucleation rate. In addition, the averaging of the nuclease rate in the protein-lean phase over the total solution volume would further decrease the apparent nucleation rate.

Additionally, the nucleation rates in the liquid-liquid co-existence region were expected to be constant regardless of the overall concentration, which was in contradictory with the experimental data in this work. According to the schematic phase diagram of protein solutions, as shown in Figure 5.14, the solution separated into protein-rich and protein-lean phases in the liquid-liquid co-existence region. At the same temperature, the differences of in the overall protein concentration did not affect the concentrations of either the protein-rich or protein-lean phase [23]. In the conditions of this work, the nucleation of lysozyme crystals was found to be arrested in the protein-rich phase. Lysozyme crystals were found to nucleate from the protein-lean phase. If the concentration of protein lean-phase was applied in equation (5.3), the nucleation rates in the liquid-liquid co-existence region should be constant regardless of the overall concentration. However, it is well recognized that the differences in the overall protein concentrations resulted in the difference of the relative amount of protein-rich phase to protein-lean phase [23]. The mass transport in the system resulted in the differences of the local concentrations in the region in between the growing nucleus and the protein-rich phase when the overall protein concentrations were different. The local concentration in the region in between the growing crystals and protein-rich droplets was found to increase with the overall protein
concentration, as shown in Figure 5.5. Therefore, the increase of nucleation rate of lysozyme crystals from the liquid-liquid phase separation solution with the overall lysozyme concentration could be considered to be reasonable by taking the local concentration in this region into account.

Moreover, it was reported by George and Wilson [39] that the values of the $B_{22}$ for the solutions in crystallization conditions lied within a narrow range of $-1 \times 10^{-4} \sim -8 \times 10^{-4}$ mol·mL·g$^{-2}$. The solutions whose $B_{22}$ values that were out of this range would either result in no crystallization or disordered aggregates. As summarized in Table 5.1, the second virial coefficients for the solutions in this work were in the range of optimal crystallization, which was further supported by the crystals obtained in zone II and III as shown in Figure 5.10. The tetragonal crystals of rough surfaces as shown in zone IV, Figure 5.10 were formed via the process in Figure 5.12. Due to the buffering effects of the protein-rich droplet, the concentration of protein-lean phase was kept constant before the disappearing of all the droplets [23]. The resulted high driving force may result in the surfaces of the crystals got rounded and convex [209], as shown in Figure 5.12. The further growth of the crystal would result in the decrease in the protein concentration after the disappearing of the protein-rich droplets. The rounded crystals became faceted to form the tetragonal crystals of rough surface as the decrease of the protein concentration, as shown in zone IV Figure 5.10. The crystals of sea-urchin morphology, which were not of the suitable quality for X-ray diffraction [53] may be attributed to the strong attractive protein-protein interaction. This could be supported by investigating the sea-urchin morphologies of the crystals obtained at solutions of 7% w/v sodium chloride. For
solutions of 7% w/v sodium chloride, the second virial coefficient ($-9.82 \times 10^{-4} \text{ mol}\cdot\text{mL}\cdot\text{g}^{-2}$) was out of the range of optimal crystallization. The protein-protein attractive interaction was too strong for the lysozyme molecules to adjust their orientations to form the crystals that are of suitable quality for X-ray diffraction.

### 5.5 Conclusions

In summary, the nucleation kinetics of lysozyme crystals at various lysozyme and NaCl concentrations has been investigated using an initial nucleation rate measurement method. In consistence with the classical nucleation theory, the nucleation rate increased with the protein concentration when crystallization happened in the solid-liquid co-existence region. Depending on the solution conditions, the crystals obtained were of different shapes and morphologies. The different shapes of the crystals obtained in the solid-liquid co-existence region could be attributed to the differences in the growth rates of the (110) and (101) faces of tetragonal crystals. The differences in the growth rates of the (110) and (101) faces could be explained by the PBC analysis that the growth units for the (101) face was tetramer and that for the (110) face was octamer. At low supersaturation, the number of the tetramer was larger than that of the octamer, which led to the (101) face growing faster than that of the (110) face, and the number of octamer was larger than that of the tetramer at high supersaturation, thus the (110) face grew faster than that of the (101) face. The broken dependence of nucleation rate on protein concentration around the liquid-liquid co-existence boundary and the appearance of the sea-urchin morphology crystal may be due to the occurrence of the liquid-liquid phase separation. Some further support came from the scenario of the liquid-liquid phase separation and the subsequent crystallization process as observed by optical microscopy. In the experimental conditions of this work, it
was found that the protein-rich phase did not cause the nucleation of new crystals but dissolved into the “buffer zone” to restore the local concentrations. In addition, the suppression of the nucleation in the protein-rich phase was probed in terms of protein-protein interactions, which was determined by Raman microscopy and the self-assembly of the protein molecules. The relatively stronger protein-protein interaction in the protein-rich phase could make it difficult to adjust the conformation and orientation of the protein molecules to rearrange their association structure to achieve the nucleation of the protein crystals. Furthermore, the concentration distribution in the “buffer zone” was derived to explain the increase of the nucleation rate in the liquid-liquid phase separation solution. The thorough investigation not only provided a further understanding of protein crystallization from protein-protein interaction to final crystal morphology but also a guideline for the future study on protein crystallization and the tuning of protein crystallization in a controlled way.

*Part of this work has been published on Crystal Growth & Design (Vol 10, pp. 548-558, 2010).*
6 Influence of the Roughness, Topography and Physicochemical Properties of Chemically Modified Surfaces on the Heterogeneous Nucleation of Protein Crystals

6.1 Introduction

Based on the work as discussed in the previous chapters, it can be concluded that the crystals that are of good diffraction qualities are always obtained from the solutions that are of low supersaturation. The excess supersaturation may result in the growth rates that are too fast for the molecules to adjust their orientations and thus cause defects in protein crystals. Therefore, the approaches that can induce protein nucleation at low supersaturation are advantages in the control of the quality of protein crystals. Since heterogeneous nucleation can decrease the free energy barrier for nucleation and thus grow protein crystals in solutions that are of relatively lower supersaturation compared with homogeneous nucleation, many academic efforts have been made on this issue.

As summarized in Table 2.3, Chapter 2, various materials have been tested as heterogeneous nucleation surfaces for protein crystallization in the past few decades. The first attempt to control protein nucleation on heterogeneous surfaces was carried out by McPherson and Shlichta through examining the applicability of mineral surfaces as potential heterogeneous nucleants on various proteins [56, 59]. After this initiative, mineral substrates [57, 58], poly-L-lysine coated surfaces [61, 62] and lipid layers [63-65] were applied to control nucleation as epitaxial nucleants. These epitaxial nucleants were found to influence the nucleation of protein crystals by modifying crystal habit, promoting unit cell properties or involving a lattice match [17]. Other than these epitaxial nucleants, chemically modified mica [66, 67], silanized polystyrene flat-bottom wells [68] and
polymeric film surfaces [69] were also used as heterogeneous nucleants to induce the crystallization of protein crystals at low starting protein concentrations. Their effectiveness was attributed to the promotion of molecular collisions and clustering with the due symmetry for the formation of the crystal nuclei caused by the non-specific attractive and local interactions between protein and the foreign surfaces. Besides, the presence of surface microstructures was revealed to be another factor that can influence the heterogeneous nucleation of protein crystals. In previous studies, porous silicon [70-72], porous glass surfaces [169] and porous poly(vinylidene fluoride) membranes [170] were successfully applied to induce the heterogeneous nucleation of protein crystals by the presence of a specific surface structure.

These results as summarized above suggest that different surfaces may affect protein heterogeneous nucleation through different mechanisms [57, 170] and none of the surfaces studied has been shown to be a universal heterogeneous nucleant. In order to design the heterogeneous nucleation protocol rationally, a clear understanding of the heterogeneous nucleation mechanism is necessary.

The aim of this work is to provide a further understanding of the mechanism of heterogeneous nucleation by investigating the influences of surface structure and chemical properties of foreign nucleation surfaces on the heterogeneous nucleation of protein crystal. A number of lysozyme micro-batch crystallization experiments were carried out on a series of chemically modified glass slide surfaces. Compared with the nucleation on bare glass slides (BG), protein nucleation was promoted on the surfaces that were treated using (3-aminopropyl) triethoxysilane (APTES), poly(2-hydroxyethyl methacrylate) (P2HEMA)
and poly-L-glutamic acid (PLG). Whereas poly(methyl methacrylate) (PMMA) and poly(4-vinyl pyridine) (P4VP) coated surfaces were found to suppress the heterogeneous nucleation of protein crystals. The measurements of the surface roughness and topography and the contact angles between nucleating solutions and the surfaces suggested that these surfaces affected the heterogeneous nucleation in different ways. Classical nucleation theory (CNT) has also been applied to derive a mathematical correlation to relate the free energy barrier for heterogeneous nucleation to surface roughness and the contact angle between the nucleating solution and the surface. The theoretical analysis was found to be quite consistent with the experimental data.

6.2 Theory

According to the classical nucleation theory [165], the particle is assumed to be of spherical shape. The homogeneous nucleation rate is given by [68]

\[
J = A^* \exp\left[-\frac{-\Delta G_{\text{hom}}}{RT}\right] = A^* \exp\left[-\left(\frac{16\pi M^2 \gamma^3 N_A}{3R^3T^3 \rho^2}\right) \ln^{-2} S\right] = A^* \exp\left[-B^* \ln^{-2} S\right] \tag{6.1}
\]

in which \(J\), \(\gamma\), \(S\) and \(A^*\) are the nucleation rate, the interfacial energy, the supersaturation, and the collision factor, respectively. For a system experiencing mononuclear mechanism, the induction time is inversely proportional to the nucleation rate,

\[
t_{\text{ind}} = \frac{1}{JV} \tag{6.2}
\]

where \(V\) is the volume of crystallization solution [68]. The relationship between induction time and supersaturation can be obtained by substituting equation (6.2) to equation (6.1),

\[
\ln t_{\text{ind}} = -\ln(A^*V) + B^* \ln^{-2} S \tag{6.3}
\]
Since the surface energy of nucleus on the substrate was known to be lowered upon interfacial contact, a heterogeneous nucleation on a foreign surface was considered to be energetically less demanding [210]. Therefore,

\[
\Delta G_{het} = \phi' \Delta G_{hom} \tag{6.4}
\]

\[
B'_{het} = \phi' B'_{hom} \tag{6.5}
\]

where \( \phi' \) is the ratio of the Gibbs free energy of heterogeneous nucleation to that of homogeneous nucleation. Thus,

\[0 \leq \phi' \leq 1\tag{6.6}\]

Schematic plots for homogeneous and heterogeneous nucleation rates with different ratios \( (\phi') \) is presented in Figure 6.1.

When a heterogeneous nucleation takes place on a smooth, perfectly planar, and chemically homogeneous surface, the ratio of the Gibbs free energy of heterogeneous nucleation to that of homogeneous nucleation becomes

\[
\frac{\Delta G_{het}}{\Delta G_{hom}} = \left( \frac{1}{2} - \frac{3}{4} \cos \theta' + \frac{1}{4} \cos^3 \theta' \right) \tag{6.7}
\]

where \( \theta' \) is the contact angle between nucleus and surface. However, equation (6.7) is not applicable when nucleation occurs on a rough surface. As shown in Figure 6.2, the nucleating solution deposited on a rough surface can be assumed to be of spherical cap shape. The rough surface is assumed to be composed of a series of uniform cones. \( R' \) is the main radius of the spherical cap, \( r' \), \( h' \) and \( n \) are the radius, height and number of the cones, respectively.
Figure 6.1. Schematic plots for homogeneous and heterogeneous nucleation rates with different coefficients ($\phi'$).

Figure 6.2. Geometry of a sphere cap shaped nucleating solution on the rough surface.
Geometrical relations of the spherical cap have

\[ \alpha' = \frac{r'}{R'} \]  
(6.8)

\[ \beta' = \frac{h'}{R'} \]  
(6.9)

\[ A_L = 2\pi R^2 \left(1 - \cos \theta \right) \]  
(6.10)

\[ A_{SL} = \pi R^2 \left(\sin^2 \theta - n \alpha'^2 + n \alpha' \sqrt{\alpha'^2 + \beta'^2} \right) \]  
(6.11)

\[ V = \frac{\pi}{3} R^3 \left(1 - \cos \theta \right)^2 \left(2 + \cos \theta \right) + \pi R^3 \beta' \sin^2 \theta - \frac{n}{3} \pi R^3 \alpha'^2 \beta' \]  
(6.12)

in which \( A_{SL}, A_L \) and \( V \) are the solid-liquid interfacial area, surface area of the liquid spherical cap, and the volume of the nucleating solution when a droplet of nucleation solution is deposited on the surface. Refering to the work of Curcio et al., the total free energy change due to the formation of a spherical cap droplet of a crystallization solution on the rough surface is [170]

\[ \Delta G_{het} = \left(\frac{-\Delta \mu}{\Omega}\right) V + \gamma_L A_L - (\gamma_S - \gamma_i) A_{SL} \]  
(6.13)

where \( \Omega \) is the molar volume, and

\[ \Delta \mu = kT \ln S \]  
(6.14)

According to Young’s equation [211],

\[ \gamma_S - \gamma_i = \gamma_L \cos \theta_i \]  
(6.15)

in which \( \gamma_L, \gamma_i, \gamma_S \), and \( \theta_i \) are the nucleus-liquid interfacial energy, the nucleus-substrate interfacial energy, the liquid-substrate interfacial energy, and the Young contact angle. As Young’s equation is based on an ideal surface, Wenzel equation [212] is employed here, and gives
\[
\cos \theta' = \frac{\cos \theta'}{\Gamma_w} = \frac{\cos \theta' \sin^2 \theta'}{\sin^2 \theta' - n \alpha'^2 + n \alpha' \sqrt{\alpha'^2 + \beta'^2}} \tag{6.16}
\]

where \(\theta'\) and \(\Gamma_w\) are the apparent contact angle and roughness ratio, respectively.

Therefore

\[
\Delta G_{het} = \left( -\frac{\Delta \mu}{\Omega} \right) \left( \frac{\pi}{3} R^{n^3} \left( 1 - \cos \theta' \right)^2 \left( 2 + \cos \theta' \right) + \pi \gamma^2 \beta' \sin^2 \theta' - \frac{n}{3} \pi \gamma^2 \alpha^2 \beta' \right) \tag{6.17}
\]

\[
+ 2 \gamma_L \pi R^2 \left( 1 - \cos \theta' \right) - \gamma_L \pi R^2 \cos \theta' \sin^2 \theta'
\]

The radius of a critical cluster nucleated on a rough surface can be obtained by differentiating as

\[
\frac{\partial \Delta G_{het}}{\partial R^*} = 0 \tag{6.18}
\]

Then, the radius \(R^*\) of a critical cluster nucleated on a rough surface is

\[
R^* = \left( \frac{2 \gamma_L \Omega}{\Delta \mu} \right) \left[ \frac{2 \left( 1 - \cos \theta' \right) - \cos \theta' \sin^2 \theta'}{\left( 1 - \cos \theta' \right)^2 \left( 2 + \cos \theta' \right) + 3 \beta' \sin^2 \theta' - n \alpha^2 \beta' \right] \tag{6.19}
\]

For \(\theta' = 180^\circ\), \(\cos \theta' = -1\), \(n = 0\), equation (6.19) reduces to the classical value given by Volmer theory for an ideal surface

\[
R^* = \frac{2 \gamma_L \Omega}{\Delta \mu} \tag{6.20}
\]

The critical variation of the free Gibbs energy for heterogeneous nucleation is

\[
\Delta G_{het}^* = \frac{4 \pi \gamma^2 \Omega}{3 \left( \Delta \mu \right)^2} \left[ \frac{2 \left( 1 - \cos \theta' \right) - \cos \theta' \sin^2 \theta'}{\left( 1 - \cos \theta' \right)^2 \left( 2 + \cos \theta' \right) + 3 \beta' \sin^2 \theta' - n \alpha^2 \beta'} \right] \tag{6.21}
\]

For a critical cluster nucleating in the homogenous phase

\[
\Delta G_{hom}^* = \frac{16}{3} \pi \gamma^3 \left( \frac{\Omega}{\Delta \mu} \right)^2 \tag{6.22}
\]

Dividing equation (6.21) by equation (6.22) gives
\[
\frac{\Delta G_{\text{het}}}{\Delta G_{\text{hom}}} = \frac{1}{4 \beta} \left[ \frac{2(1 - \cos \theta') - \cos \theta' \sin^2 \theta}{(1 - \cos \theta')^2 (2 + \cos \theta') + 3 \beta' \sin^2 \theta - n \alpha^2 \beta'} \right] (6.23)
\]

Hence, the energy barrier to heterogeneous nucleation taking place on a rough surface depends on the geometric structure and the number of the cones. If \( n = 0, \alpha' = 0 \) and \( \beta' = 0 \), equation (6.23) can be converted into equation (6.7) for heterogeneous nucleation on an ideal surface.

### 6.3 Experimental Section

#### 6.3.1 Materials

Hen egg white lysozyme (L7651, 3 \times \text{re-crystallized}), sodium chloride (\( \geq 99.5\% \)), sodium acetate (\( \geq 99.5\% \)), acetic acid (HPLC grade), sodium hydroxide (\( \geq 98.0\% \)), paraffin oil (for IR spectroscopy), poly-L-glutamic acid (PLG, MW=2000-15000), sulfuric acid (A.R. grade), hydrogen peroxide solution (ACS reagent, 90\% w/v in water), (3-aminopropyl)-triethoxysilane (APTES, 99\%), poly(2-hydroxyethyl methacrylate) (P2HEMA, MW = 20000), poly(methyl methacrylate) (PMMA, medium molecular weight), poly(4-vinyl-pyridine) (P4VP, MW = 60000), \( N,N \)-dimethylformamide (DMF, HPLC grade), and chloroform (HPLC grade) were purchased from Sigma-Aldrich. Nickel(II) nitrate hexahydrate (96\%) was obtained from Riedel-deHaën. All reagents were used directly without any further purification. The buffer was prepared with ultrafiltered, deionized water from a Milli-Q® ultra-pure water purification system.

#### 6.3.2 Preparation of Glass Slide Surfaces

Microscope glass slides were firstly cut into small pieces (0.5×0.5 cm). The obtained glass pieces were carefully cleaned using piranha solution (the mixture of sulfuric acid and...
hydrogen peroxide solution in the volume ratio of 3:1), and then rinsed by ultra-pure water and dried in a dust free oven.

The silanized glass slides were prepared using the protocol as described by Tang et al. [67]. The freshly cleaned glass slides were firstly washed using 0.1 M nickel nitrate solution and ultra-pure water. Subsequently, the cleaned glass slides were immersed in aqueous solution of 1.0% v/v APTES for 5 min. The solution was removed and the silanized glass slides were rinsed with ultra-pure water extensively and dried in the dust free vacuum oven at 393 K for 2.5 h.

The poly-L-glutamic acid and poly(2-hydroxyethyl methacrylate) coated glass slides were prepared as described by Matsushita et al. [213]. The polymer solutions were prepared by dissolving poly-L-glutamic acid and poly(2-hydroxyethyl methacrylate) in phosphate buffered saline (PBS) at the concentration of 1 mg/mL respectively. The freshly cleaned glass slides were immersed in the solutions and incubated at 310 K for 1 h. Then the treated glass slides were rinsed by ultra-pure water and dried in the dust free vacuum oven at 310 K.

Spin coater (Cost Effective Equipment) was applied to coat PMMA and P4VP onto the surfaces of glass slides. The concentrations of PMMA/chloroform and P4VP/DMF solutions were 9 mg/mL and 15 mg/mL, respectively. The samples were then spun in open air for 60 s at a speed of 3,000 rpm [214]. Films were allowed to dry in the air, and then placed in a vacuum oven for 1 h to remove the residual solvents.
6.3.3 Contact Angle Measurement

Contact angle is generally defined as the angle at which a liquid/vapor interface meets a solid surface. In this study, contact angles for both water and protein crystallization solutions on the studied surfaces were measured using FTA-200 (First Ten Angstroms) contact angle meter at room temperature. A droplet of water or protein crystallization solution was dropped onto the investigated surface by an automatic micro-syringe at a rate of 5 µL/s. After 1 minute’s stabilizing, a digital camera was used to record the shape of the droplet. The angle between the baseline of the droplet and the tangent at the droplet boundary was the contact angle. The contact angle reported in this work was the average of five measurements.

6.3.4 Atomic Force Microscopy (AFM) Measurement

A Nanoscope III atomic force microscope (AFM) (Digital Instruments) was applied to characterize the structural characteristics of the surfaces investigated. The images of the surfaces investigated were obtained by applying the tapping mode. The measurements were carried out at room temperature. The scanner sizes were 5 × 5 µm and 1 × 1 µm. Nanoscope software was applied to calculate both the average roughness and root mean square roughness. The average roughness and root mean square roughness was defined as the arithmetic average of the absolute values of the surface height deviation measured from the mean plane surface [66] and the standard deviation of the surface profile from the mean plane surface, respectively.
6.3.5 Induction Time Measurement

Hen egg white lysozyme was dissolved in 0.1 M sodium acetate buffer at pH 4.8. Precipitant solution was prepared by dissolving a specific amount of sodium chloride in the same buffer. The pH was adjusted by sodium hydroxide solution and acetic acid. The concentration of lysozyme solution was determined by measuring the absorbance at 280 nm using extinction coefficient 2.64 by a Shimadzu UV 2450 spectrophotometer. The sodium chloride concentration calculated on the basis of the amount of sodium chloride and the solution volume. The solutions were filtered through 0.22 µm sterile filters to remove the foreign nucleation sources for nucleation experiments. The crystallization solution was prepared by mixing the prepared protein solution and the sodium chloride solution in the ratio of 1:1 by volume.

Heterogeneous nucleation experiments were performed on the following surfaces: BG, APTES, PLG, P2HEMA, PMMA and P4VP surfaces. The nucleation experiments were conducted at 277 K with the concentrations of lysozyme and sodium chloride of 20 mg/mL and 2% w/v, respectively. The temperature was controlled by Linkam heating/cooling stage (THMS 600). The surface investigated was placed in the sample holder of the heating stage, then a droplet of 2 µL pre-mixed protein and NaCl solution was deposited on the surface and sealed with paraffin oil.

The induction time was determined visually by an Olympus BX 51 optical microscope attached with a CCD camera. The induction time was defined as the elapsed time between the micro-droplet deposition and the appearance of the first crystal of about 5 µm in diameter. The induction time reported in this paper was the average of five measurements.
The final number and size of protein crystals produced in each batch nucleation experiment were analyzed microscopically as well.

6.4 Results

6.4.1 Contact Angle

The contact angles for water and crystallization solution on the surfaces studied are measured and compared in Figure 6.3. The average values of the contact angles for water on the surfaces studied are: 29.78° for BG, 45.10° for P2HEMA, 47.95° for APTES, 53.74° for PLG and 68.09° for PMMA. And the contact angles for crystallization solution on these surfaces are: 35.40° for BG, 46.83° for P2HEMA, 50.72° for APTES, 54.70° for PLG and 72.21° for PMMA. Each contact angle reported here is the average of five measurements. The stabilizing time is one minute. In fact, contact angles for water and crystallization solution on the above five surfaces slightly decrease with the time (data not shown), which can be attributed to the effect of evaporation [215, 216]. As to the P4VP coated glass slide, the contact angle for water on its surface is 58.91°, while the contact angle for crystallization solution on its surface significantly decreases with the time, as shown in Figure 6.4. Typical illustration images of the decay in contact angle are presented in Figure 6.5.
Figure 6.3. Contact angles for water and crystallization solution (lysozyme, 20 mg/mL; NaCl, 2% w/v) on various surfaces with 1 min’s stabilizing time.

Figure 6.4. The time dependence of the contact angles for water and crystallization solution (lysozyme, 20 mg/mL; NaCl, 2% w/v) on the surfaces of P4VP and PMMA.
Figure 6.5. Illustration of the time dependence of the contact angles for crystallization solution (lysozyme, 20 mg/mL; NaCl, 2% w/v) on the surface of P4VP coated glass slide: (a) 52.65° (0 min), (b) 32.51° (1 min), (c) 17.22° (12 min).
6.4.2 Surface Topography

In heterogeneous nucleation, surface roughness is an important parameter to affect nucleation mechanism. In this work, both root mean square (RMS) and average roughness ($R_a$) were utilized to characterize the surface roughness. The average roughness and RMS of different surfaces are summarized and listed in Table 6.1. The three-dimensional images of BG, P2HEMA, APTES, PLG, PMMA, and P4VP surfaces with the scanner size of $1 \times 1 \, \mu m$ are shown in Figure 6.6. Figure 6.6 (a, d, e) presents that the BG, PMMA and APTES surfaces are relatively smooth. A few plateaux and eddies exist on the PMMA surface, which results in larger values of roughness. Figure 6.6 (b, c) shows that a large number of hillocks exist on the surfaces of P2HEMA and PLG. Differently, the size and height of the hillocks on the surface of PLG are larger than that on the P2HEMA surface. The concave parts of the surface of P2HEMA are not as smooth as that on the PLG surface. There are a number of hillocks exist on the surfaces of P4VP surface, as shown in Figure 6.6 (f).

The three-dimensional images of these surfaces with the scanner size of $5 \times 5 \, \mu m$ are compared in Figure 6.7. It can be seen that the P4VP surface is full of hillocks and cockles while the BG surface is relatively uniform with sparse spikes. PMMA and APTES surfaces are relatively smooth. Be consistent with the topography obtained with the scanner size of $1 \times 1 \, \mu m$, there are a lot of hillocks exists on the surfaces of P2HEMA and PLG surfaces. But the size and heights of the hillocks on these two surfaces are different.
Figure 6.6. Three-dimensional AFM images of the investigated surfaces of (a) bare glass slide, (b) poly(2-hydroxyethyl methacrylate) coated glass slide, (c) poly-L-glutamic acid coated glass slide, (d) poly(methyl methacrylate) coated glass slide, (e) ATPES-silanized glass slide, and (f) poly(4-vinyl pyridine) coated glass slide. The scanner size is 1×1µm.
Figure 6.7. Three-dimensional AFM images of the investigated surfaces of (a) bare glass slide, (b) poly(2-hydroxyethyl methacrylate) coated glass slide, (c) poly-L-glutamic acid coated glass slide, (d) poly(methyl methacrylate) coated glass slide, (e) ATPES-silanized glass slide, and (f) poly(4-vinyl pyridine) coated glass slide. The scanner size is 5×5µm.
TABLE 6.1. Root mean square (RMS) and the average roughness (Rₐ) of chemically modified glass slides, as derived from AFM analysis.

<table>
<thead>
<tr>
<th></th>
<th>range Iᵃ</th>
<th></th>
<th>range IIᵇ</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMS (nm)</td>
<td>Rₐ (nm)</td>
<td>RMS (nm)</td>
</tr>
<tr>
<td>BG</td>
<td>0.298</td>
<td>0.239</td>
<td>3.199</td>
</tr>
<tr>
<td>P2HEMA</td>
<td>2.060</td>
<td>1.634</td>
<td>4.156</td>
</tr>
<tr>
<td>APTES</td>
<td>0.398</td>
<td>0.313</td>
<td>3.819</td>
</tr>
<tr>
<td>PLG</td>
<td>5.829</td>
<td>4.411</td>
<td>10.440</td>
</tr>
<tr>
<td>PMMA</td>
<td>1.896</td>
<td>1.294</td>
<td>4.010</td>
</tr>
<tr>
<td>P4VP</td>
<td>1.301</td>
<td>0.723</td>
<td>2.419</td>
</tr>
</tbody>
</table>

ᵃ Roughness calculated over a square of 1 µm surface by Nanoscope software.
ᵇ Roughness calculated over a square of 5 µm surface by Nanoscope software.

6.4.3 Induction Time

The measured induction times of heterogeneous nucleation on various surfaces are compared in Figure 6.8. Compared with BG surface, the induction times of heterogeneous nucleation on P2HEMA, APTES and PLG surfaces are decreased, which means that the heterogeneous nucleation is promoted by these surfaces. However, the induction times are increased when nucleation is conducted on PMMA and P4VP surfaces, indicating that the heterogeneous nucleation is suppressed. The suppression is further supported by the number density of the crystals observed after the cessation of nucleation. For instance, in comparison with the crystallization on the BG surface, the number density of crystals grown on the P4VP coated surface is remarkably decreased, as shown in Figure 6.9.
Figure 6.8. The induction times of protein crystallization (20 mg/mL lysozyme; 2% w/v NaCl; 4 °C) on various surfaces. Error bars denote standard deviation ($n_s = 5$).
Figure 6.9. Lysozyme crystals grown on the surfaces of (a) bare glass slide and (b) poly(4-vinyl pyridine) coated glass slide. The crystallization conditions of the two images were the same, which were conducted at 4 °C and with the concentration of lysozyme 20 mg/mL and the concentration of NaCl 2% w/v.

6.5 Discussion

The hydrophobic property of surfaces investigated can be characterized by the contact angles between water and the surfaces. Since nucleation experiments were carried out in sealed systems, the time dependence of the contact angle caused by evaporation can be neglected. For the convenience for comparison, the contact angle values measured after one minute’s stabilizing can be used to characterize the investigated surfaces. As shown in Figure 6.3, the contact angles for lysozyme solution on the investigated surfaces are generally higher than those for water on the investigated surfaces. The largest discrepancy (18.9%) has been observed on BG surface. Moderate variations have also been found on PMMA (6.1%) and APTES (5.8%), respectively. The tendency can be applicable to other two surfaces, though the extent of the differences between the contact angles for water and
lysozyme solution on them is reduced (<5%). According to the work of Curcio et al. [170], lysozyme was of the same degree of hydrophobicity as the poly(vinylidene fluoride) (PVDF) membrane, which was prepared by a nonsolvent-induced phase inversion process from a homogeneous solution \((N,N\text{-dimethylacetamide (DMA) 77.5 wt %, poly(vinylpyrrolidone (PVP) 2.5 wt % and PVDF polymer pellet (KYNAR 460) 20 wt %})\). The contact angle for water on the PVDF membrane was about 76 °. In the present study, the contact angles for water on the investigated surfaces range from 27 to 69 ° (Figure 6.3), which suggest that the investigated surfaces in this work possess higher degree of hydrophilicity than lysozyme. Although there are numerous exceptions, proteins tend to adsorb more extensively at the hydrophobic than at hydrophilic surface [217-219]. Because of the adsorption of lysozyme on the studied surfaces, the hydrophobicity of the surfaces tends to increase, resulting in the contact angles for lysozyme solution on the surfaces higher than those for water [220], as shown in Figure 6.3.

According to our theoretical analysis, the free energy barrier for heterogeneous nucleation increases with the increase of the contact angle for nucleating solution on the surface. As for P2HEMA, APTES and PMMA surfaces, a qualitative increase of the induction time with the increase of the contact angle is consistent with the tendency of the heterogeneous nucleation barrier \(\Delta G^{\ast}_{\text{het}}\) to increase at higher contact angles.

On the other hand, some of hydrophobic surfaces have been shown to promote nucleation, which is attributed to possible preferential binding of the hydrophobic residues on the protein surface with the nucleant surface [72]. The tendency of lysozyme to adsorb on more hydrophobic surface will result in a higher local supersaturation on the more
A hydrophobic surface. APTES, P2HEMA and PLG surfaces are of more hydrophobic property than BG. This may serve as another reason for the promotion of heterogeneous nucleation on these three surfaces compared with BG surfaces. Besides hydrophobic interaction, other factors, e.g. surface structural characteristics, electrostatic interaction, etc, can affect the heterogeneous nucleation of protein crystals.

According to our theoretical analysis equation (6.23), the thermodynamic term $\Delta G_{het}^* / \Delta G_{hom}^*$ is a function of surface roughness. $\Delta G_{het}^* / \Delta G_{hom}^*$ decreases with the increasing of the surface roughness, as shown in Figure 6.10. The surface roughness measured by atomic force microscopy indicates that BG surface is flatter than P2HEMA and PLG surfaces. The induction time of the heterogeneous nucleation of lysozyme crystals on the BG surface is larger than that on these three surfaces. The result is consistent with the theoretical prediction as shown in equation (6.23) and Figure 6.10.

**Figure 6.10.** $\Delta G_{het}^* / \Delta G_{hom}^*$ ratio as a function of the contact angle on different roughness.
However, the roughness measured by AFM only may not be sufficient enough to account for the effect of surface structure on the heterogeneous nucleation. This is because the statistical measurements of the roughness are only sensitive to vertical rather than horizontal structures. These statistical parameters are simple and reliable, but they only give information along the vertical direction, and hence cannot fully characterize the surface [221]. It has been reported that material with a rough surface can trap protein molecules and encourage them to nucleate and form crystals [67]. As illustrated in Figure 6.11, protein molecules may adsorb onto the surface randomly and migrate over the surface until the first monolayer is established when nucleation occurred on an ideal surface. Then the second layer grows slowly onto the first layer [218, 222]. During that assembling process, a few molecules in the adsorption layer may form small aggregates [223]. The aggregates, in which protein molecules form suitable bond angles [224] then grow into critical clusters, which would grow into nucleus and later crystals. When heterogeneous nucleation takes place on a rough surface, as shown in Figure 6.12, the hillocks on the surface may block the lateral migration of the adsorbed protein molecules, thus the protein molecules are trapped in between the convexes and concaves and packed into compact structure. Nucleation will happen via the compact critical cluster comprising of molecules forming suitable bond angles with their neighbors. The molecules in randomly packed compact structure may form fractal cluster which, cannot work as a nucleus for crystal growth. Besides, the trapping of molecules on the rough surface may result in a relatively higher local supersaturation, which would increase the possibility of nucleation compared with on an ideally flat surface.
Figure 6.6(c) shows that the surface of PLG coated glass slide is covered with regular, smooth hillocks. Figure 6.6(b) exhibits dense irregular convexes and concaves on the P2HEMA surface. This suggests that the surface topography can also affect the heterogeneous nucleation of protein crystals. One probable reason is that the surface with irregular topography may pack molecules in different ways. The resulted diversity in the bond angle for the protein molecules with its neighbors may increase the probability of nucleation as well. Moreover, electrostatic interaction between protein molecules and the surface probably plays an important role in heterogeneous nucleation. The nucleation can be promoted, when protein molecules are oppositely charged with the surface and suppressed when they are of the same signs. At pH = 4.8, the lysozyme molecule is positively charged. The BG surface carries some unstable negative charge [225]. While the APTES, PLG and P2HEMA surfaces are positively charged as a result of their amino and/or hydroxyl groups. But it is interesting to note that the induction time of nucleation on the positively charged surfaces is decreased in comparison with that on the negatively charged BG surface. The results suggest that the electrostatic interaction may not be the main cause of the decrease of the induction time, which is consistent with the work reported by Fermani et al. [69].
Figure 6.11. Schematic illustration of the processes of protein aggregation and crystallization on ideally flat surface. (a) Lysozyme molecules are dispersed in solution, (b) The adsorption of lysozyme molecules: the adsorption of lysozyme molecules may be reversible; lysozyme molecules may arrive at the surface randomly and migrate over the surface to form the absorption layer, (c) Lysozyme molecules form multi-layers layer by layer, (d) Some of the molecules form small aggregates, (e) The formation of quasi-critical clusters. (f) The formation of crystals from the quasi-critical clusters.
Figure 6.12. Schematic illustration of protein crystallization and the formation of large cluster on rough surface. (a) Lysozyme molecules are dispersed in solution. (b) The adsorption of lysozyme molecules from the solution to the surface; the presence of hillocks on the surface may block the lateral migration of the molecules. (c) The blocked molecules are packed into compact aggregates. (d) The molecules that are packed with bond angles corresponding to protein crystals form quasi-critical clusters; the molecules that are randomly packed form fractal clusters. (e) Quasi-critical clusters nucleate and grow into crystals, while the fractal clusters grow into larger clusters.
Although P4VP coated glass slide surface is of higher roughness (Figure 6.6 and Figure 6.7), the heterogeneous nucleation is suppressed notably on its surface compared with the bare glass slide. In addition, the contact angle of crystallization solution on its surface decreases significantly with the time (Figure 6.4), which is different from other chemically modified surfaces. Polyelectrolytes were generally assumed to have an extended conformation in water because of the electrostatic repulsion among the charge groups [226]. As shown in Figure 6.13, the pyridine ring in P4VP is positively charged when P4VP contacts with the crystallization solution. The extended conformation in the solution may be the reason for the significant decay of the contact angle for crystallization solution. Similarly, the suppressed nucleation on the P4VP surface can be attributed to the electrical repulsive interaction between the P4VP surface and the positively charged lysozyme molecules. That is, the pyridine ring in P4VP molecule is of a better capacity to carry the positive charge compared with the hydroxyl and amino groups. The increased positive charge that appears on the P4VP surface increases the electrostatic repulsion between lysozyme and P4VP, and thus lysozyme molecules can be stabilized by the polycation chains provided by P4VP [227]. Therefore, the nucleation was inhibited on the P4VP surface.
Figure 6.13. Schematic illustration of the swelling of P4VP in contact with the crystallization solution (pH=4.8, C(NaCl)= 2 wt %, C(lysozyme)= 20 mg/mL, C(NaCl)= 0.1 M).

6.6 Conclusions

A series of chemically modified glass slides has been tested for the heterogeneous nucleation of lysozyme crystals. In comparison with on bare glass slide, the heterogeneous nucleation on P2HEMA, PLG, and APTES surfaces was promoted, whereas it was suppressed on P4VP and PMMA surfaces. Based on the contact angle and AFM measurements, it was found that surface structural characteristics, chemical and physical
interactions between the surfaces and protein molecules had influenced on the heterogeneous nucleation of protein crystals to different extents. And various surfaces may affect the heterogeneous nucleation in different mechanisms. Both the experimental data and the theoretical analysis suggested that the energetic barrier to heterogeneous nucleation was found to decrease at lower contact angles, and to increase at lower roughness. However, the surface roughness alone was not able to account for the differences of the induction time of the heterogeneous nucleation on different surfaces. Surfaces with irregular surface topographies can increase the probability of heterogeneous nucleation. In addition, the specific interactions between protein molecules and the surfaces probably play a role in the heterogeneous nucleation. For example, the repulsive electrostatic interaction between protein molecules and the surface would stabilize protein molecules and inhibit nucleation. The present work provides a further understanding of the mechanism of the heterogeneous nucleation of protein crystals, and an inspiration to design heterogeneous nucleant.

*Part of results in this chapter has been reported on Journal of Physical Chemistry B (Vol 111, pp. 13971-13978, 2007)*
7 Conclusions and Future Directions

7.1 Conclusions

The present work systematically studied the phase behavior and crystallization mechanisms of protein molecules. In particular, the crystallization of lysozyme in sodium chloride solutions were investigated by measuring the solubility, the second virial coefficient, the cloud-point temperature, the nucleation rate and the crystal growth rate. In addition, the influences of roughness, topography and physicochemical properties of chemically modified surfaces on the heterogeneous nucleation of protein crystals were examined by measuring the induction time, the contact angle, and the surface roughness. Systematic measurement and analysis in this work were expected to provide a further understanding of protein crystallization process and a general guideline to search for the optimal crystallization conditions.

In Chapter 3, the effects of pH, temperature, salt type and ionic strength on the solubility and second virial coefficient of lysozyme in various salt solutions were investigated. Crystallization trials in the corresponding conditions were performed in parallel. Additionally, crystals obtained in the crystallization trials were characterized using optical microscopy and Raman spectroscopy. It was found that the solubility decreased with increasing salt concentration, decreasing temperature, and the increase of pH from 4.2 to 5.2. It was also observed that there was a significant correlation between the solubility and the second virial coefficient. The solubility decreased as the second virial coefficient became large and more negative. Crystals of high quality were obtained in solutions of moderate attractive protein interactions. No crystals formed when the attractive interactions were not strong enough. On the other hand, attractive interactions
that were too strong resulted in the formation of crystals that were not of good diffraction quality. The salts of different anions and cations were observed to be of different abilities to precipitate protein from aqueous solutions. The incorporation of different anions in protein crystals resulted in the crystals that were of different morphologies. The experimental data were expected to extend previous studies on the correlation between interaction and phase behavior of protein molecules.

In Chapter 4, the low density region of liquid-liquid co-existence curves for lysozyme solution with 2%, 3%, 4% and 5% w/v sodium chloride at pH 4.2 and bovine serum albumin solutions with 60 mg/mL, 70 mg/mL and 80 mg/mL polyethylene glycol 1500 at pH 5.0 was determined by measuring the cloud-point temperature. For both lysozyme and bovine serum albumin solutions, the location of the liquid-liquid co-existence curve shifted up in temperature with the increase of the concentration of the precipitant, but the basic shapes of the curves were the same. At a fixed precipitant concentration, the cloud-point temperature monotonically increased with the concentration of protein. In order to correlate the cloud-point temperature and the second virial coefficient, the second virial coefficients for lysozyme and bovine serum albumin in various precipitant concentrations and temperatures were measured. The dimensionless cloud-point temperatures were plotted versus the dimensionless second virial coefficient. A strong correlation was found to exist between the cloud-point temperature and the second virial coefficient. In addition, the random phase approximation, in conjunction with a square-well potential was applied to describe the cloud-point temperatures reported in literature. A better representation of the experimental data was accomplished by assuming the protein interactions to be temperature dependent. The temperature dependence of the second virial coefficient was
measured to provide a support for this assumption. Although much work is still required to test the physical reasonability of this assumption, experimental data and modified model had raised a number of interesting theoretical and experimental issues regarding the interactions between protein molecules and its correlation with the phase behavior of protein molecules. The further investigation regarding these issues may provide a better insight into the phase transition of protein molecules.

In Chapter 5, a detailed study on the phase behavior and mechanism of lysozyme crystallization was presented. The nucleation and crystal growth rates, crystal morphologies, the solubility, the second virial coefficient, and the cloud-point temperatures under different solution conditions were experimentally measured and theoretically analyzed. In agreement with the classical nucleation theory, the nucleation rates were found to increase with the protein and sodium chloride concentrations when the crystallization occurred in the solid-liquid co-existence region. The different shapes of obtained crystals were caused by the different growth rates of the (110) and (101) faces of tetragonal crystals. The broken dependence of nucleation rate on protein concentration around the liquid-liquid co-existence boundary could be attributed to the liquid-liquid phase separation. Under our experimental conditions, it was found that the protein-rich phase did not cause the nucleation of new crystals but dissolved into the “buffer zone” to restore the local concentrations. In addition, the suppression of the nucleation in the protein-rich phase was probed in terms of protein-protein interactions determined by Raman microscopy and the self-assembly of the protein molecules. A relatively stronger protein-protein interaction in the protein-rich phase could make it difficult to adjust the conformation and orientation of protein molecules to rearrange their association structure.
to achieve the nucleation of protein crystals. Furthermore, the concentration distribution in
the region between the growing nucleus and the protein-rich phase was derived to explain
the increase of nucleation rate in the liquid-liquid co-existence region. These new
observations and analysis were expected to provide further understanding and guideline
for protein crystallization.

In Chapter 6, the influence of some factors on the heterogeneous nucleation of
lysozyme on a series of chemically modified surfaces has been investigated. Micro-batch
crystallization experiments were conducted on the microscope glass slides that were
treated with poly-L-glutamic acid, poly(2-hydroxyethyl methacrylate), poly(methyl
methacrylate), poly(4-vinyl pyridine), and (3-aminopropyl)triethoxysilane. An optical
microscope with a heating/cooling stage was employed to measure the induction time of
the heterogeneous nucleation. Surface topography and roughness were characterized by
AFM. Contact angles for crystallized solution on the investigated surfaces were measured
by a contact angle meter. From the theoretical analysis, the energetic barrier to the
heterogeneous nucleation was found to increase at higher contact angles, and to decrease
at higher roughness. Experimentally, a qualitative increase of the induction time of the
heterogeneous nucleation on poly(2-hydroxyethyl methacrylate), (3-
aminopropyl)triethoxysilane and poly (methyl methacrylate) surfaces with the contact
angles was observed. Such surfaces as poly(2-hydroxyethyl methacrylate) and poly-L-
glutamic acid, which were of higher roughness, were shown to promote the heterogeneous
nucleation. In addition, the surface with specific topography was expected to increase the
possibility of the formation of a critical nucleus. Finally, poly(4-vinyl pyridine) surface
appeared to suppress the heterogeneous nucleation due to the electrostatic interaction
between lysozyme and poly(4-vinyl pyridine) molecules. The experimental data and theoretical analysis in this work provide a further understanding of the heterogeneous nucleation mechanism of protein molecules and some useful suggestions in the progress of searching the universal heterogeneous nucleants.

7.2 Suggestions for Future Work

Although a systematic investigation of the phase behavior and protein crystallization mechanism for lysozyme has been established, these conclusions drawn in this study are required to be extended to other proteins.

It is known that membrane proteins play important roles in a lot of biological processes, such as a transporter for the cell. Thus, a detailed understanding on the three-dimensional structures of membrane proteins is essential in the understanding of the fundamental mechanisms of these processes. However, the structure data for membrane protein are limited due to the difficulty to crystallize membrane proteins. They are insoluble in water. In order to crystallize membrane protein, usage of detergent is required. Although many academic efforts have been made on the mechanism of membrane protein crystallization, they mainly focus on the water soluble proteins such as lysozyme. In order to facilitate the structure determination of membrane protein, it is necessary to carry out the research on the mechanism of the crystallization of membrane proteins and the approach to screen for optimal crystallization conditions for membrane proteins.

So far, a lot of materials have been tested as heterogeneous nucleants. It has been found that there are various factors that influence the heterogeneous nucleation of protein
molecules in different ways. In order to search for the universal heterogeneous nucleant, more efforts are required to study the specific effects of different parameters, such as the electrostatic interaction, the hydrophobic interaction, and the microstructure of the surfaces, etc on the heterogeneous nucleation of protein crystals.

With the intensive investigations on the nucleation mechanisms of protein crystals, some proteins that could not be crystallized have been crystallized successfully. All too often, crystals obtained are of poor quality. In the future, protocols on the post-crystallization treatments are desired to improve the quality of the obtained crystals.

In the view point of drug design, it is necessary to understand the interaction between the candidate compound and the target protein. Thus, the investigation on the protein-ligand complex crystallization mechanism is also important in the rational design of the crystallization of crystals of high quality.

The search of the ways to improve the physical, chemical and biological properties of protein crystals is also of great interest in the study of protein crystallization.
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