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Summary

The performance of a video communication system is usually constrained by the transmission channel which has limited bandwidth and other kinds of impairments. In practical situation, the video communication system does not optimally adapt to time-varying wireless channels due to an inaccurate rate control of the video encoder and channel encoder, which results in inefficient use of the valuable wireless channel bandwidth. At the same time, the video encoder has limited buffer size to store compressed video bitstream, the video system needs to prevent video encoder buffer from overflow and underflow.

The objective of this thesis is to develop new adaptive rate control schemes for the video encoder and channel encoder so that a better picture quality is achieved as compared to the existing rate control schemes. A novel joint source channel rate control scheme is proposed in this thesis, in which the bit error rate of the video bitstream at the video decoder is used as a control component to derive bit rate for the video encoder and channel encoder. The video bitstreams are protected unequally, so that the most important bitstreams can be delivered to the video decoder correctly. The joint source channel rate control scheme is adaptive to time-varying channel as the bit error rate control component is adaptive to the channel conditions.

In addition to joint source channel rate control scheme, we also want to find novel approaches to exploit inherent characteristics of block-based hybrid video encoder and de-
velop new models to represent relationships between the video encoder parameters and the number of bits produced by the video encoder. A new rate model, which is based on multiple logarithmic functions, is proposed in this thesis. The model's coefficients are updated from previously encoded frames so that the rate model adapts to the input video sequence quickly and effectively. The boundaries of the logarithmic functions are also adapted to characteristics of the encoded video sequence.

Finally, this thesis designs an optimal rate control scheme for small delay H.264 video communication system as H.264 achieves a higher compression rate than previous video coding standards as well as brings challenges to implement rate control algorithms. A pre-encoding procedure is proposed to obtain the knowledge of macroblock. The rate control scheme performs rate allocation at frame level and macroblock, and it is based on the measurement of the encoder buffer level, the channel transmission rate and knowledge of macroblock. The proposed rate control scheme adopts a new technique to compute the quantization parameter of the starting frame of a group of picture. The logarithmic rate model studied previously is used to compute the quantization parameter of the rest frames of the group of picture.
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Chapter 1

Introduction

1.1 Motivation

Compression of visual information such as image and video can significantly improve the utilization efficiency of a limited network bandwidth and storage space. For example, an uncompressed image of $1024 \times 1024$ pixels with 24 bits per pixel requires a 3Mbyte space. But by using the Joint Photographic Experts Group (JPEG) [2] compression technique, the image size can be compressed to as small as 60kbyte. The fast development of video compression technology enables the wide deployment of digital video applications such as internet video streaming, internet videophone and video conference. However, people are dreaming that they can watch video any time any where with any device, and the increasing number of mobile users brings an increasing demand for mobile video applications. With the introduction of new video compression algorithms such as MPEG-4 [3] in which video can be compressed to a bit rate as low as 64kbps or even lower, and evolution of the wireless network which provides a higher data transmission rate, wireless video applications are becoming a reality.

Chip manufactures, network infrastructure operators together with video coding standard
committees are now working side by side to advance wireless video technologies at a rapid pace. With development of system-on-chip technology, multimedia support for mobile phones have been emerging in the last few years and will become pervasive in the next few years. Network infrastructure operators are upgrading their wireless networks to Universal Mobile Telecommunication System (UMTS) [4] standard conformance networks which provide a higher data transmission rate up to 2048kbps and more flexible data services than previous GSM networks. MPEG's video group and ITU-T's Video Coding Experts Group (VCEG) have established a Joint Video Team (JVT) to create a single technical design for a forthcoming ITU-T Recommendation, ITU-T H.264 [5], and for a new part of the MPEG-4 standard, MPEG-4 part 10, which achieves very high compression efficiency and friendly network interface.

Despite the past efforts researchers have made, the data transmission rate of the wireless network is still not high enough as compared with the wireline network whose data rate is up to 1Gbps for optical fibers local area networks (LANs) [6] or even 2.5Gbps for Asynchronous Transfer Mode (ATM) networks [7]. Furthermore, wireless channels are much more hostile than wired channels due to its adverse time-varying features, multipath propagations and interferences from neighbouring cells. Therefore, more powerful error control techniques are required in wireless channels to combat the channel noise at a cost of decreased bandwidth efficiency. The increasing demand of wireless video applications presents a lot of technical challenges which remain to be addressed. These challenges become even more important given the wide deployment of multimedia supported mobile phones that now permeate into people's daily life everywhere and make our dependency on them ever greater.

We chose to study one of the wireless video streaming subjects in great detail, which is called adaptive joint source channel rate control. The adaptive joint source channel rate
control in this thesis is divided into two aspects. One is the joint source channel rate allocation, and the other is the adaptive rate control for video encoder alone. This research topic stems from the fact that the real-world video communication system does not optimally adapt to time-varying wireless channels due to an inaccurate rate control of the video encoder and channel encoder, which results in inefficient use of the valuable wireless channel bandwidth. Instead of increasing the compression ratio of the video encoder, or using more powerful error correcting codes, we propose a new method to allocate bit rate between the video encoder and channel encoder. The objective is to, given an overall transmission rate, minimize the overall end-to-end distortion which includes source distortion caused by quantization, and channel distortion caused by channel noise. The adaptive rate control for video encoder alone is also studied as the rate allocation between the video encoder and channel encoder results in a variable bit rate allocated to the video encoder, and an adaptive rate control is required to maintain the performance of the video encoder.

In wireless communication systems with limited bandwidth and poor channel conditions, adaptive joint source channel rate control is an approach to make use of the channel bandwidth efficiently. Compared with fixed rate allocation schemes, the adaptive joint source channel rate control scheme is more appropriate to be used to protect video bitstream from transmission errors as it adds variable amount of redundant bits to information bits for error protection depending on the channel condition, so that the bandwidth can be exploited efficiently. This technique is especially important for video streaming over the next generation wireless network which provides variable data transmission rates and flexible channel coding schemes.

The adaptive rate control for video encoder alone also plays a very important role in video communication systems in that it can not only increase the robustness of the encoded video bitstream but also prevent buffers in the encoder from overflow and underflow. By using
the joint source channel rate allocation, the bit rate allocated to the video encoder depends on the channel condition, error correcting capability of the channel code, and so on. It is therefore important to adopt an adaptive rate control scheme for the video encoder to achieve a given output bit rate while minimizing the source distortion. The encoding parameters such as quantization parameters, encoding frame rate, and so on are determined by the adaptive rate control scheme.

Although rate control for video signals has been studied intensively by many researchers in the past, and a number of joint source channel rate control schemes as well as rate control schemes for video encoder alone have been proposed, no one can safely vouch the end of this active research topic as new findings and results are still being reported frequently in the open literature. Especially after the introduction of new video compression technologies, most of the existing rate control solutions are required to be re-studied carefully and therefore new rate control algorithms and ideas are needed urgently.

To study the performance of the adaptive rate control scheme, different compression schemes have to be considered. The interest in video compression has been shown in international standardization efforts, such as H.263, MPEG-4 and the new emerging H.264. The video compression schemes are normally lossy, which is different from data communication compression schemes that are lossless. In lossy compression, the decoded signal is an approximation to the original signal fed into the encoder. In this thesis, lossy video encoder which employs block-based hybrid video coding approach is considered.

We have thus far explained the main motivations for us to study the adaptive rate control scheme. Here is a list of demands and requirements.

- **Channel constraints** A channel has a limited bandwidth and time-varying features.

  The situation calls for compressing video signals efficiently and adding redundancy
intelligently.

- **Buffer constraints** When transmitting the compressed video signals through the network, the video bitstreams are firstly put into a buffer whose size is limited. Unlimited buffer size leads to excessive end-to-end delay.

- **Other constraints** It is possible that other constraints operating directly or indirectly on decoded video picture quality, e.g., an inaccurate rate model results in an inefficient use of the channel bandwidth, which degrades the decoded picture quality.

### 1.2 Objective

The main objective of our research is to achieve efficiency improved rate control schemes, as compared with existing methods, by adapting the video encoder and channel encoder to inherent characteristics of video sequences and channel conditions which are derived from long-term statistics or well constructed channel models. Our efforts are focused on the following issues:

- To develop a new adaptive bit allocation scheme between the video encoder and channel encoder to achieve a better performance as compared to the existing rate allocation schemes, or to achieve a comparable performance but with less computational complexity so that the scheme can be used in real time video communication system.

- To find novel approaches to exploit inherent characteristics of block-based hybrid video encoder and develop new models to represent relationships between the video encoder parameters and the number of bits produced by the video encoder by using those parameters.
To investigate how to implement an adaptive rate control scheme in the new emerging video standard H.264 which achieves a higher compression ratio than previous video coding standards as well as brings new technical challenges. The H.264 standard conformance video encoder is studied because it is a standard which is accepted by both ITU and ISO and achieves the largest compression efficiency among all the existing video standards, and it is believed to dominate the video coder market in the future.

1.3 Contribution of the thesis

The main contributions of the thesis are as follows:

1. A new joint source channel rate control scheme for unequal error protection (UEP)-based video communication system is proposed, in which the bit rate of the video encoder and channel encoder are jointly determined by using the decoded BER as a control component together with quadratic rate model and parameter estimation techniques. The new rate control scheme adapts the video encoder and channel encoder to time-varying channels, so that the performance of the wireless video streaming system can be improved as compared to that of the system which employs the existing rate allocation schemes. The proposed rate control algorithm achieves a similar performance to that obtained by using the other rate allocation method, but with much less computational complexity and streaming delay, so that it can be applied to real-time video streaming.

2. Inspired by the facts that the existing rate models for the video encoder such as the quadratic rate model are not accurate enough, a new rate model is proposed which fits the original rate curve accurately, and it can be used in any block based hybrid video encoder. The new rate model is based on multiple logarithmic functions whose coefficients are updated from previously encoded frames so that the model adapts to
the input video sequence quickly and effectively. The boundaries of the logarithmic functions are also adapted to characteristics of the encoded video sequence. Simulation results show that the proposed model leads to significant accuracy improvement as compared with the existing rate models in terms of the bit number estimation error.

3. A novel encoding structure is proposed to obtain the knowledge of macroblocks (MB) such as MB's complexity, header information and so on. A pre-encoding procedure is proposed to obtain the knowledge of MB and provide it to the video encoder. Furthermore, the pre-encoding structure can be taken as a solution to the problem of how to perform a rate control effectively for H.264 encoder. In the thesis, we will show that the obtained knowledge of MB by using our proposed pre-encoding procedure is more accurate and useful than other existing methods.

4. Because most of the existing rate control schemes applied to the video encoder cannot be used by H.264 encoder, a hybrid rate control scheme is proposed for the low-delay H.264 video communication system, which takes advantages of the proposed logarithmic rate model and pre-encoding procedure. In the hybrid rate control scheme, a novel method is proposed to calculate the quantizer step size of the starting frame of a group of picture (GOP). It allocates bits intelligently among macroblocks and provides an accurate rate control for the H.264 encoder. The proposed rate control scheme gives rise to a rather constant buffer level and reduces the number of skipped frames, and it leads to significant improvement as compared to the standard rate control scheme of H.264 in terms of peak signal noise ratio (PSNR).
1.4 Organization of the thesis

The thesis is organized as follows:

Chapter 2  The fundamental knowledge of video communication systems is addressed for better understanding of rate control algorithms. The function of rate control is discussed and the existing rate control schemes are classified and reviewed. Finally, some useful tools and mathematical background are introduced.

Chapter 3  Different techniques which perform bit rate allocation between the video encoder and channel encoder are reviewed. The classical rate-distortion framework is then used to formulate an end-to-end distortion for video transmission systems. After identifying independent key parameters of the distortion formula, the decoded BER is proposed to be used as a control component in the rate allocation process. The bit rate allocated to the video encoder and channel encoder are jointly optimized by using the BER control component. The rate allocation scheme between the video encoder and channel encoder is adapted to time-varying channel as the BER control component is adaptive to the channel conditions. Furthermore, each class of the video bitstream is protected appropriately by using an adaptive UEP, so that the channel bandwidth can be used efficiently. The proposed rate allocation scheme is shown to achieve a significant improvement over the schemes with fixed UEP.

Chapter 4  The quadratic rate model is not accurate enough to implement a good rate control. In this chapter, after reviewing several existing rate models and analyzing the image data statistics, a new logarithmic rate model for block-based hybrid video encoder is studied. The proposed model fits the actual rate curve by combining several logarithmic functions, and the boundary of each function is adaptive to the statistics of the input video sequence. The coefficients including boundary values of the new rate model are updated
from previously encoded frames. Experimental results show that the new rate model provides a more accurate bit number estimation than the quadratic model and TMN8 rate model, which are the two most widely used rate models.

Chapter 5 This chapter proposes a new pre-encoding process for the emerging H.264 video encoder. The H.264 encoder is first introduced, and the new technologies employed in H.264 encoder are described. In order to solve the dilemma of how to implement a conventional rate control scheme, e.g., TMN8 rate control, in the new H.264 encoder, the pre-encoding procedure is proposed to get the knowledge of macroblocks, such as complexity, header information and so on before the encoding process. Simulation results show that the new encoding structure leads to better performance as compared with the traditional encoding structure in terms of peak signal to noise ratio.

Chapter 6 This chapter describes a new rate control algorithm for the low-delay H.264 video communication system. The proposed rate control algorithm uses the logarithmic rate model proposed in chapter 4, which results in an accurate rate control for the video encoder, and the issue of how to calculate the quantizer step size by using logarithmic rate model is addressed in detail. The fast pre-encoding structure proposed in chapter 5 is employed to estimate the complexity of MB, which is denoted by minimum absolute difference (MAD). Computation of the number of the overhead bits in a MB, which incorporate specific statistics information of previously encoded frames, is also studied. The problem of how to calculate the quantizer step size of the starting frame of a GOP is also solved in this chapter. These methods mentioned above formulate the new hybrid rate control scheme. Simulation results show that the new scheme is efficient and adaptive to inherent characteristics of input video sequence as well as to different transmission rates, and it leads to significant improvement over the standard rate control scheme when it is applied to the low-delay H.264 system.
Chapter 7  This chapter concludes the thesis by highlighting the main findings and achievements resulted from our research effort made in the area of adaptive rate control for video compression and transmission. Recommendations and further work are also given.
Chapter 2

Rate Control for Video Transmission
Over Wireless Network: An Overview

2.1 Framework of video communication system

Figure 2.1 shows a basic structure of a video communication system. The video commu-
cation system consists of various building blocks, i.e., video capture device, video encoder, channel encoder, modulator, de-modulator, channel decoder, video decoder and video display device. This chapter will preview and introduce the current research activities and problems for video transmission over wireless network.

**Video capture device** The video capture device is used to generate raw video signals, which consists of consecutive video frames. In this thesis, it is assumed that the raw video signal of the video capture device is Quarter Common Intermediate Format (QCIF). There are a number of standard QCIF video sequences, and they are available in public domain (see [8]). Since each QCIF video frame contains $176 \times 144$ pixels, when 8 bits resolution is used to represent a luminance pixel, each frame requires about 202 Kilo bits (Kbits). Channel transmission rate of more than 6 Mega bits (Mbits) per second (Mbps) is required for a 30 frames per second (fps) QCIF video signals. It is obvious that the raw video signals need to be compressed in order to reduce the bandwidth requirement of the transmission channel.

**Video encoder** The objective of the video encoder is to compress raw video signals by eliminating the temporal and spatial redundancies that exists in the video frames. A typical video encoder is illustrated in Figure 2.2. The video encoder uses block-based coding schemes, where each of the frames are subdivided into smaller units called macroblocks (MBs) that are processed one by one. Motion estimation (ME) and motion compensation (MC) is used to remove the temporal redundancy that exists between successive frames. When the frame rate is sufficiently high, there is a great amount of similarity between neighboring frames. In ME/MC, current MB is compared with the MB of the previously encoded frame to derive a residue MB. The previously encoded frame is thus called reference frame, and the MB of the previously encoded frame is called reference MB. The residue MB contains only the difference between current MB and its reference MB. It is more efficient to code the residue MB rather than the MBs themselves. As there is a great
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amount of similarity between MBs in the same frame, Discrete Cosine Transform (DCT) is employed to eliminate the spatial redundancy between MBs of a video image. The quantization block quantizes the DCT coefficients within a MB, and it is responsible for the most compression. Variable length coding (VLC) performs further compression of the quantized coefficients by representing coefficients that occur more often with shorter codewords and less often with longer codewords. The final output of the encoder is called video bitstream.

In this thesis, MPEG-4 [3] encoder, and its successor, the new emerging MPEG-4 (part 10) encoder, which is also known as the advanced video coding (AVC) or H.264 [5], are studied because they are designed specifically for use in wireless video communication and can achieve a high compression efficiency.

The video encoders such as MPEG-2 and MPEG-4 support three different frame types. The frame encoded without reference to any past of future frames is called the intra frame (I-frame) and the coding process is intra-frame coding. The frame encoded with reference to any past frames is called the predicated frame (P-frame) and the coding process is inter-frame coding. The frame encoded with reference to both past and future frames is
bidirectional predicated frame (B-frame). In addition to the above three frame types, now the new emerging video encoder H.264 support more frame types (see [5] for more details). As a general rule, a video sequence coded in I-frame achieves low compression. However, it is robust to channel errors and introduces no delay. A sequence coded with I-frame and P-frame achieves moderate compression but with a slight degradation in error tolerance. Incorporation of all three frame types may achieve high compression efficiency, but at the cost of a significantly increased coding delay. Since the delay is not tolerable for wireless video communication system, B-frame is not used in this thesis.

Table 2.1 lists a comparison of several well known video encoders, including their target application, target bit rate range, possible frame types and so on. All the standards follow a similar framework in terms of the encoding algorithms. The major differences between these video coding standards lie in the operating bit rates and the application they are target for [9]. MPEG-1, MPEG-2 and MPEG-4 are video coding standard proposed by ISO committee. In comparison, H.263 is a video coding standard proposed by ITU organization. H.264 is recent video encoding standard developed jointly by ISO and ITU in 2002. The H.264 achieves a higher compression efficiency than all the other video coding standards but at a cost of increased complexity.

**Channel encoder** Channel encoder is an essential component to a video communication system and it is especially important because compressed video signals are very sensitive
and can be distorted by unexpected channel errors. Channel coding is used to detect and correct any transmission errors, by adding redundant bits to the video bitstream.

**Modulator** Modulator is used to perform modulation which is to frequency translate the channel coded video bitstream onto a carrier wave for transmission. The key concerns of modulation are bandwidth efficiency and implementation complexity. There are a number of modulation techniques available for wireless communication system, e.g., Gaussian Minimum Shift Keying (GMSK) in GSM, Quadrature Phrase Shift Keying (QPSK) in WCDMA.

**Transmission channel** This thesis does not focus on a specific wireless network. Rather, a very general wireless network is considered. Therefore, the transmission channel is modelled as a channel with a limited bandwidth and being error-prone, and these are inherent characteristics of wireless communications. Previous studies, e.g., [10][11][12][13][14], show that a two-state Markov model [15], provide a good approximation in modeling the error process at the packet level in fading channels. In the experiments of this thesis, a two state Markov model is employed to simulate wireless channel burst error pattern.

**De-modulator, channel decoder, video decoder, and video display device** At the receiver side, the de-modulator is used to retrieve the channel coded video bitstream from received waveform. After that, the channel decoder is employed to decode the channel coded video bitstream in order to obtain pure video bitstream. Finally, the video decoder reconstructs video frames, which are displayed in the video display device.
2.2 Challenges of wireless video communication system

2.2.1 Data transmission rate

It is well known that the widely deployed GSM network, which is the 2nd generation wireless network, typically provides a payload bit rate ranging from 10 to 15kbps. The enhanced GSM network, general packet radio services (GPRS), provides a slightly higher payload transmission rate as compared with GSM network, which ranges from 9 to 21.4kbps (per time slot). The development of 3rd generation wireless network, UMTS, is targeted to provide high speed packet data services in addition to offering high capacity for voice service [9]. The payload data rate of UMTS can reach a maximum of 2Mbps when the user is in indoor environment and nobody competes with him for bandwidth. It is obvious that a user cannot maintain the maximum payload data rate during an entire video communication session. The payload bit rate of UMTS is more likely in a range from 32 to 384kbps, which is meant for use in outdoor-to-indoor and pedestrian environment. In other words, the wireless network puts a strict constraint on the payload data rate. It is important for the video communication system to use the limited payload data rate efficiently and effectively.

2.2.2 Channel errors of wireless networks

Wireless network is known to suffer from high Bit Error Rate (BER). In radio communications, the signals transmitted over radio channel are subjected to both small-scale and large-scale signal variations [16]. The small-scale signal variations are due to multipath signal propagation. The signals in each path may have different time delays and attenuations, which introduces time delay spread and amplitude fluctuations on the received signal. The large-scale signals variations include path attenuations, terrain obstructions, antenna height. Transmission errors of a wireless network range from single bit errors to
burst errors or even a loss of the connection. Therefore, the design of a good wireless video communication system always involves the design of a good error protection scheme that enable the video bitstream to recover from unexpected channel errors.

2.2.3 Variable payload data rate in wireless network

Besides the limited payload data rate, a wireless network also has a variable payload data rate. The reason is that the wireless network provides several channel coding schemes and adopts adaptive bandwidth allocation scheme. In UMTS network, the bandwidth is allocated dynamically to a user depending on the number of users. When the number of users increases, UMTS decrease the bandwidth allocated to each user. Therefore, the payload data transmission rate of UMTS network is variable depending on the number of mobile users. Furthermore, UMTS supports 1/2 and 1/3 rate convolution coding for small number of users and 1/3 rate turbo coding for large number of users. It is well known that different channel coding schemes add different number of redundant bits to the basic payload. The payload data transmission rate is therefore variable even if the same bandwidth is allocated to a mobile user. The video application needs to adapt to variable payload data rate in order to use the wireless network efficiently.

2.2.4 Bursty characteristic of video transmission

As discussed above, the raw 30fps QCIF video sequence without compression requires a transmission data rate of around 6Mbps. Even with state-of-the-art compression, e.g., MPEG-4, television quality video sequence requires a few mega bits per second, while for low resolution, limited motion video sequences, a few tens of kilo bits per second is required [17]. The video transmission puts a lot of demanding in terms of bit rate [9], which offers technical challenges to wireless video communication system.

In addition to the high bit rate characteristics, video applications typically have bursty
characteristics. It is observed that the video encoder described Figure 2.2 produces a variable number of bits per frame that sometimes changes very abruptly. Figure 2.3 shows the number of bits per frame for a video sequence. The video test sequence Foreman is encoded by a constant quantization parameter. It is observed that the 64th frame requires around 5000 bits, but the 59th frame only needs about 700 bits. The decoded video picture quality are shown in Figure 2.4 which includes the 59th and 64th frames. Different video frames contain distinct texture and motion information, therefore, resulting in different number of bits are generated to represent different video frames. Next, the frame types, i.e., intra-frame and inter-frame, play important roles to the number of bits per frame produced by the video encoder. Generally, inter-frame requires less number of bits than intra-frame because the temporal redundancy is eliminated for Inter-frame. Furthermore, VLC adds variety to the number of bits per frame because different spatial correlations exists for different frames. Finally, the encoding parameters of the video encoder, such as

Figure 2.3: The number of bits per frame for video test sequence Foreman. The video sequence is encoded by H.264 video encoder at a constant quantization parameter 30.
subjective picture quality comparison for video test sequence Foreman, 2.4(a): the 59th frame; 2.4(b): the 64th frame. The video sequence is encoded by H.264 video encoder at a constant quantization parameter 30.

Figure 2.4: Subjective picture quality comparison for video test sequence Foreman, 2.4(a): the 59th frame; 2.4(b): the 64th frame. The video sequence is encoded by H.264 video encoder at a constant quantization parameter 30.

quantizer step size, also affect the number of bits per frame. For example, for a given frame and a frame type, a small quantizer step size generates a larger number of bits than a large quantizer step size. Typically, the reason is that more video information are lost when quantizer step size is large, and therefore it can be encoded with fewer bits. Wang [18] shows that the number of bits normally decreases as the quantization parameter increases, but researchers have found that the average number of bits of a frame does not vary linearly with the quantization parameter of the frame [18][19].

2.2.5 Sensitivity of video bitstream to bit error rate

Without special schemes, compressed video signals, i.e., video bitstreams, are extremely vulnerable against transmission errors. If a single bit error occurs in the transmitted video bitstream, the decoder cannot correctly identify the next unique synchronization codeword in the received video bitstream because of VLC coding, so that the whole data within the MB becomes corrupted and the decoder cannot reconstruct the MB correctly.
Considering compression schemes that rely on inter-frame for high compression efficiency, i.e., the previously encoded and reconstructed video frame is used to predict the next frame, the loss of information in one frame will propagate to the following frames. Therefore, one bit error in the transmitted video bitstream has considerable impact on the quality of the reconstructed video.

### 2.2.6 Challenges of wireless video communication system

Wireless video communication system offers a number of interesting technical challenges. One of the issues is that video bitstream is sensitive to the high error rate of the wireless network. The well known technique to combat transmission errors is forward error correction (FEC) [20][21][22]. FEC is normally implemented by the channel encoder and decoder. The channel encoder adds redundant bits to video bitstream and the channel decoder uses the redundant bits for error detection and correction. FEC has the effect of increasing transmission overhead and reducing bit rate for the payload data. A good FEC scheme should be adaptive to time-varying channel BER, so that it not only protects the video bitstream well but also uses the available channel bandwidth efficiently. Therefore, the problem of how to allocate the channel bandwidth between the video encoder and channel encoder in order to use the limited channel bandwidth efficiently is an important problem in wireless video communication. This thesis examine the joint source channel rate control method and how it can solve the problem.

Another issue is that bit rate of the video encoder should adapt to the variable payload data rate of the wireless network in order to make full use the capability of the wireless network. However, as discussed in above section, the bit rate of the video encoder is also variable due to inherent characteristics of the video encoder and video frames. The problem can be solved by adopting proper source level rate control, i.e., how to control the video encoder to achieve a specified data rate. In section 2.4, we review the current existing joint
source channel rate control schemes and rate control for video encoder.

2.3 Error control for wireless video communication system

Before reviewing joint source channel rate control, it is important to review different error control schemes for wireless video communication system. The video bitstream is highly sensitive to data packet loss and unexpected channel bit errors, the decoded video quality is bound to suffer dramatically due to high channel bit error rate (BER) (ranging from $10^{-3}$ to 0.1) as a result from adverse channel conditions. The quality degradation is exacerbated when no error control mechanism is employed to protect encoded video data against the hostility of wireless channels, as the temporal and spatial predications used in the video standards lead to error propagation in both time and space domain. In order to mitigate the degradation of decoded video quality caused by wireless channel errors, error control and concealment schemes must be applied to both the video encoder and decoder. Wang and Zhu [23][24] reviewed the existing error control and concealment techniques in video communication systems.

**Zero-redundancy error concealment technique** Error concealment schemes are usually employed at the video decoder side to conceal the effects of errors by predicting the lost or corrupted video data from correctly decoded data information. Suh and Ho [25] describe a temporal domain recovery technique by using spatiotemporal redundancies in the received video signal for data recovery. The motion vector (MV) recovery performance is improved with three concealment methods including the modified average algorithm, the extension matching algorithm with an initial MV, and the MV recovery algorithm using optical flow fields. Some other well known error concealment techniques are maximally
Error resilience video coding technique Video encoder uses error resilience source coding techniques to enhance the robustness of compressed video bitstream. One of the famous error resilience video coding techniques relies on re-synchronization markers which can help the video decoder to regain synchronization when video bitstream corrupts. Talluri [29] introduces the robust video coding methods standardized in ISO MPEG-4 and they suggested using re-synchronization strategies, data partitioning, reversible VLCs and header extension codes (HEC). Another well known technique is adaptive reference selection, in which the reference frame used for ME/MC can be any of the previously encoded frames. For example, in [30], the video encoder selects frames which are received correctly by the video decoder as references for ME/MC.

Transport level error control The transport level error control is a technique to protect video packets from transmission errors, which operates at transport level. In contrast to the error resilience video coding technique which adds redundant bits within bitstream, the transport level error control technique will not alter the bitstream of the video encoder. Automatic repeat request (ARQ) is one of the widely used error control techniques at the transport level [31]. This technique can efficiently recover packet loss, but the video source must have an ARQ buffer to hold the sent-out packets until the receiver acknowledges receipts of correct frames or packets. If the video packets are corrupted, the video source will retrieve the packets and resend them. FEC is also widely used in communication systems to detect and correct errors at transport level. For example, in H.261 and H.263, a (511, 493) Bose Chaudhuri Hochquenghem (BCH) code is used and it can correct 2 bits of random errors per video packet [32]. Hybrid schemes which combine FEC and ARQ together are also possible and they can be divided into type I and type II ARQ. In type I hybrid ARQ, redundant bits are added to every data packets no matter they are re-
transmitted or not. In contrast, in type II hybrid ARQ, redundant bits are transmitted only when they are needed and the erroneous packet is kept for future use rather than discarded. In [33], an improved hybrid ARQ scheme is proposed. Because certain error correction capability is provided by using FEC protection in each (re)transmitted packet, video packet can be recovered from each transmission or retransmission alone if the errors are within the error correction capability. The ARQ packets can also be combined with previously transmitted packets to formulate a more powerful method to recover the data. Hybrid ARQ have been studied intensively over the past few years, and more research results are presented in [34][35].

2.3.1 Unequal error protection

Masnick and Wolf [36] introduce unequal error protection (UEP) and the UEP is employed in applications where the transmitted data is a coded signal such as speech, audio and image. The basic principle of UEP is that the channel encoder gives unequal protection to the outputs of the source encoder, based on the knowledge of error sensitivity of the source bits, as well as the channel conditions. For example, in video signal transmission, it has been shown that motion vectors (MVs) are more important for image reconstruction than the texture information. Obviously, video bitstream which have a greater impact on the overall picture quality, e.g., MVs, should be protected with a stronger protection. For example, Martini et al. [37] evaluates the effect of errors in different bits of a MPEG-4 bitstream and draws the conclusion that UEP is a better method than equal error protection (EEP) to protect video bitstream. Later, he proposes a method in [38] to calculate FEC code rate for UEP, and both UEP-protected bitstream and EEP-protected bitstream have the same number of bits after adding redundancy. More recent work in this area deals with UEP on multicast network [39]. By using different codes for UEP, the loss of multicasting packets on an unreliable multicast network can be recovered. Due to the fact that by using UEP, only one logical multicast channel is required, it is more practical
than other schemes requiring many separate multicast channels. The UEP can not only be used in ME/MC DCT based video communication systems, but has also recently been proposed in wavelet based encoder systems \[40\] \[41\]. In \[40\], the data from wavelet encoder are protected by codes with four different levels of error protection capabilities according to their significance. Each level of the UEP code is designed for a specific digital matched filter with pseudo-noise code synchronizer. A physical layer UEP scheme is proposed in \[42\] and the scheme is not only intended for video service but also other services which require different quality of services (QoS). The QoS attributes of applications such as delay and so on are directly associated with the amount of redundancy that the channel encoder will add.

In some cases, the video bitstream is allocated to different transmission channels, and the main design issues are how to optimally allocate the video bitstream into different channels and how to design error correcting codes with different error correcting capability for different channels. Multiple description coding (MDC) is a main technique used to optimally allocate the bitstreams or represent the input images with multiple bitstreams. Research in this area can be found in \[14\] \[43\] \[44\]. The problem of how to design the error correcting codes for different sub-channels has been studied in \[45\] \[46\]. In \[45\], a video sequence is first divided into two groups of pictures and then protected by multiple sub-bitstream UEP scheme. At the decoder side, the correlation between two groups of pictures are used to recover lost packets. It has been proved that UEP can be combined with sub-channels transmission efficiently. In \[47\], MDC is used together with sub-channel transmissions to protect motion vectors from transmission errors. These methods can also be regarded as a special kind of UEP because different sub-channels can have different channel coding schemes and are suffered from various error patterns.

Recently, layer coding (LC) has been receiving increasing attention in various video applications. The basic principle of LC is that the first or base layer is coded independently,
and subsequent (enhancement) layers are coded dependently, and each layer of the hierarchy can increase the frequency, spatial, and temporal resolution over that of the previous layer [48]. Research works about LC can also be found in [49][12]. LC can be treated as a special kind of MDC in that LC consists of several sub-bitstreams of an image, in which the enhancement sub-bitstreams depend on the base sub-bitstreams. A comparison between LC and MDC is given in [50]. Similarly, the LC bitstream can also be protected by UEP or transmitted in different sub-channels in order to improve the system efficiency. For example, in [51], Schaar applies more error protection to base layers and less protection to enhancement layers, which results in a significant improvement in packet-loss resilience.

2.4 Rate control schemes for video communication system

Separation Theorem: In conventional communication systems, source coding and channel coding are usually concatenated and the source coder and channel coder are designed separately. This is based on Shannon’s famous coding theory [52] which states that the system design can be optimized by separately optimizing the source encoder/decoder pair and channel encoder/decoder pair [53]. Although the separation theorem has been proved theoretically, it has problems when it is applied to a practical scenario. Firstly, the source coding theory assumes that the channel is error free and the channel coding theory assumes that the channel inputs are independent identically distributed (i.i.d.). However, in practical communication systems, the channel errors normally exist and the encoded signals always contain redundancy and therefore the i.i.d. assumption does not hold. Furthermore, the separation theorem assumes that there is no constraints on the complexity and delay of the source and channel coders which is often not true in practical situations.
**Joint source channel coding:** The basic idea behind almost all joint source channel coding (JSCC) techniques is to exploit the knowledge of the source or/and channel characteristics in the design of the source/channel coder to make it robust to channel errors. Recent research have indicated that JSCC is a necessary means to provide an efficient and robust video transmission in practice [54]. JSCC encompasses a range of schemes which include [55]:

1. Rate allocation (control) between the source and channel encoders;
2. Optimization of the channel encoder according to source characteristics;
3. Design of the channel encoder considering residual source redundancy;
4. Modification of the source encoder and decoder structures according to channel characteristics.

For example, the UEP discussed above is a technique that designs channel codes to capitalize on specific source characteristics. It is apparent that a joint source-channel encoder/decoder is much more difficult to design than separate design of the source encoder/decoder and channel encoder/decoder. A pragmatic approach is to keep the source coder and channel coder separate but optimize their parameters jointly, and the key problem of the optimization is the bit allocation between the source encoder and channel encoder [56]. In this thesis, we call it joint source channel rate control.

In wireless video communications, compressed video bitstream need to be transmitted over wireless channels that have inconsistent and time-varying data rate and variable BER. To make the best use of available wireless network resources at any time, anywhere and provide a maximum level of subjective video quality for users, an adaptive rate control mechanisms must be used in video communication systems to improve the system efficiency as well as the decoded picture quality [57]. Given a time-varying channel bandwidth $U_c$ and
channel BER, the determination of the most appropriate channel coding scheme and the corresponding rate control algorithm must be solved together, in order to achieve an optimal trade-off between the bandwidth efficiency and the performance of the video service. In general, rate control schemes can be classified into two aspects, i.e., rate control between the video encoder and channel encoder [58][59][60] and rate control for the video encoder alone [13][61] [62][63]. Next, we will review the existing joint source channel rate control schemes for video communication systems.

2.4.1 Joint source channel rate control

A variety of techniques have been proposed to enhance the robustness of the encoded video signals, such as error control schemes proposed in [55][64][65] and adaptive intra-frame coding proposed in [11][66]. For error control techniques, even though FEC or ARQ is employed, some redundant information according to a specific error control mechanism are added to the compressed video data to provide error-resilience features to video bitstream. This process will decrease the bandwidth allocated to the video encoder when the total bandwidth is fixed. Even for the video encoder alone, different encoding schemes lead to different compression efficiency and error robustness. For example, intra-frame coding provides robustness to the encoded video bits but results in a higher bit rate than inter-frame coding. Nevertheless, with too many intra-frame coded MBs will significantly decrease the compression efficiency of the video encoder. In designing the video communication systems, a trade-off should be made between throughput and reliability. Reliability can be increased with a reduction in throughput. Conversely, the throughput can be increased with a reduction in reliability.

Error control schemes, such as FEC and ARQ, are often used to correct errors introduced by transmission of the message through error-prone channels. ARQ scheme requires a feedback channel to transmit retransmission request, while FEC has no such requirements.
Joint source channel rate control with FEC

When FEC is used as an error control technique, the video communication system must decide on the optimal FEC code rate. Suppose the input video sequence is $X_1$, the encoded video bitstream is composed of $b_i, l = 1, 2, ..., L$, each belongs to a priority classed $P_l$. $L$ is the total number of bitstream components. $b_i$ is then coded by a channel encoder with code rate $C_l$. Given the transmission channel conditions, such as the available bandwidth and BER, the encoder needs to find the optimal bit allocation scheme between the video encoder and channel encoder in order to minimize the overall picture distortion at the receiving end. To be more specific, suppose the overall coding rate is $R_{\text{budget}}$, an optimal bit rate allocation should be made between the video encoder and channel encoder, in order to minimize the total distortion $D_{s+c}$, which is composed of the source distortion $D_s$ and channel distortion $D_c$, i.e.,

$$\text{minimize } D_{s+c},$$

subject to $R_{s+c} \leq R_{\text{budget}}$

In the above equation, $R_{s+c}$ (bps) is the actual overall bit rate after the video encoding and channel encoding. For UEP-based video communication system, $R_{s+c}$ is defined as

$$R_{s+c} = \sum_{l=1}^{L} R_{s+c,l}$$

where $L$ is the maximum number of sub-bitstreams. $R_{s+c,l}$ (bps) is the actual overall bit rate for the $l$th sub-bitstream $b_i$. For example, when EEP protection is employed to the H.263 bitstream, $L = 1$. 

JSCC with FEC protection have been studied in [64][65], and JSCC with ARQ protection have been discussed in [67][68].
In order to derive an efficient bit allocation scheme between the video encoder and channel encoder as well as achieve good picture quality, one of the key problems is how to obtain the actual rate distortion characteristic of the video communication system. The reason is that once the rate distortion characteristic is obtained, the well known Lagrangian method [65] can be used to solve the above optimization problem. Early works in the estimation of $D_{s+e}$, e.g., proposed in [69], ignore the error propagation beyond one frame and approximates total block distortion as a simple sum of the quantization distortion of that block and weighted concealment distortion of corresponding blocks in the previous frame. Recently, a number of studies reported in [56] and [64][11][66] focus on robust estimation of $D_{s+e}$. For example, in [64], an operational universal rate-distortion function is constructed by iterative encoding a frame according to characteristics of selected video coder, channel coder, coding rates, and channel conditions. The performance of this rate distortion function is constrained by its complexity, which grows exponentially with the number of iterative encoding times. Methods for reducing the complexity in obtaining the rate distortion characteristic are normally based on empirical models and theoretical derivations. One of the empirical models is given in [56], in which the distortion is represented by two simple parameters. However, the drawback of this approach is that the necessary model parameters cannot be derived from the commonly used signal statistics, such as the variance, correlation, or power spectral density. Zhang et al. [66] derive a recursive algorithm to estimate the overall distortion at pixel-level after analyzing the error concealment method and error propagation between frames. The accuracy of the rate distortion estimation is maintained since the algorithm considers previously decoded frames. However, the computation of the overall distortion could be very complex due to different channel coding schemes, and correlations between the source and channel distortions. He et al. [11] thus make an assumption that the source distortion and channel distortion are uncorrelated with each
other, and the overall distortion can be written as [11],

$$D_{s+c} = D_s + D_c$$ (2.4)

In this case, the source distortion and channel distortion can be computed separately and then summed together to obtain the overall end-to-end distortion. For example, following [11] within the $\rho$-domain, the source distortion model $D_s$ can be written as

$$D_s = \sigma^2 e^{-\alpha(1-\rho)}$$ (2.5)

where $\sigma^2$ is the variance of the video signals [70]. $\alpha$ and $\rho$ are parameters. The channel distortion $D_c$ is a function of the packet loss ratio and mean square error (MSE) between the reconstructed frames $n$ and $n-1$. Clearly, it is easier to derive the overall distortion by calculating $D_s$ and $D_c$, separately. Recently, Z.G. Li et al. [71] propose a joint source channel coding method which does not rely directly on robust estimation of $D_{s+c}$. By adapting channel coding rate to time-varying channel conditions, Z.G. Li computes the bit rate for source coding and the FEC rates for channel coding simultaneously.

**Joint source channel rate control with ARQ**

The joint design of the video encoder and ARQ scheme is introduced in [67] and it is different from the integrated design of the video encoder and FEC, in which a trade-off is made between source coding accuracy and channel error protection capability to minimize the end-to-end distortion. By applying the joint source channel coding with ARQ, lossless-source coding and channel coding are combined to prevent the video decoder from reconstructing garbled data, while maximizing the channel throughput efficiently [68]. The video encoder adds some special markers at the compressed video bitstream and they will be examined by the video decoder for video signal reconstruction. A request for retransmission is generated if a marker does not appear in its proper location.
It has been shown that purely passive error recovery techniques such as ARQ generally provide inadequate reconstructed video quality and therefore some level of FEC may be necessary to provide a reasonable quality of service [64]. In this way, Hybrid ARQ/FEC method is a more attractive method than pure ARQ. Intuitively, a FEC based ARQ scheme is better than conventional ARQ in that during retransmission following an error, there is no need to send the whole packet but only the partial information. For more details, please refers to [72][73].

2.4.2 Rate control for the video encoder alone

In block-transform video coders, there are several different encoding parameters which can be adjusted to control the output bit rate. Any attempt to control the output bit rate of a video encoder involves trade-off between picture quality and compression efficiency. Therefore reducing the output bit rate of the video encoder could be done at the expense of a degradation in picture quality. On the other hand, improving picture quality could be done at a cost of increased output bit rate of the video encoder. In a real-time video communication system, the encoded bits are normally placed into a small buffer, which resides in the video encoder, and a finite number of bits can be sent from the buffer during each frame interval. Rate control for the video encoder alone is therefore responsible for avoiding buffer overflow and underflow under a given output bit rate and buffer size. Examples of work in this area include the model-based rate control [70][74][75] and the operational rate-distortion based rate control [76][10][77]. As indicated, the model-based rate control scheme is based on some empirical rate models, and the output bit rate is a function of encoding parameters of the video encoder. In this way, for a given bit rate allocated to the video encoder, the rate models are used to derive appropriate encoding parameters, such as quantization parameter, the number of skipped frames and so on. On the other hand, the operational rate-distortion based rate control is an optimization
problem to find the best encoding parameters.

**Quantizer step size determination**

By changing the quantizer step size is the most direct approach for the video encoder to satisfy the bit rate requirement. When the video encoder adopt a larger quantizer step size to encode a frame, the video signal information loss increases, and less bits are required to encode the frame.

**Model-based quantizer step size determination** In model-based quantizer step size computation, a rate model is firstly built and it is a function of several parameters of the video encoder. For example, the quadratic rate-quantizer model is adopted by the MPEG committee in July 1997 as a part of the video verification model for rate control. It is given by [75]

\[
T_{\text{texture}} = \frac{x_1 \times \text{MAD}}{QP} + \frac{x_2 \times \text{MAD}}{QP^2}
\]  

(2.6)

In the above equation, \(T_{\text{texture}}\) denotes the number of bits for the texture. \(\text{MAD}\) is the mean absolute difference of the texture, which is an indication of the MB complexity and can be obtained after ME/MC. \(QP\) is the quantization parameter for the frame, which has a fixed relationship with quantizer step size. For example, in H.263 the quantizer step size is two times as big as the quantization parameter. \(x_1\) and \(x_2\) are the first- and second order model coefficients. The main procedure of the model-based quantization parameter can be divided into four stages: (i) initialization, (ii) computation of the target bit number for the current frame, (iii) computation of the quantization parameters for the current frame by using a rate model, (iv) updating the rate model parameters and buffer level as well as other parameters of the rate control scheme based on the results obtained from the current frame.
The initialization stage initializes a buffer level of the video encoder. It sets a maximum buffer size, and a frame skip threshold. In the later encoding processing, the video encoder will determine whether it skips the next frame based on frame skip threshold and buffer level.

The computation of the target bit number for the current frame has several different methods. For example, it can be derived directly from the bit rate allocated to the video encoder, i.e.,

\[ B_s = \frac{R_s}{F_r} \]  

(2.7)

where \( R_s \) (bps) is the bit rate allocated to the video encoder, \( F_r \) (fps) is frame rate, and \( B_s \) (bits) is the number of bits allocated to the current frame. However, such method has been replaced by some better target bit number computation algorithms, in which the current buffer level before encoding is taken into account. For example, in [70], the target bit number for the current frame is given by

\[ B_s = \frac{R_s}{F_r} - \Delta \]  

(2.8)

where \( \Delta \) is defined as

\[ \Delta = \begin{cases} \frac{W}{F_r}, & W > Z \times M \\ W - Z \times M, & \text{otherwise} \end{cases} \]  

(2.9)

in which \( W \) (bits) is the current buffer level, \( Z \) is the threshold value, and \( M \) (bits) is the maximum buffer size. In TMN8 rate control [70], \( Z = 0.8 \). If current buffer level is greater than 0.8\( M \), then the encoder knows that too many bits are stored in the video encoder buffer, therefore it uses less bits to encode the next frame. In contrast, if the buffer level
is less than 0.8M, then the encoder knows that fewer bits are in the video encoder buffer, so it uses more bits to encode the next frame.

The quantization parameter of the current frame can be computed by using known coefficient values. In TMN8 rate control scheme, the quantization parameter is given by [70]

\[
Q = \sqrt{\frac{16^2 \times K \times MAD \times S}{B_L \times \alpha}}
\]

where \( Q \) is the quantizer step size. \( MAD \) is the mean absolute difference of the texture. \( B_L \) (bits) is the number of bits for remaining uncoded MBs. \( S \) is the total MAD for remaining uncoded MBs. \( K \) and \( \alpha \) are model coefficients whose values are known a priori by the video encoder, and shall be updated from previously encoded frames. It is obvious that different rate models lead to different ways to calculate the quantization parameter. For example, in [74], the quantization parameter \( QP \) is calculated by

\[
QP = \left( \frac{\beta}{B - \alpha_1} \right)^{\gamma}
\]

where \( B \) (bits) is the number of bits. \( \alpha_1, \beta \) and \( \gamma \) are the model coefficients whose values are well known by the video encoder, and shall be updated from previously encoded frames. He et. al [78] proposed a new source model which is given as below

\[
QP = \theta \times (1 - \rho)
\]

where \( \theta \) is a constant. \( \rho \) is the percentage of the zeros among the quantized transform coefficient. \( \rho \) monotonically increases with the quantization parameter \( QP \).

It is important to update coefficients of all rate models from previously encoded video
frames, so that an accurate calculation of the quantization parameter for the rest of frames can be achieved. Pan et al. [79] update the coefficients of the quadratic rate-quantizer model by using the least-square algorithm. In this way, the quadratic rate model adapts itself to the input video sequence and provides a more accurate calculation of quantization parameters for the rest of the frames. Researchers also propose to improve the rate-quantizer model accuracy by iteratively encoding the same frame and update the model using the data obtained from the iterative process [74] [80].

A lot of work has gone into finding a more accurate rate-quantizer model for the video encoder. In order to improve the accuracy of the rate-quantizer model, one has to accept the complexity increase which is brought by the new models. For example, Lin et al. [80] propose a cubic spline approximation model in which the bit numbers and quantization parameters are collected at several sample points and are used to derive a spline function, in which the quantization parameter is an independent variable of the spline function. The cubic spline model achieves good performance for estimating the bit number at a cost of computational complexity because it uses an iterative encoding process.

Rate-distortion based quantizer step size determination The rate distortion problem is formulated as follows [81]: finding an optimal quantizer, or operating point, $x(i)$, for each coding unit $i$ such that

$$\sum_{i=1}^{N} r_{i}(i) \leq R_T$$

(2.13)

and the total distortion of all coding units is minimized. In the above formulation, $N$ is the total number of coding units. $r_{i}(i)$ (bits) is the number of bits of the unit $i$. $d_{i}(i)$ is the distortion of unit $i$ using quantizer $x$. $R_T$ (bits) is the total number of bits which is given to the total coding units. The solution to this problem relies on the Lagrangian optimization
technique [82][83]. In Lagrangian optimization approach, the constrained optimization problem as shown in equation (2.13) is equivalent to the unconstrained problem derived by introducing a non-negative Lagrange multiplier $\lambda$ associated with each rate constraints. The problem can be formulated as

$$\text{Find the quantizer choice } x^* \text{ such that}$$

$$x^* = \arg \min \sum_{i=1}^{N} f(d_{ix(i)}) + \lambda \sum_{i=1}^{N} r_{ix(i)}$$

where $f(d_{ix(i)})$ is the distortion of the $i$th coding unit when it is encoded with quantizer $x$. The solution to the problem is to find out an appropriate value of $\lambda$ such that no constraint is violated.

One of the key problems of rate-distortion based rate control is how to obtain an accurate and robust rate distortion model, which has been studied intensively. Most of the rate distortion formulations focus on improving estimation accuracy of the rate, and often implicitly assume that the distortion is a linear function of the quantization scale and does not consider error propagation in inter-frame coding. Recently, in [76], the inter frame distortion approximation method has taken the dependencies that arise in the choice of quantizers for the reference frames into account.

Frame rate determination

The frame rate is the number of encoded frames per second, and it is another important encoding parameter which affects the encoded bit rate. Since the frame rate control method targets at reducing the temporal but not the spatial redundancies of the video signals, it is generally used when the quality of individual pictures cannot be compromised [84]. Frame skip has been introduced in some existing rate control schemes [70][75], and it is a very simple way to change the frame rate. In [70], it is proposed that if the current buffer level $B$,
is greater than the threshold buffer value $B_{th}$, the video encoder will skip the next several frames until the buffer level $B_s$ is smaller than $B_{th}$. At the decoder side, the video decoder will display the recently received image until the next frame comes to the decoder. Frame skip is a very effective method to reduce the output bit rate at the expense of degradation in picture quality.

Reduction of frame rate is often used in transcoder as a way to transmit video signals through different networks with distinct data transmission rates. For example, in a wireless network which normally has limited data transmission rate, the quality degradation due to low bit rate is significant with a frame rate of 25 or 30 frames per second. [85][86][87] present some results on how to sophisticatedly drop the frames.

Other techniques

Although the quantizer step size and the number of skipped frames are the two most widely used encoding parameters for rate control schemes, other encoding parameters can also be used. Since the video encoder has a lot of encoding parameters, modification of any of them will affect the output bit rate of the video encoder. Turaga and Chen [88] apply InterIntra mode decision to the rate control algorithm as inter-frame coding is more efficient when ME/MC is effective and intra-frame coding is more efficient when there is a scene change or when input video sequence consists of fast motion scenes. Another way to modify the output bit rate of the video encoder is to encode only certain number of low frequency coefficients of DCT, which is called pruning technique. Fewer bits are generated per MB at the cost of reduced quality due to removal of high frequency coefficients. Such pruning techniques have been studied in [89][90]. Another simple way to modify the output bit rate of the video encoder is to use different video encoders with various compression efficiency. This method is called spatial scalability [91] and it is widely used in transcoder, in which the compressed bitstream is firstly decoded and then re-encoded by another different en-
coder to produce a different bit rate.

2.5 Tools

2.5.1 Measurement of distortion

For a quantitative analysis of wireless video systems, we need a measurement for the video signal distortion introduced by the video encoder and/or the wireless channel. Although people can perceive the subjective picture quality at the decoder, one cannot quantify by how much the picture quality degrades. In practice, the most common distortion measurement relies on MSE which provides a rather consistent measurement result as long as the video signals to be compared are affected by the same type of impairment [92]. For example, the subjective quality produced by a particular video encoder at two different bit rates for the same input video signal can usually be compared by PSNR.

Given a video frame \( f(i, j) \) that contains \( M \) by \( N \) pixels, and a reconstructed frame \( F(i, j) \) which is reconstructed by decoding the encoded version of \( f(i, j) \). Distortion measurement is computed on luminance signals, and the pixel value \( f(i, j) \) ranges from black (0) to white (255). MSE is defined as

\[
D_{MSE} = \frac{\sum_{i=1}^{M} \sum_{j=1}^{N} [f(i, j) - F(i, j)]^2}{M \times N}
\]  

(2.15)

where \( D_{MSE} \) is the MSE of the reconstructed frame relative to the original video frame.

It is noted that MSE is usually converted to PSNR which is then used as a measurement of the distortion of a reconstructed image as compared with the original image. PSNR (dB)
is defined in decible as follows

\[ PSNR = 10 \log_{10} \left( \frac{255^2}{D_{MSE}} \right) \]  

(2.16)

where 255 is the peak-to-peak range of the encoder and decoder video signals. \( D_{MSE} \) is the MSE between the original and reconstructed video frames. The evaluation of PSNR is normally based on the luminance component (Y) of the video image. PSNR increases with increasing picture quality. Figure 2.5 shows a subjective comparison of video frame. The video frame is encoded with H.264 video encoder. In Figure 2.5(a), quantization parameter of the encoder is equal to 2, while in Figure 2.5(b), the quantization parameter of the encoder is 50.

In additional to those objective distortion methods, subjective methods are also very important ways to evaluate video quality. In a common subjective test, the subjects are asked to comment on various aspects of the video image. Does the video resolution of the
image give a good likeness of the subject matter? Is the frame rate of the video display fast enough to give a good indication of the motion of the subject? T. Alpert1 et. al [93] provides a great details on subjective test methods and results for MPEG-4 video coding.

2.5.2 Linear regression method

Linear regression method or least squares is by far the most widely used modelling method. In this thesis, we will use this method to update coefficients of models used in the thesis. Most analytical methods are characterized by a linear relationship between the independent variable (input) and the response of the system, i.e.,

\[ y = m \times x + b \]  

(2.17)

In the above equation, \( x \) is the independent input. \( y \) is the response which can be observed. \( m \) and \( b \) can be determined from a series of experimental results.

Suppose that we have a collection of input data \( X = \{x_1, x_2, x_3, \ldots, x_n\} \) and the corresponding response \( Y = \{y_1, y_2, y_3, \ldots, y_n\} \). \( m \) and \( b \) can be derived from observed sequence (see Appendix A for the detailed proof).

\[ \hat{m} = \frac{n \sum_{i=1}^{n} x_i y_i - \sum_{i=1}^{n} x_i \sum_{i=1}^{n} y_i}{n \sum_{i=1}^{n} x_i^2 - (\sum_{i=1}^{n} x_i)^2} \]  

(2.18)

\[ \hat{b} = \frac{\sum_{i=1}^{n} x_i^2 \sum_{i=1}^{n} y_i - \sum_{i=1}^{n} x_i y_i \sum_{i=1}^{n} x_i}{n \sum_{i=1}^{n} x_i^2 - (\sum_{i=1}^{n} x_i)^2} \]  

(2.19)

In this thesis, the size of input data is \( n \) and it is assumed that \( n \) is fixed. The assumption is based on the facts that not all of previously encoded frames are useful for updating linear model coefficients. There are a lot of similarity between successive frames. However, those similarity do not exist if the frame is far away from the other one.
Linear regression method relies greatly on the previous encoded frame. The size of the sliding window should be chosen carefully in order to handle both fast motion scenes and slow motion scenes. If the scene of input sequence changes significantly, i.e., the input consists of a high motion scene, a smaller window with more recent data points is used. Otherwise, a larger window with more past data points is used.
Chapter 3

Adaptive Joint Source-Channel Rate Allocation For Video Transmission

3.1 Introduction

The transmission of video signals over networks, especially wireless networks, presents a number of challenging problems that remain to be resolved. One of the most difficult issues stems from the inevitable transmission errors due to various channel impairments such as fading, interference and noise. The raw video signals are compressed by encoding algorithms such as MPEG-4 [3] and H.263 [94] to reduce the number of bits which are required to be transmitted to the decoder. As the video signals that are being transmitted are compressed for bandwidth efficiency, a single bit error may cause severe degradation in video quality.

It is often necessary for a video transmission system to provide some form of error resilience features to protect video bits from channel errors, e.g., layered coding with transport prioritization [23]. FEC is well known, for both its error detection and error correction capability in data communications by adding an amount of controlled redundancy to the original in-
formation. There is no doubt that the channel decoder can correct most of the transmission errors if enough redundancy is added, and that means that channel distortion is reduced at a cost of redundancy. As the transmission rate of the wireless channel is usually limited, when redundant bits are added, the bit rate allocated to the video encoder has to be reduced, which usually leads to an increased quantization distortion to the encoded video signals. In this chapter, we focus on the problem of how to efficiently allocate available channel transmission rate between the video encoder and channel encoder to effectively minimize the end-to-end distortion, thereby achieving the best reconstructed picture quality.

A pragmatic approach for current state of the art joint source channel rate control scheme is to design the video encoder and channel encoder separately, but optimize their parameters jointly [56]. As the encoded video bitstreams are not equally sensitive to channel errors, an effective joint source channel rate control scheme should protect the encoded video bitstreams by different error correcting codes and different FEC code rate, according to the error sensitivity of the bitstream and the channel characteristics [64].

For this chapter, based on the analysis of the behavior of the video encoder, channel encoder and decoder as well as error pattern of the transmission channel, we develop a novel joint source channel rate control scheme for non-layer video communication systems working in error-prone environments. Our objective is to allocate bit rate to the video encoder and channel encoder adaptively, such that for sub-bitstreams with different importance and corresponding error-concealment methods applied to them, the end-to-end distortion is minimized for a given channel condition. This chapter is not to obtain performance bound based on kinds of assumptions and a lot of computational complexity, but a practical solution which can be applied to real time video communication systems. Therefore, the proposed scheme is low in complexity but yet effective.
In order to fulfill the objective, decoded BER is proposed to be used as a control component in our scheme to solve the classical rate allocation problem. The decoded BER is the BER of the video bitstream at the video decoder after channel decoding. The proposed rate allocation scheme avoids searching a large parameter space, which includes parameters of the video encoder and parameters of the channel encoder, and constructing complex rate-distortion models, and it is adaptive to time-varying channel conditions such as the channel bandwidth and BER. Since UEP is employed in our scheme to protect each class of video sub-bitstream, and it is also adaptive to time-varying channels, maximum efficiency in using the bandwidth or transmission bit rate of the channel can be achieved. Our extensive experimental results demonstrate that the proposed rate allocation scheme provides very good performance as compared with the existing methods for rate control, while the computational complexity of our method is significantly reduced.

The organization of the rest of this chapter is as follows. An overview of the general wireless video transmission system as well as error control techniques are presented in Section 3.2. The measurement of the overall end-to-end distortion of the video coding and transmission system is introduced, and the equations used in the distortion measurement are simplified in Section 3.3. Section 3.4 gives a detail description of our proposed adaptive joint source channel rate allocation scheme using decoded BER as a control arguments. Section 3.5 evaluates the performance of our proposed scheme. Finally, Section 3.6 concludes the chapter.
3.2 UEP-based video communication system

3.2.1 Joint source channel video coding

Some joint source channel coding approaches assume that the channel condition is unknown. However, if some knowledge of the channel are available, or even if a set of likely channel models is known a priori, these can be incorporated into the design of the system to improve the overall performance [55]. Following previous works [56][11], the channel BER $P_e$ is assumed to be known by the encoder. In this chapter, we concentrate on P-frames transmission and assume that I-frame is transmitted to decoder intact as P-frames occupy most of transmission periods in practical situation and they are especially important to the overall video quality.

A general wireless video transmission system with a channel feedback is shown in Figure 3.1. In Figure 3.1, $f_n$ and $f_n$ are the $nth$ frame at the encoder and decoder side, respectively. $f_{nk}$ is the $kth$ sub-bitstream of frame $n$ after data partitioning. Data partitioning re-arranges the symbols in such a way that all symbols of one data type (e.g., MVs, mac-
roblock headers, texture coefficients) that belong to a single slice are collected into one coded bitstream. Recently, this data partitioning scheme has been implemented in the new standard video coding algorithm, H.264 [5]. Following previous work [95], we give a typical MPEG-4 video packet (VP) structure as following. Data partitioning is enabled in the

<table>
<thead>
<tr>
<th>Resync Marker</th>
<th>MB Number</th>
<th>Q</th>
<th>HEC</th>
<th>Motion vector</th>
<th>Motion Marker</th>
<th>Texture coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High priority group</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>low priority group</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

MB: MacroBlock Q: Quantization parameters
HEC: Header Extension Code

Figure 3.2: Data partitioning for MPEG-4 video packet. Each MPEG-4 video packet consists of a re-synchronization marker, which indicates the start of a new video packet. The video packets also includes quantization parameter, motion vectors, and texture (luminance and chrominance) coefficients.

In the following analysis, for simplicity, we assume the size of VP is 1000 bits and each VP is divided into two sub-bitstreams with different priorities. The sub-bitstream $H$ includes all headers and motion vectors and it has higher priority. The rest of data in the same VP are in the sub-bitstream $L$, which has lower priority. VP is taken as a basic processing unit. An MPEG-4 bitstream can be treated as a huge collection of VPs.

At the decoder side, we employ the error concealment scheme as the following [29]: If an error is detected in the motion or header section of an MB, the decoder flags an error in this MB and simply copies the MB at the same location from the previously decoded frame to replace this MB. If an error is detected in the texture coefficients section of an MB, the decoder reconstructs the original texture coefficients from neighboring, or previously
decoded MBs by using interpolation techniques. It is clear that the sub-bitstream $H$ is more important in video picture reconstruction than the sub-bitstream $L$. UEP is therefore an appropriate method to protect video bitstreams in an error-prone environment [37].

### 3.2.2 Error control

Reed-Solomon (RS) code is one of the widely used FEC codes [96]. For symbols composed of $m$ bits, a $(N, K)$ RS code with symbol length $N$ and dimension $K$ encodes $K$ information symbols $(Km$ bits) into $N$ symbols $(Nm$ bits). Clearly, the $N - K$ parity symbols are the FEC overhead that consume a portion of the bit rate and lead to a code rate of $K/N$. For RS codes operating on $m$-bit symbols, the maximum symbol length is $N_{\text{max}} = 2^m - 1$. However, if shortened RS codes are used, the symbol length can be any value smaller than $N_{\text{max}}$, which provides a great flexibility in RS code design. We use the very common choice of 8-bit per symbol, so that $N_{\text{max}} = 255$ bytes. The decoded symbol error probability is given by [56]

$$
P_{\text{dec}} = \sum_{k = \frac{N-K}{2}+1}^{N} P_D(N, k, P_s)
$$

where $P_D(N, k, P_s)$ is the block error density function. $P_D(N, k, P_s)$ denotes the probability of $k$ symbol errors within a block of $N$ symbols after RS decoding with channel symbol error probability $P_s$.

A two-state Markov model [15] is employed to simulate wireless channels with channel state transition probability matrix $P$ defined as,

$$
P = \begin{bmatrix} P_{GG} & P_{GB} \\ P_{BG} & P_{BB} \end{bmatrix} = \begin{bmatrix} 1 - P_{GB} & P_{GB} \\ P_{BG} & 1 - P_{BG} \end{bmatrix}
$$

$P_{GB}, P_{GG}, P_{BG},$ and $P_{BB}$ are the channel state transition probabilities. The BER of the
channel model, \( P_e \), is given by

\[
P_e = \frac{P_{GB}}{P_{GB} + P_{BG}}
\]

(3.3)

The average burst error length \( L_B \) is defined as

\[
L_B = \frac{1}{P_{BG}}
\]

(3.4)

Since \( P_e \) is assumed to be known by the video encoder, \( P_{GB} \) and \( P_{BG} \) can be derived by

\[
P_{GB} = \frac{P_e}{(1 - P_e)L_B}
\]

(3.5)

\[
P_{BG} = \frac{1}{L_B}
\]

(3.6)

After obtaining the transition probability \( P_{GB} \), the symbol error rate (SER) is given by [97]

\[
P_s = 1 - (1 - P_e)(1 - P_{GB})^{m-1}
\]

(3.7)

\[
= 1 - (1 - P_e)(1 - \frac{P_e}{(1 - P_e)L_B})^{m-1}
\]

where \( m \) is the number of bits a symbol includes. The derivation of \( P_d(N, k, P_s) \) for this model can be found in [98], and it is not included in this thesis as BSC channel model is employed in this chapter. It should be noted that the two-state Markov model includes Binary Symmetrical Channel (BSC) model as a special case by setting \( L_B = 1/(1 - P_e) \).
In this case, equations 3.5-3.7 become

\[ P_{GB} = P_e \]  \hspace{1cm} (3.8) \\
\[ P_{BG} = 1 - P_e \]  \hspace{1cm} (3.9) \\
\[ P_s = 1 - (1 - P_e)^m \]  \hspace{1cm} (3.10) \\
\[ P_D(N, k, P_s) = \binom{N}{k} P_s^k (1 - P_s)^{N-k} \]  \hspace{1cm} (3.11)

For a given BER, the BSC channel is actually the worst channel, yielding the highest probability of error in a video slice, as compared with a channel with correlated errors [99]. In this chapter, we consider video transmission over a BSC channel model in that the design of the rate control scheme faces the toughest challenge when the bitstream is transmitted through a channel with worst condition.

In our scheme, UEP is used to provide different levels of error protection to different sub-bitstreams according to their priorities. Suppose that FEC code rate for the sub-bitstream \( H \) which includes header, control bits and motion vectors is \( r_h \), and FEC code rate for the sub-bitstream \( L \) which includes texture coefficients is \( r_l \). The rates \( r_h \) and \( r_l \) are calculated by

\[ r_h = K_h/N \]  \hspace{1cm} (3.12) \\
\[ r_l = K_l/N \]  \hspace{1cm} (3.13)

where \( K_h \) is the number of information symbols within the coded sub-bitstream \( H \), where as \( K_l \) is the number of information symbols within the coded sub-bitstream \( L \). Suppose the symbol error probability of \( H \) after channel decoding is \( P_{sh} \), and the symbol error probability of \( L \) after channel decoding is \( P_{sl} \). The corresponding packet loss probability after
channel decoding for the two sub-bitstreams are then represented by \( P_h \) and \( P_l \) respectively. It should be noted that packet loss ratio depends on decoded symbol loss rate [11], i.e.,

\[
P_h = 1 - (1 - P_{sh})^l 
\]

\[
P_l = 1 - (1 - P_{sl})^l 
\]

where \( l \) is the number of symbols for each packet.

### 3.3 Problem formulation for rate control in UEP system

#### 3.3.1 End-to-end rate distortion model

In this section, we first present a framework of the classical RD model, which is widely used to solve the rate control problems. Inspired by the fact that it is difficult to establish a RD model which represents the source statistics accurately while being robust to channel errors, we simplify the RD model by considering only the most important parameters and relationships among them. The key idea and corresponding equations of our rate allocation scheme are given at the end of this section.

**Source rate distortion model**

Following [9] (page 349), a typical video frame distortion \( D_s \) is roughly given as the following

\[
D_s = \frac{K}{B_s} 
\]

where \( K \) is a given constant, \( B_s \) (bits) is the number of bits that is required to encode the frame, \( D_s \) is the source distortion, which can be derived based on original video frame
and the reconstructed video frame. The formula about $D_s$ is given by Eq. (2.5) which was proposed by He et. al [11].

**Channel distortion model**

It is assumed that a memoryless channel is used to transfer video packet, each VP consists of a MB, and a VP is carried within two transmission data packets, i.e., packet $L$ and packet $H$. Therefore, the loss rate of high priority data of a MB is the same as the loss rate of packet $H$, and the loss rate of low priority data of a MB is equal to the loss rate of packet $L$. Consider a pixel $i$ in an inter-frame $n$, in the case that it is correctly received, its reconstruction value $\tilde{f}_n^i$ is equal to $\tilde{e}_n^i + \tilde{f}_{n-1}^i$ where $\tilde{e}_n^i$ is the residue pixel value after motion compensation and $\tilde{f}_{n-1}^i$ is the reconstruction value of the reference pixel. The probability of the event that a pixel is correctly received is $(1 - P_h)(1 - P_l)$. If packet $L$ is lost, we can reconstruct the residual MB from correctly received neighboring residue MBs, represented by $\tilde{e}_n^i$. The probability of losing packet $L$ is $P_l(1 - P_h)$. If packet $H$ is lost, we have to copy the MB at the same location in the previously decoded frame to replace the current MB and the reconstruction value of pixel $i$ is $\tilde{f}_{n-1}^i$. From the above description, we can derive the first and second moments of $\tilde{f}_n^i$ as the following [66]

$$E\{\tilde{f}_n^i\} = (1 - P_h)(1 - P_l)E(\tilde{e}_n^i + \tilde{f}_{n-1}^i) + P_l(1 - P_h)E(\tilde{e}_n^i + \tilde{f}_{n-1}^i) + P_hE(\tilde{f}_{n-1}^i)$$

$$E\{(\tilde{f}_n^i)^2\} = (1 - P_h)(1 - P_l)E\{(\tilde{e}_n^i + \tilde{f}_{n-1}^i)^2\} + P_l(1 - P_h)E\{(\tilde{e}_n^i + \tilde{f}_{n-1}^i)^2\} + P_hE\{(\tilde{f}_{n-1}^i)^2\}$$

The total channel distortion is [66]

$$D_c = \sum E\{(f_n^i - \tilde{f}_n^i)^2\} = \sum (f_n^i)^2 - 2f_n^i E\{\tilde{f}_n^i\} + E\{(\tilde{f}_n^i)^2\}$$
where \( f_n^i \) is the value of pixel \( i \) in frame \( n \) at the encoder side. In this way, the total channel distortion can be derived recursively by using equation (3.17).

**End-to-end rate distortion model**

The end-to-end distortion of a video communication system can be represented as follows

\[
D = f(D_s, D_c),
\]

(3.20)

where

\[
\frac{\partial f(D_s, D_c)}{\partial D_s} > 0 \quad (3.21)
\]

\[
\frac{\partial f(D_s, D_c)}{\partial D_c} > 0 \quad (3.22)
\]

that is, \( D \) increases whenever \( D_s \) or \( D_c \) increases. It should be noted that, in most cases, \( D \) cannot be obtained by simply adding \( D_s \) and \( D_c \) together. In some papers, to simplify the formulation of rate distortion model, it is assumed that \( D_s \) and \( D_c \) are uncorrelated, e.g., in [11], so that \( D \) is sum of \( D_s \) and \( D_c \). The distortion representation could be very complex, and kinds of assumption is made in order to avoid sophisticated formulation of end-to-end rate distortion model. Furthermore, from previous section, it is known that in order to estimate channel distortion, additional assumptions are needed, which may not be true in practical situation. Therefore, it is hard to obtain a good end-to-end rate distortion model. However, the performance of conventional joint source channel rate allocation scheme depends heavily on \( D \), as most solutions, e.g., Lagrangian multiplier, need the exact value of \( D \) to optimize the number of bits allocated to the video encoder and channel encoder.

It is difficult to obtain an accurate and simple end-to-end rate distortion model for general wireless video communication system, so in this chapter, we do not intend to improve the
estimation accuracy of $D$, which has been studied intensively in [64][11][66], with different kinds of assumptions and complex derivations. Rather, our objective is to analyze $D$ estimation procedure and find the most important parameters of $D$ which can be controlled to achieve an optimal bits allocation between the video encoder and channel encoder. Since only the most important parameters are considered, the RD formula can be simplified by omitting those complex equations and recursive algorithms. In the following, those complex equations are also simplified to get the key parameters in $D$ estimation as well as establish a simple and clear relationships among those key parameters. After substituting equations (3.16) and (3.19) into (3.20), we can derive the following equation

$$D = f(D_s, D_c)$$  \hspace{1cm} (3.23)

$$= f\left(\frac{K}{B_s}, \sum (f_n^i)^2 - 2f_n^i E\{f_n^i\} + E\{(f_n^i)^2\}\right)$$

Examining above equation, it is clear that $E\{f_n^i\}$ and $E\{(f_n^i)^2\}$ can be derived recursively from equation (3.17).

$$D = f\left(\frac{K}{B_s}, G(P_h, P_l)\right)$$  \hspace{1cm} (3.24)

where $G$ represents the recursive function that is defined by equation (3.17) and can be used to derive channel distortion based on two channel parameters, $P_h$ and $P_l$. It is obvious that when transmission channel loses more data packets, i.e., whenever $P_h$ increases, or $P_l$ increases or both quantities $P_h, P_l$ increase, the channel distortion increases. Therefore, in equation (3.24), $D$ increases as $P_h$ increases or $P_l$ increases, and $D$ decreases as $B_s$ increases. If $P_h$ and $P_l$ are correlated, the equations (3.17) and (3.18) may have some additional cross correlation terms. The derivation of $D$ by using equation (3.24) is therefore inadequate. However, it is still correct that $D$ depends on the symbol error rates, $P_h$ and $P_l$. 
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3.3.2 Analysis of end-to-end rate distortion

Suppose a wireless channel provides a data transmission rate of $u_c$ to video applications, the total number of bits allocated to a frame, $B_{s+c}$, is given by

$$B_{s+c} = B_s + B_c$$  \hspace{1cm} (3.25)

$B_s$ and $B_c$ are the number of bits allocated to the source video and channel encoder, respectively.

Assume that the length of the sub-bitstream $H$ and sub-bitstream $L$ before channel coding are known to the encoder, and denoted by $L_h$ and $L_l$ respectively. After channel coding, the length of sub-bitstream $H$ and sub-bitstream $L$ are $L_h/r_h$ and $L_l/r_l$, respectively. The total number of bits for a frame $B_{s+c}$ is distributed between the two sub-bitstreams, i.e.,

$$B_{s+c} = \frac{L_h}{r_h} + \frac{L_l}{r_l}$$  \hspace{1cm} (3.26)

Let $\varphi = L_h/(L_h + L_l)$, $L_h$ is given by

$$L_h = \frac{\varphi}{1 - \varphi}L_l$$  \hspace{1cm} (3.27)

By substituting (3.27) into (3.26), we have

$$L_l = B_{s+c}\frac{(1 - \varphi)r_h r_l}{r_l \varphi + (1 - \varphi)r_h}$$  \hspace{1cm} (3.28)

$$L_h = B_{s+c}\frac{\varphi r_h r_l}{r_l \varphi + (1 - \varphi)r_h}$$  \hspace{1cm} (3.29)
The number of bits allocated to the video encoder and channel encoder are represented by

\[ B_s = L_t + L_h = B_{s+c} \frac{\tau_h r_t}{\varphi r_t + (1 - \varphi) r_h} \]

\[ B_c = B_{s+c} - B_s = B_{s+c} (1 - \frac{\tau_h r_t}{\varphi r_t + (1 - \varphi) r_h}) \]

Given a total number of bits allocated to a frame \( B_{s+c} \), the end-to-end distortion is given by

\[ D = f(\frac{K}{B_{s+c}}, G(P_h, P_l)) \]

By substituting equations (3.1), (3.12), and (3.14) into equation (3.32), we derive an expression of overall end-to-end distortion as follows

\[ D = f(\frac{K}{B_{s+c} \varphi r_t + (1 - \varphi) r_h}, G(1 - (1 - P_{sh})^2, 1 - (1 - P_{si})^2)) \]

\[ = f(\frac{K}{B_{s+c} \varphi r_t + (1 - \varphi) r_h}, G(1 - \sum_{k=N-1}^{N} P_D(N, k, P_s))) \]

\[ 1 - (1 - \sum_{k=N-1}^{N} P_D(N, k, P_s)) \]

It is easy for us to know that the end-to-end distortion can be approximated by using \( B_{s+c} \), \( r_h \), \( r_t \), \( N \) and \( P_s \).

Considering equations (3.30) and (3.33), we know that \( r_h \) and \( r_t \) are the two independent key parameters which can be used to compute the end-to-end distortion as well as \( B_s \) and \( B_c \), given a fixed \( B_{s+c} \), a channel code block length \( N \) and channel BER \( P_e \). In the following, an optimal rate allocation is proposed by controlling the value of \( r_h \) and \( r_t \).
An experimental environment is set up to test how the FEC code rates of sub-bitstream $H$ and sub-bitstream $L$, i.e., $r_h$ and $r_l$, affect the end-to-end distortion $D$. The MPEG-4 encoder is used to produce MPEG-4 video bitstream. RS code with different FEC code rates are then used to protect video bitstream. The channel coded MPEG-4 bitstream is transferred through a channel which has a fixed SER. Typical results are shown in Figure 3.3 and 3.4.

![Figure 3.3: PSNR comparison with RS code ($K_h$, 255). Video source Container is encoded by a MPEG-4 encoder. $u_c = 128kbps$. $K_l$ is fixed to 251.](image)

In those experiments, in order to demonstrate how a FEC code rate of sub-bitstream $H$ or sub-bitstream $L$ affects picture quality, we keep one FEC code rate fixed, while changing the other. The PSNR value is used to denote the end-to-end distortion $D$. In Figure 3.3, for a given channel SER, the average PSNR increases and reaches a peak value as $r_h = K_h/255$ increases to a threshold from very small value, and decreases as $r_h$
continues to increase. It can be observed that there exists an optimum value of $r_h$ for a given channel condition such that $D$ can be minimized. For $r_l$, the simulation results are similar. From the simulation results, we conclude that the end-to-end distortion can be minimized by allocating appropriate FEC code rates to sub-bitstream $H$ and sub-bitstream $L$ respectively. Consequently, our rate allocation algorithm discussed in the next section will be based on the optimum FEC code rate.
3.4 Adaptive joint source channel rate allocation based on BER control

In this section, we present a new rate allocation scheme for UEP-based video communication systems. Our proposed joint source channel rate allocation scheme is described in the following Section 3.4.4 in detail, and in Section 3.4.1, we discuss our rate control scheme for video encoder alone. In Section 3.4.2, we present a heuristic method to estimate $\varphi$, which is obtained by dividing the number of bits in sub-bitstream $H$ by the total number of bits in a frame. In Section 3.4.3, we discuss methods used in computation of target SERs.

3.4.1 Adaptive rate control for the video encoder alone based on quadratic model

As the joint source channel rate allocation algorithm allocate bits to the video encoder based on channel conditions, the number of bits allocated to the video encoder, $B_s$, varies due to the time-varying feature of the channel bandwidth and BER. Rate control scheme for the video encoder alone is therefore needed to achieve the specific $B_s$ by adjusting the encoder parameters. In this chapter, we use the adaptive rate control scheme proposed in [100] to achieve the target number of bits allocated to the video encoder, $B_s$, while minimizing the source distortion.

In the following, the algorithm proposed in [100] is reviewed briefly and more details can be found in that paper. In the algorithm, firstly, the expected target buffer level $\text{Tar}(n + 1)$ for frame $n$ is calculated as

$$\text{Tar}(n + 1) = \text{Tar}(n) + \frac{\text{BUF}_s - \text{BUF}_{e,t}}{N} \times (0.5 + \frac{N - n}{N + 1}) \quad (3.34)$$

where $N$ is the number of P-frames, $\text{BUF}_s$ (bits) is the total buffer size. $\text{BUF}_{e,t}$ (bits) is
the number of bits in the buffer after coding the first I-frame. \( n \) is current P-frame number.

The initial value of \( Tar(n) \) is

\[
Tar(0) = BUF_{c,I}
\] (3.35)

\( BUF_{c,I} \) (bits) is the number of bits in the buffer after coding the first I-frame. The first I-frame is encoded by using the default quantization parameters. Secondly, the actual number of bits for the \( n \)th frame, \( B_s \), is derived as

\[
B_s = \max\{0, \frac{u_c}{F_r} + Tar(n + 1) - \gamma \times Tar(n) + (\gamma - 1)BUF_{c}(n)\}
\] (3.36)

where \( F_r \) (fps) is the frame rate, \( \gamma \) is an adjusting factor, and \( BUF_{c}(n) \) is the number of bits in the buffer now. \( u_c \) (bps) bit rate allocated to video application. It has been proved that (3.36) can reduce the difference between the buffer level and target buffer occupancy [100]. The corresponding quantization parameter is then computed through a well known quadratic rate model, which is given as below [100]

\[
R = c_2 \frac{\sigma}{Q} + c_1 \frac{\sigma}{Q} + H_{hdr}
\] (3.37)

where \( c_1 \) and \( c_2 \) are the first and second-order coefficients, \( R \) is the total number of bits used for encoding a frame, and \( \sigma \) mean absolute difference, is computed using motion-compensated residual for the luminance component, \( H_{hdr} \) is the amount of bits used for shape information, motion vector and header. Finally, after encoding the frame with computed quantization parameters, the rate model parameters are updated for following pictures. The total number of actual generated bits are added to the current buffer level to determine the number of skipped frames. Li et al. [100] have showed that the scheme described above is adaptive to time-varying channel bandwidth while maintaining a rather good picture quality.
The rate control algorithm proposed in [100] is adaptive to time-varying channel bandwidth, however, it suffers from a disadvantage that it does not consider time-varying channel BER. This chapter proposes a joint source channel rate control algorithm, in which time-varying channel bandwidth and BER are taken into account and UEP is employed to protect video bitstream. This chapter can be considered as an extension study based on [100]. The rate control algorithm proposed in this chapter adapts both the video encoder and channel encoder to the time-varying wireless channel. In the following, several new techniques are introduced in detail, which will be used by the proposed rate control algorithm.

3.4.2 Estimation of output bitstream ratio with sliding window

As we do not know the actual number of bits allocated to the video encoder before encoding process, we cannot obtain the actual value of \( \varphi \) of the frame for the encoder. In this chapter, we propose a sliding window method to solve the problem, in which the previously encoded frame is used to predict \( \varphi \) of the current frame. The video sequences normally have large correlations and the change of quantization step size between two successive frames is limited, therefore, the sliding window method provides an acceptable estimation of \( \varphi \).

We assume that the current frame number is \( n \). The value of \( \varphi \) of the current frame, \( \tilde{\varphi}_n \), is estimated as follows

\[
\tilde{\varphi}_n = a \times \varphi_{n-1} + b
\]  
(3.38)

where \( \varphi_{n-1} \) is the actual value of \( \varphi \) of the frame \( n - 1 \), which is already known by the encoder. \( a \) is a factor which represents the relationship between the current frame and the referred frame and \( b \) is a compensating factor. \( a \) and \( b \) are updated using linear regression.
method with the data within the sliding window.

Only when the frames in the sliding window have small scene change, the linear regression method can achieve an accurate \( a \) and \( b \). The size of the sliding window should be chosen carefully in order to handle both fast motion scenes and slow motion scenes. If the scene of input sequence changes significantly, i.e., the input consists of a high motion scene, a smaller window with more recent data points is used. Otherwise, a larger window with more past data points is used. Mathematically, let the ratio \( 0 < \zeta(n) < 1 \) being expressed as

\[
\zeta(n) = \min \left\{ \frac{\sigma(n-1)}{\sigma(n)}, \frac{\sigma(n)}{\sigma(n-1)} \right\} \tag{3.39}
\]

where \( \sigma(n) \) and \( \sigma(n-1) \) are the roots of the variance of the \( n \)th residue frame and the \( (n - 1) \)th residue frame, respectively, which are known by the video encoder before the encoding process. The window size \( W_s \) is given by

\[
W_s(n) = \min \{ W_s(n-1) + 1, \zeta(n) \times W_{\text{max}} \} \tag{3.40}
\]

where \( W_{\text{max}} = 20 \) is a preset constant [100]. When video scene changes slowly, equation (3.39) is close to 1, so that equation (3.40) increases the size of sliding window and more frames are stored. On the other hand, when video scene change quickly, i.e., equation (3.39) will becomes smaller, which leads less frames are stored into sliding window. Suppose a scene change occurs at time \( n \). It can be known from equations (3.39) and (3.40) that window size should be reduced greatly at time \( n \). After that, since the video changes slowly, \( \zeta(n + 2) \) may be close to 1. Then the window size is increase gradually by using equation (3.40).

To test the algorithm our solution, we encode the Foreman QCIF test sequence by using
the MPEG-4 encoder [100] with a fixed quantization parameter \( QP = 20 \). The frame rate of the encoded sequence is \( F_r = 30f/s \). In Figure 3.5, we plot the actual values of \( \phi \) and the predicted values of \( \hat{\phi} \), \( \tilde{\phi} \), for each frame. It shows that the predicted values are able to track the actual values of \( \phi \).

Figure 3.5: Comparison results between \( \hat{\phi} \) and \( \phi = \frac{I_a}{I_s+I_b} \) for Foreman QCIF. Fixed quantization parameters 20 is used in MPEG-4 video encoder.

and is approximately close to the actual values of \( \phi \). Figure 3.6 shows the predicted values of \( \phi \) when the test sequence is encoded by a MPEG-4 encoder with variable quantization parameter encoding, which is the case in most practical situations. In Figure 3.6, the target bit rate is 96kbps and the quantization parameter is derived using the method described in section 3.4.1. It can be observed that the proposed sliding window method gives a good approximation of \( \phi \) no matter whether constant quantization parameter or variable quantization parameter is used in the video encoder, and therefore, it can be used in our adaptive joint source channel bit allocation scheme.
3.4.3 Estimation of target symbol error rate

It is important for the video encoder to obtain appropriate target SERs, i.e., $P_h$ and $P_l$, since $r_h$ and $r_l$ are decided by target SERs. In general, a reduction in the value of target SERs decreases the number of bits allocated to the video encoder, which indirectly gives rise to an increase in the source distortion. On the other hand, increasing the value of target SERs increases the channel distortion.

Experiments have been performed to test the end-to-end distortion of video signals when random errors occur in sub-bitstreams $H$ and $L$ and these results are shown in Figures 3.7 and 3.8. In Figure 3.7, a plot of PSNR versus frame index with random bit errors in sub-bitstream $L$ is shown. Examining Figure 3.7, it can be observed that the end-to-end distortion of the video frame is small when BER is equal to or less than $10^{-4}$. If BER
in sub-bitstream $L$ is greater than $10^{-4}$, the reconstructed video quality degrades greatly. Similarly, a plot of PSNR versus frame index with random bit errors in sub-bitstream $H$ is shown in Figure 3.8. From Figure 3.8, it can be observed that when BER of sub-bitstream $H$ is equal to or less than $10^{-5}$, the video quality is roughly equal to that in error-free case.

An interesting feature in Figure 3.8 is that the picture quality has a large deviation when BER in sub-bitstream $H$ equals to $10^{-4}$. Some of the frames are damaged severely. The reason is that the MBs copied from previously decoded pictures may have large differences to the original MBs. The situation should be avoided because the errors in a decoded frame will propagate to following frames.

From the above experimental results, it is observed that a good picture quality is provided when BER in sub-bitstream $L$ and BER in sub-bitstream $H$ are less than $10^{-4}$ and $10^{-5}$, respectively. We define the threshold of target SER of sub-bitstream $L$ as $P_{th}$, and the
Figure 3.8: Decoded video PSNR versus frame index for various BER in sub-bitstream \( H \). The video source is *News*. The encoded MPEG-4 video bitstream contains random bit errors in sub-bitstream \( H \).

threshold of the target SER of sub-bitstream \( H \) as \( P_{th} = 8 \times 10^{-5} \). They are given by equation (3.10),

\[
P_{th} = 1 - (1 - 10^{-4})^8 \approx 8 \times 10^{-4}
\]

\[
P_{th} = 1 - (1 - 10^{-5})^8 \approx 8 \times 10^{-5}
\]

In the above equation, \( m = 8 \) as 8 bit are grouped into a symbol. The acceptable SER in a frame is also discussed by Cote et al. [99], who conclude that a slice error rate of above 20% would result in video reproduction quality below 20 \( dB \) in PSNR that is typically not usable. In this chapter, it is assumed that each VP contains 1000 bits and each symbol is composed of 8 bits, therefore, each VP contains \( l = 2^8 = 256 \) symbols. According to (3.14), the target SERs of both sub-bitstreams \( H \) and \( L \) should be less than \( 8.7127 \times 10^{-4} \) in order to provide an acceptable decoded picture quality. It can be observed that our proposed
SER thresholds for sub-bitstreams $H$ and $L$ are within the acceptable target SERs range prescribed in (3.14).

Based on the above two thresholds, we propose a heuristic target SERs search method to obtain $P_{th}$ and $P_{tl}$ within $\Omega_{ph}$ and $\Omega_{pl}$ using pilot channel and pilot slice.

\begin{align}
    P_{th} \in \Omega_{ph} \\
    P_{tl} \in \Omega_{pl}
\end{align}

$\Omega_{ph}$ is a collection of possible target SER values for sub-bitstream $H$, $\Omega_{pl}$ is a collection of possible target SER values for sub-bitstream $L$. All the SER values in $\Omega_{pl}$ are less than $P_{th} = 8 \times 10^{-5}$, which has been determined from the above experimental results. All the SER values in $\Omega_{ph}$ are less than $P_{tl} = 8 \times 10^{-4}$.

A pilot slice consists of several VPs coming from sub-bitstreams $H$ and $L$, and there is a dedicated pilot channel for the pilot slice. The pilot channel suffers from the same error pattern as that in channel for actual video sub-bitstreams. The pilot channel keeps on transmitting pilot VPs during the video transmission session. The detailed $P_{th}$ and $P_{tl}$ search algorithms is given as follow:

**Step A.** For the frame $n$, video encoder sets $P_{th} = 8 \times 10^{-5}$ and $P_{tl} = 8 \times 10^{-4}$. Given $P_{th}$ and $P_{tl}$ and channel bandwidth, the available channel transmission rate is allocated between the video encoder and channel encoder. Encode the frame and protect the video sub-bitstreams with appropriate FEC code rates.

**Step B.** Set $P_{tl}$ to be one SER value of $\Omega_{pl}$, set $P_{th}$ to be one SER value of $\Omega_{ph}$, where $P_{tl}$ and $P_{th}$ are temporal SER variables for sub-bitstream $L$ and $H$, respectively. Given
$P_h$ and $P_l$ and channel bandwidth, the available channel transmission rate is re-allocated between the video encoder and channel encoder. Re-encode the frame $n$ and protect the video sub-bitstreams with newly obtained FEC code rates. The first 10 MBs are grouped into pilot slice.

**Step C.** At the video decoder side, the PSNR of the first 10 MBs, which is produced by the two steps, is compared. The target SERs for the next frame, $n+1$, is given as

$$P_{th} = \begin{cases} P_{th}, & \text{if } P_a < P_b \\ P_{lh}, & \text{otherwise} \end{cases} \quad P_{tl} = \begin{cases} P_{lh}, & \text{if } P_a < P_b \\ P_{tl}, & \text{otherwise} \end{cases}$$

where $P_a$ is PSNR of the first 10 MBs generated by Step A., and $P_B$ is PSNR of the first 10 MBs generated by Step B.

The above steps are performed iteratively at the encoder side and decoder side to search the best target SERs for sub-bitstreams $H$ and $L$ under a specific channel situation.

For a given channel condition, a typical example of how to determine $P_{th}$ and $P_{tl}$ is shown in Figure 3.9. At first, the video encoder sets $P_{th} = P_{lh} = P_{thh}$ and $P_{tl} = P_{lh} = P_{tlh}$. After encoding process, the first P-frame is protected by FEC code rates obtained in Step 2. The first pilot slice is protected by FEC code rates obtained in Step 3. For the second frame, $P_{th}$ and $P_{tl}$ do not change because PSNR of 10 MBs in the first P-frame is less than that of the first pilot slice, so that there is no feedback from the decoder. On the other hand, the encoder selects new $P_{th}(1)$ and $P_{tl}(1)$ as target SERs for the second pilot slice. For the 3rd frame, since $P_{th}(1)$ and $P_{tl}(1)$ lead to a smaller distortion than $P_{thh}$ and $P_{tlh}$, the video encoder sets $P_{th} = P_{th}(1)$ and $P_{tl} = P_{tl}(1)$, and uses those new SERs to perform rate allocation and calculate FEC code rates. Meanwhile, the target SERs of pilot slice change into $P_{th}(2)$ and $P_{tl}(2)$. These steps are performed iteratively until all target SER
Figure 3.9: Iteratively searching process for $P_{th}$ and $P_{tl}$ based on pilot channel and pilot slice. For each different frame, the pilot slice is protected with a set of different FEC code rates, which is derived from target SERs for sub-bitstream $L$ and $H$.

By using the above method, we can find an optimum set of $P_{th}$ and $P_{tl}$ for a given channel environment. However, there are a few disadvantages of this method: 1) One frame has to be encoded twice, which increases computational complexity of the video encoder. 2) An additional forward channel is required for pilot slice transmission. However, the bandwidth of the additional channel is very small because few bits is required to encode the first 10 MBs of the re-encoded frame. 3) A new search procedure has to be performed if the channel condition changes.

### 3.4.4 Adaptive source channel rate allocation using decoded BER control component

To accomplish adaptive joint source channel rate control, we first define the following two target SERs, one is $P_{th}$, which is the target SER of sub-bitstream $H$ after channel decoding; the other is $P_{tl}$, which is the target SER of sub-bitstream $L$ after channel decoding. The computation of $P_{th}$ and $P_{tl}$ can be found in Section 3.4.3 and they are used to compute
FEC code rates $r_h$ and $r_l$, respectively.

Our rate allocation scheme is performed by several steps and they are summarized as follows:

**Step A.** Initialization. Construct two look-up tables, e.g., $\Gamma_h$ that contains possible values of $P_s$, $P_{th}$ and $K_h$, and $\Gamma_l$ that contains possible values of $P_s$, $P_{tl}$ and $K_l$.

**Step B.** Set target SERs for sub-bitstreams $H$ and $L$ to be $P_{th}$ and $P_{tl}$, respectively.

**Step C.** Compute $r_h$ given a set of parameters $P_s$, $P_{th}$, $I$, and $N$.

sub-step 1. Search the look-up table $\Gamma_h$ with given values of $P_s$ and $P_{th}$ to find $k_L$ and $k_H$ which correspond to $P_h$ and $P_{h+1}$, respectively. $P_h$ and $P_{h+1}$ are the SERs stored in $\Gamma_h$ which satisfy two requirements: (i) $P_h \leq P_s \leq P_{h+1}$, (ii) $P_{th}$ is the target SER after channel decoding. Let $K_h$ equal to $k_L$.

sub-step 2. Calculate SER after channel decoding, $P_{dec}$, by using $K_h$, $P_s$ and $N$.

sub-step 3. If $P_{dec} > P_{th}$, use the sub-sampling technique to calculate $K_h = \max(K_h - 2, k_H)$ and then go to sub-step 2, else, go to the sub-step 4.

sub-step 4. If $K_h = k_H$, go to the sub-step 5, else, let $K_h = K_h + 1$ and then calculate $P_{dec}$. The final $K_h$ is given by

$$K_h = \begin{cases} K_h, & \text{if } P_{dec} \leq P_{th} \\ K_h - 1, & \text{otherwise} \end{cases} \quad (3.46)$$

sub-step 5. Derive the FEC code rate of sub-bitstream $H$ as $r_h = K_h/N$. Update the look-up table $\Gamma_h$ with the obtained values of $K_h$, $P_{th}$ and $P_s$.

**Step D.** Use look-up table $\Gamma_l$ and other corresponding parameters, $P_s$, $P_{tl}$, and $N$ to compute $r_l$. The computation of $r_l$ is similar to that of $r_h$ described in Step C.

**Step E.** Estimate $\varphi$ of the current frame. Given the total number of frame bits $B_{s+c}$, $r_h$, $r_l$ and $\varphi$, compute the number of bits allocated to the video encoder and channel encoder, $B_s$ and $B_c$, by using (3.30).
Step F. Use the video encoder to encode the current frame. The FEC redundant bits are added by the channel encoder. Transmit the coded bitstream through the channel.

Step G. Go to Step B. Repeat until all the video sequences are transmitted.

By using the above steps, the number of bits allocated to the video encoder and channel encoder are adaptive to the time varying channel bandwidth $u_c$ and SER $P_s$. We will show that the output bitstream is well protected by our proposed scheme and the reconstructed video quality is optimized for a decoder with given error-concealment capability. The adaptive joint source channel rate allocation scheme proposed can be used together with any error control codes [96]. It can be extended to any other error control codes by re-calculating the block error density and error probability after channel decoding.

The proposed joint source channel rate allocation algorithm does not make any assumption on the video encoder and video sequences. It can be applied to general video communication system, in which any video encoder or video sequence can be used. To implement the proposed algorithm does not alter the structure of existing video communication system.

The estimation of output bitstream ratio and adaptive source level rate control based on quadratic model require less computations as compared with estimation of target SER. In order to estimate target SER, the video encoder needs to encode a frame twice. One encoding result is transmitted to the video decoder, and the other one is used to create pilot slice. As discussed in the chapter 2, the encoding process is complex due that the encoder eliminates temporal redundancy and spatial redundancy. However, the computational complexity of the proposed joint source channel rate allocation scheme is still low as compared with some other existing rate allocation schemes for UEP-based video system such as the one proposed in [64]. In [64], in order to obtain rate distortion characteristics of a frame, the frame is encoded iteratively to get the video bitstream with different bit
rate, i.e., the encoding process has to be performed several times. Later, a different channel coding schemes are examined, which results in additional computational complexity. The proposed rate allocation scheme reduces the number of encoding process significantly.

3.4.5 Computational complexity

In this section, we briefly describe the complexity of the proposed algorithm. In equation (3.46), we need to perform an iterative calculation of decoded SER which is based on equation (3.1). For this case, it is difficult to provide an analytical expression for the computational complexity because, in equation (3.1), it depends on how $K$ is chosen. Roughly speaking, the computation complexity of the proposed algorithm increases in $N^2$ multiplications as $K$ decreases. However, the sub-sample technique can make the final $K$ converge quickly. In addition, the target SERs and corresponding $K$ can be computed and stored in the look-up table. Therefore, the FEC code rates can be computed in advance and the look-up table will be employed to find the appropriate FEC code rates for a given channel condition. The computation that needs to be repeated for each frame is just one look-up table search. In short, the proposed approach may have applications in real-time streaming or video-on-demand systems.

3.5 Simulation results

To assess the performance of our Adaptive Joint Source Channel Bit Allocation scheme (ACBA), extensive simulations have been performed, using various video test sequences such as News, Foreman, Container, Mother-daughter etc. These test sequences are provided in QCIF format, and their lengths are of 300 frames. We assume that the first frame is intra-coded, and the rest of the frames are inter-coded. The adaptive video encoder described in Section 3.4.1 is used for source encoding. The two sub-bitstreams generated
by the MPEG-4 encoder, i.e., sub-bitstream $H$ and sub-bitstream $L$, are protected by FEC codes with different code rates. Particularly, we apply $(K_h, 255)$ RS code to sub-bitstream $H$ and $(K_l, 255)$ to sub-bitstream $L$, in which $K_h$ and $K_l$ change from VP to VP according to channel conditions. The reason of using $N = 255$ is that the RS code efficiency increases with $N$, therefore, if applicable, $N$ should be chosen as large as possible [16]. It is assumed that the channel SER of a BSC channel is $\{10^{-3}, 10^{-2}\}$, and the transmission bit rate is $128$kbps. In our simulations, we set the collection of possible target SER values for sub-bitstream $H$ and $L$ to be $\Omega_{p_h} = \{8 \times 10^{-5}, 10^{-5}, 10^{-6}\}$ and $\Omega_{p_l} = \{8 \times 10^{-4}, 10^{-4}, 10^{-5}, 10^{-6}\}$.

The simulation configuration is shown in Figure 3.10. As the channel decoder needs to know boundaries between sub-bitstreams $H$ and $L$, which are encoded with different FEC code rates $r_h$ and $r_l$, we add an error control (EC) layer in our scheme, which is proposed by [101]. Each EC frame consists of an EC header and $N_s$ slots. Each slot contains class 1 sub-slot and class 2 sub-slot. Class 1 sub-slot consists of sub-bitstream $H$, and class 2 sub-slot consists of sub-bitstream $L$. The FEC code rate and length of each class is indicated
in EC header. The error-resilient entropy code (EREC) [102] approach is applied to assign different classes of VPs into the $N_a$ slots of an EC frame. The length of EC header is fixed for all the EC frames. Generally, it includes tens of bits for an EC frame that includes many video packets [101]. The length of each class 1 sub-slot and class 2 sub-slot varies from frame to frame.

We apply the universal rate-distortion characteristics based rate allocation scheme [64] to MPEG-4 video transmission system to generate anchors, which are used for comparison purposes (in the following, it is called BM). By using BM, the end-to-end distortion of a particular frame component is firstly evaluated iteratively as a function of the target source bit rate and BER. Then, the BER of a specified channel code is computed as a function of channel BER and FEC code rate. Next, the universal rate-distortion characteristic is constructed for each frame component. After obtaining the universal rate-distortion characteristic for each frame component, a near optimal rate allocation can be achieved [64]. Although BM is too complex to be applicable, it can be used to generate anchors for performance comparison purpose. In this chapter, when BM is used, three source coding rate, which are 0.5$u_c$, 0.7$u_c$, and 0.9$u_c$, where $u_c$ is the data transmission rate, and four target SERs, which are $10^{-6}$, $10^{-5}$, $10^{-4}$ and $10^{-3}$, are considered.

### 3.5.1 Results for constant channel condition

We first test the performance of the proposed joint source channel rate control scheme when the channel condition is constant, i.e., both $P_s$ and $u_s$ are constant. The channel SER and bandwidth are assumed to be $P_s = 10^{-3}$ and $u_s = 128kbps$, respectively. Simulation results are shown in Figure 3.11, including the performances of our proposed scheme based on adaptive UEP, BM, and rate control scheme based on fixed UEP. In the rate control scheme based on fixed UEP, $r_l$ and $r_h$ are set to be $r_{l0}$ and $r_{h0}$, respectively, for all the video frames, where $r_{h0}$ is the FEC code rate of sub-bitstream $H$ and $r_{l0}$ is FEC code rate.
Figure 3.11: PSNR comparison of the proposed ACBA scheme, BM, and rate control scheme based on fixed UEP. The Test sequence is Foreman, which is encoded with a frame rate $f = 30 f/s$, $P_s = 10^{-3}$, $u_s = 128$kbps.

It can be observed in Figure 3.11 that the performance of our proposed joint source channel rate control scheme based on adaptive UEP is better than that of the rate control scheme based fixed UEP, and approximates the performance of BM. Our proposed rate control scheme leads to 1dB improvement in terms of PSNR as compared with rate control scheme based on fixed UEP. It can also be observed that the proposed scheme outperforms BM for some specific frames. The reason is that when BM is used, the rate allocation is not optimal if the estimated overall distortion is different from the actual distortion.

The corresponding $K_I$ and $K_h$ of the three methods mentioned above are shown in Table 3.1. The results show that the proposed ACBA rate control scheme is effective, leading $K_I$ and $K_h$ to be adapted to channel condition. It can be observed that $K_I$ and $K_h$ which
Table 3.1: Comparison of $K_i$ and $K_h$ which are computed by our proposed ACBA scheme, BM, and rate control scheme based on fixed UEP.

<table>
<thead>
<tr>
<th>P-Frame</th>
<th>$K_i/K_h$</th>
<th>$K_i/K_h$</th>
<th>$K_i/K_h$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACBA</td>
<td>249/247</td>
<td>247/239</td>
<td>247/239</td>
</tr>
<tr>
<td>BM</td>
<td>249/247</td>
<td>247/237</td>
<td>247/239</td>
</tr>
<tr>
<td>Fixed UEP</td>
<td>247/245</td>
<td>249/241</td>
<td>247/239</td>
</tr>
<tr>
<td>1</td>
<td>249/247</td>
<td>247/239</td>
<td>247/239</td>
</tr>
<tr>
<td>2</td>
<td>249/247</td>
<td>247/237</td>
<td>247/239</td>
</tr>
<tr>
<td>3</td>
<td>247/245</td>
<td>249/241</td>
<td>247/239</td>
</tr>
<tr>
<td>4</td>
<td>249/245</td>
<td>249/241</td>
<td>247/239</td>
</tr>
<tr>
<td>5</td>
<td>249/245</td>
<td>247/235</td>
<td>247/239</td>
</tr>
</tbody>
</table>

are obtained from the rate control scheme based on fixed UEP are constant, and the same FEC code rate is applied to all the video frames.

The average PSNR of 10s video sequence of Foreman with frame rate 30f/s, encoded by using MPEG-4 encoder and the three methods mentioned above, transmitted through channels with different channel SERs $P_s$, is shown in Figure 3.12. It can be observed that, by

![PSNR comparison graph](image_url)

Figure 3.12: PSNR comparison of our proposed ACBA scheme, BM, and rate control scheme based on fixed UEP. Test sequence is Foreman, which is encoded with 30f/s and $u_s = 128kbps$.
using our ACBA method, the average PSNR is slightly lower than that obtained by using BM. Despite performance variations of some specific frames, the average PSNR obtained by using BM is about 0.5dB higher than that obtained by using our method. However, our method is much simpler than BM and capable of providing a good video quality without requiring iterative encoding and a wideband feedback channel. As shown in Figure 3.12, our method leads to about 0.6-1dB improvement in terms of PSNR as compared with the rate control scheme based on fixed UEP. This is because the rate control scheme based on fixed UEP is not optimal for some specific frames and leads to a performance degradation.

The computational complexity of BM is much greater than the proposed ACBA. ACBA only needs to calculate decoded SERs based on given channel conditions and FEC code rates. However, BM needs not only evaluate all possible FEC code rates for given channel condition, but also re-encodes and decodes a frame to obtain actual end-to-end distortion and total bit rate. The computational complexity of BM increases exponentially if a new FEC code rate is adopted. In contrast, the computational complexity of ACBA increases linearly as ACBA does not need to re-encode the frame.

3.5.2 Results for variable channel condition

We also test the performance of our proposed scheme when channel SER $P_s$ varies during transmission periods. Suppose $P_s$ changes at frame 51, as shown in Table 3.5.2 The sequence Foreman is encoded by MPEG-4 encoder. It lasts for about 10s and the frame rate is 30f/s. The channel bandwidth $u_s$ is 128kbps.

<table>
<thead>
<tr>
<th>P-Frames</th>
<th>$P_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-50</td>
<td>$10^{-3}$</td>
</tr>
<tr>
<td>51-300</td>
<td>$10^{-2}$</td>
</tr>
</tbody>
</table>

Table 3.2: Variation of channel SER $P_s$ during transmission period
Figure 3.13 gives experimental results in PSNR obtained by using our proposed scheme, BM, and the rate control scheme based on fixed UEP. From Figure 3.13, it can be observed that the performance of our proposed ACBA scheme approximates that of BM. The excellent performance of our scheme is due to the fact that the FEC code rates obtained in our scheme changes adaptively with the channel condition. As shown in Figure 3.13, the performance of the rate control scheme based on fixed UEP degrades quickly when channel SER changes. In contrast, our method provides a good protection to the transmitted video bitstream even when channel SER changes during the transmission. The average PSNR difference between our proposed scheme and the rate control scheme based on fixed UEP is about 3dB, which is large enough to be perceived in decoded pictures.

$K_t$ and $K_h$ of some P-frames are shown in Table 3.3. It can be observed that $K_h$ and $K_t$ computed by using our proposed scheme change adaptively with channel conditions,
Table 3.3: Comparison of $K_i$ and $K_h$ which are computed by using our proposed ACBA scheme, BM, and the rate control scheme based on fixed UEP.

<table>
<thead>
<tr>
<th>P-Frame</th>
<th>$K_i/K_h$</th>
<th>$K_i/K_h$</th>
<th>$K_i/K_h$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ACBA</td>
<td>BM</td>
<td>Fixed UEP</td>
</tr>
<tr>
<td>50</td>
<td>249/247</td>
<td>251/243</td>
<td>247/239</td>
</tr>
<tr>
<td>51</td>
<td>249/229</td>
<td>235/217</td>
<td>247/239</td>
</tr>
<tr>
<td>52</td>
<td>235/229</td>
<td>243/239</td>
<td>247/239</td>
</tr>
<tr>
<td>53</td>
<td>235/229</td>
<td>233/227</td>
<td>247/239</td>
</tr>
<tr>
<td>54</td>
<td>235/231</td>
<td>239/225</td>
<td>247/239</td>
</tr>
</tbody>
</table>

therefore, the rate allocation is also adaptive to time-varying channel.

Figure 3.14 shows the subjective picture quality of Foreman obtained by using our proposed ACBA scheme, BM, and the rate control scheme based on fixed UEP. It is evident that a much more stable and acceptable image quality can be obtained by using our proposed scheme as compared with the rate control scheme based on fixed UEP. For example, for frame 70 and the channel SER $P_s = 10^{-2}$, when rate control scheme based on fixed UEP is used, channel impairments cause artifacts as the FEC codes cannot provide enough protection to the transmitted video bitstreams. In contrast, no artifact appears for our proposed scheme.

Figure 3.14: subjective results for frame 70 at QCIF resolution. 3.14(a) BM, 3.14(b) our proposed ACBA scheme, and 3.14(c) rate control scheme based on fixed UEP.
3.6 Conclusions

In this chapter, we have studied joint source channel rate control schemes for video signal transmission. A new rate allocation scheme which exploits adaptive UEP based on the encoded video sub-bitstream importance and decoded BER in the decoded bitstream is proposed. The adaptive UEP enables the video communication system to protect each sub-bitstream of the encoded video frame according to its priority, so that the most important sub-bitstream has the highest probability to be correctly decoded. FEC is used in our scheme for UEP and the error correction capability is determined by the FEC code rate. Increasing the FEC code rate reduces the error correction capability of the FEC code and leads to an increase of the BER in the decoded bitstream. Therefore, FEC code with high code rate is used to protect sub-bitstreams with low priority. In contrast, FEC code with low code rate is used to protect sub-bitstreams with high priority and leads to a low BER in the decoded bitstream.

This chapter provides a theoretical analysis of the end-to-end distortion of the UEP-based video transmission system, revealing the inherent relationships among key parameters of the video encoder and channel encoder. The BER in the decoded data packets is the key parameters to achieve a performance improvement rate control scheme. In order to achieve the target BER, an appropriate FEC is required for each bitstream with a specific priority. An adaptive joint source channel rate allocation scheme using the BER in the decoded bitstream data as a control component is proposed. In the proposed scheme, an optimal target BER of the decoded bitstream is obtained for a given channel condition by using a pilot channel. Then, by using an error correction code, e.g., RS code, the target BER is employed to compute the FEC code rate for each video sub-bitstream. Finally, the number of bits allocated to the video encoder is computed based on the total available bandwidth and the number of bits allocated to the channel encoder.
The proposed scheme significantly outperforms the rate control scheme based on fixed UEP, especially when the channel SER varies during transmission periods. The PSNR improvements can reach as high as 3dB which can be easily perceived at the decoded picture. The results show that the proposed rate control scheme can change FEC code rate quickly and effectively according to different channel conditions, so that the transmitted video bitstream is well protected and the bandwidth is exploited more efficiently. Experimental results demonstrate that the proposed rate allocation scheme can achieve a comparable performance to that of BM scheme no matter for constant channel condition or variable channel condition. However, our proposed scheme has a much lower computational complexity as compared with BM proposed in [64], as the proposed scheme avoids iterative encoding process.
Chapter 4

A New Rate Model Based on Multiple Logarithmic Functions

4.1 Introduction

In the previous chapter, the joint source channel rate control algorithm allocates a number of bits to the video encoder based on the channel condition. As channel condition changes quickly, the number of bits allocated to the video encoder is time-varying, which poses serious constraint on the acceptable bit rate. It is important for the video encoder to adopt an effective rate control algorithm, so that the video encoder produces the expected number of bits. Not surprisingly, the quality of the encoded video depends heavily on the efficiency of the rate control technique [70]. A quadratic rate control algorithm, which determines encoding parameters according to a quadratic rate model, is employed in the previous chapter to achieve the expected bit rate.

Since an effective rate model is critical to the performance of a rate control algorithm, the modelling issue is studied in detail in this chapters. A new rate model is proposed, which consists of several logarithmic functions that adjust their boundaries and coefficients based
on the statistics of the video sequence during the encoding process. The computational complexity of the proposed model remains low because the video encoder codes each frame only once. The accuracy of the new rate model is greatly improved, compared with some of the current existing rate models. With the proposed rate distortion model, the fluctuations of bit rate estimation can be significantly reduced while maintaining the same picture quality.

The organization of this chapter is as follows. In Section 4.2, the characteristics of inter-frame coding is analyzed. In Section 4.3, a new rate model based on multiple logarithmic function is proposed. The update of the parameters of the new rate model is also addressed in great details. The complexity of the rate model is analyzed. In Section 4.4, the simulation results are presented and conclusions are provided in Section 4.5.

4.2 Image distribution analysis after ME/MC

4.2.1 Motion estimation and compensation

Inter-frame coding uses the block match (BM) motion estimation technique to eliminate temporal redundancy exist in successive frames, where each block in the currently encoded frame is compared with the reference blocks that are in the previous reconstructed frame. A search window is defined by the user to restrict the search area so that all reference blocks are within the window area. A best match block is the one which has a minimum difference to the encoding block in term of SAD or MSE. The principle of block matching is depicted in Figure 4.1.

Generally, only luminance value of the pixel is used in ME/MC process. When the best match block is found, it is then offset by the displacement between its position and the
Figure 4.1: Motion estimation and compensation: one MV is estimated for each block in the actual frame to be encoded. The MV points to a reference block of same size in a previously coded frame. The reference block is in a $N \times Z$ pixel search window.

position of the current encoding block. The displacement vector between the best match block and current encoding block is MV, which is to be transmitted to the video decoder. Suppose, for frame $n$, the luminance value of the pixel $i, j$ in the current block is denoted by $P_{i,j}(n)$, and the luminance value of the best match block pixel in the previous frame is $\tilde{P}_{u,v}(n-1)$, then the encoder only needs to encode the residue luminance value of the pixel, which is given as follows

$$e_{i,j}(n) = P_{i,j}(n) - \tilde{P}_{u,v}(n-1)$$

(4.1)

where $e_{i,j}(n)$ is the residue luminance value of the pixel after ME. The advantage of using residue pixel, rather than original pixel, is that the residue pixel is expected to have a much smaller energy than the original pixel, which requires a fewer number of bits to encode. At the decoder, a reversible procedure is performed to reconstruct the original pixel $n$ correctly by using residue pixel, reference pixel and MV. Similarly, predictions for all the blocks in the current frame are obtained and the prediction frame is constructed.
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4.2.2 Entropy bits with known distribution

The residue frame consists of residue blocks produced by motion estimation, and it is transformed by the 2D-DCT transform coding procedure [103] to remove spatial redundancy. The 2D-DCT is performed based on MB. The reason is, in practical, it is impossible to use infinite length transforms to decompose a signal sequence, and a typical approach is to partition a signal sequence into non-overlapped blocks and perform block transformation on each data block, separately [104]. The block of DCT coefficients are assembled to form a zigzag scanned vector $X = [X_0...X_{L-1}]$, which is quantized to compress residue pixels further. The behaviors of a quantizer can be analyzed by the following equations for inputs with known probability distribution [104].

$$H_Q(c) = \sum_{k=-N}^{N} P_X[k] \times \log P_X[k]$$  \hspace{1cm} (4.2)

where

$$P_X[k] = \int_{(k-1/2)\epsilon}^{(k+1/2)\epsilon} p_X(x)dx$$  \hspace{1cm} (4.3)

The $p_X(x)$ is the probability density function of a zero mean independent identically distributed source $X$. $H_Q(c)$ is entropy bits produced by this quantizer $c$. It is well known that the distribution of the residue frame after ME/MC can be modelled by a Gaussian distribution or Laplacian distribution [104]. The probability density function of a zero-mean Gaussian source with variance $\sigma$ is

$$p_G(x) = \frac{1}{\sqrt{2\pi}\sigma} \exp\left\{-\frac{x^2}{2\sigma^2}\right\}$$  \hspace{1cm} (4.4)
On the other hand, the probability density function of a zero-mean Laplacian source with variance \( \sigma \) is

\[
p_L(x) = \frac{1}{\sqrt{2\sigma}} \exp\left\{-\sqrt{2} \frac{|x|}{\sigma}\right\}
\]

(4.5)

Thus, we can derive that [104]

\[
P_L[k] = \int_{(k-1/2)\sigma}^{(k+1/2)\sigma} \frac{1}{\sqrt{2\sigma}} \exp\left\{-\sqrt{2} \frac{|x|}{\sigma}\right\} dx
\]

(4.6)

\[
= \frac{1}{2} e^{-|k-1/2|\sigma/\sqrt{2\sigma}} (1 - e^{-\sqrt{2}\sigma})
\]

Besides above traditional entropy analysis, the rate-distortion theory is another major technique to explore the relationship between entropy bits and a given \( QP \). From rate-distortion optimization (RDO) discussed in [81][105][106] we know that as \( QP \) increases, the rate decreases and the distortion increases. Let the Lagrange parameters \( \lambda_{\text{mode}} \), \( \lambda_{\text{motion}} \) and the quantizer value \( QP \) be given. It was shown via experimental results that the following relationship is efficient for H.263/MPEG-4 [105][106]:

\[
\lambda_{\text{mode}} = 0.85 \times QP^2
\]

(4.7)

The experiment that lead to the relationship has also been conducted for H.264/AVC providing the following equation [106]:

\[
\lambda_{\text{mode}} = 0.85 \times 2^{(QP-12)/3}
\]

(4.8)

It is therefore a possibility to derive an optimal \( QP \) by using RDO. However, this method suffers from the disadvantages of heavily computational complexity, as RDO is an operational control.
4.3 Proposed logarithmic rate model

Following previous work \cite{70,104}, it is assumed that the DCT coefficients of the inter-coding frame are approximately uncorrelated and Laplacian distributed with variance $\sigma^2$. $\sigma^2$ is the variance of the residue frame pixels. The empirical entropy of the quantized DCT coefficients is given by \cite{70}

$$H(Q) = \begin{cases} \frac{1}{2} \log_2(2e^2 \frac{\sigma^2}{Q^2}), & \frac{\sigma^2}{Q^2} > \frac{1}{2e} \\ \frac{\sigma^2}{\ln(2Q^2)}, & \frac{\sigma^2}{Q^2} \leq \frac{1}{2e} \end{cases}$$ \hspace{1cm} (4.9)

where $H(Q)$ is the empirical entropy, $Q$ is the quantizer step size. However, we notice that the coefficients of equation (4.9) are constant, which is inappropriate due that video scene changes frame to frame. It is our objective to develop a new rate model, which is in a unified expression and can adapt model coefficients to various frame characteristics. Note that when $\frac{\sigma^2}{Q^2} > \frac{1}{2e}$, $H(Q)$ is also given

$$H(Q) = \frac{1}{2} \log_2(2e^2 \frac{\sigma^2}{Q^2})$$ \hspace{1cm} (4.10)

$$= -\frac{1}{2 \ln 2} \ln(\frac{Q^2}{2e^2 \sigma^2}), \quad \text{where } 0 < \frac{Q^2}{2e^2 \sigma^2} < \frac{1}{e}$$

The rate function (4.10) is further expanded into a Taylor series

$$H(Q) = -\frac{1}{2 \ln 2} \left\{ \left( \frac{Q^2}{2e^2 \sigma^2} - 1 \right) - \frac{1}{2} \left( \frac{Q^2}{2e^2 \sigma^2} - 1 \right)^2 + R_3 \left( \frac{Q^2}{2e^2 \sigma^2} \right) \right\}$$ \hspace{1cm} (4.11)

where $R_3$ represents the remaining quantities after 3 terms. This remainder is small because \((\frac{Q^2}{2e^2 \sigma^2})^3 < \frac{1}{e^3}\). By analyzing equations (4.9) and (4.11), we find that the number of bits can be represented by a similar function no matter whether quantization parameter is large or not. By using a similar function to represent the entropy, the rate model is implemented.
and updated more easily than equation (4.9) in that the model parameters could be updated
using the same method.

4.3.1 Logarithmic rate model

Based on equations (4.9)-(4.11), we propose a new rate model to evaluate the number of
bits using several simple parameters. The formulation is shown as follows

\[
H(Q) = \begin{cases} 
\alpha_1(n) \left( \frac{Q}{Q_{P}} \right)^{\beta_1(n)}, & 1 \leq QP < QP_L \\
\alpha_2(n) \left( \frac{Q}{Q_{P}} \right)^{\beta_2(n)}, & QP_L \leq QP < QP_H \\
\alpha_3(n) \left( \frac{Q}{Q_{P}} \right)^{\beta_3(n)}, & QP_H \leq QP \leq 31
\end{cases}
\]  

where \( QP \) is quantization parameter and \( Q = 2 \times QP \), \( QP_L, QP_H \) are quantization pa-
rameter boundaries of local exponential fitting function and \( 1 < QP_L < QP_H < 31 \).
\( \alpha(n), \beta(n), n = 1, 2, 3 \) are coefficients. In this equation, the number of bits measurement is
represented as a function of quantization step size and variance of a macroblock (MB). The
variance of MB is a used to represent the complexity of the MB. It is general that more
bits are required for those complex MBs. The boundaries enable each logarithmic function
to fit only a part of actual rate curve.

The \( n = 1, 2, 3 \) is made empirically, i.e. a actual rate curve is divided into three separate
parts and each part corresponds to an independent logarithmic function. We find that
three exponential functions are sufficient to accurately fit original rate quantization curves
of different video sequence and the computational complexity remains low. The parameters
of each logarithmic function are updated independently, although three functions share the
same update procedure. There are three independent sliding windows, \( S_1, S_2, S_3 \), which
store kinds of useful information used to update parameters.
If $QP$ lies in the $n$th quantization parameter range, we can rewrite (4.12) into logarithmic expressions

$$\ln H(Q) = \alpha(n) + \beta(n) \ln \left( \frac{\sigma}{Q} \right), \quad n = 1, 2, 3$$  \hspace{1cm} (4.13)

where $n$ corresponds to a quantization parameter range, e.g. $n = 1$ refers to $1 < QP < QP_L$ range. After actual encoding process, the encoder has determine the number of bits and quantization step size of MBs in the current frame to update corresponding sliding window.

The model parameters are then updated through linear regression analysis [107]

$$\beta(n) = \frac{N(n) \sum_{i=1}^{N(n)} \ln R_i \ln \frac{\sigma_i}{Q_i} - \sum_{i=1}^{N(n)} \ln R_i \sum_{i=1}^{N(n)} \ln \frac{\sigma_i}{Q_i}}{N(n) \sum_{i=1}^{N(n)} \left( \ln \frac{\sigma_i}{Q_i} \right)^2 - \left( \sum_{i=1}^{N(n)} \ln \frac{\sigma_i}{Q_i} \right)^2}$$  \hspace{1cm} (4.14)

$$\alpha(n) = \frac{\sum_{i=1}^{N(n)} \ln R_i - \beta(n) \sum_{i=1}^{N(n)} \ln \frac{\sigma_i}{Q_i}}{N(n)}$$  \hspace{1cm} (4.15)

where $N(n)$ is the total number of MBs observed in the $n$th quantization parameter range (sliding window), $R_i$ is the actual number of bits of MB $i$, $Q_i$ is the actual encoding quantization step size, and $\sigma_i^2$ is the variance of the $i$th MB.

### 4.3.2 Sliding windows

As there are three separate sliding windows, $S_1, S_2, S_3$, it is important to insert encoding results of each MB, i.e., $Q_i, \sigma_i, R_i$, into appropriate windows in order to update the model coefficients $\alpha$ and $\beta$. The algorithm is shown as follows:

**If** $1 \leq Q_i < Q_L$

**Insert** $R_i, Q_i$ and $\sigma_i$ into sliding window $S_1$

**Increase** $N(1)$ by 1;

**Else If** $Q_L \leq Q_i < Q_H$

**Insert** $R_i, Q_i$ and $\sigma_i$ into sliding window $S_2$

**Increase** $N(2)$ by 1;
Else $Q_L \leq Q_i \leq 31$

Insert $R_i$, $Q_i$ and $\sigma_i$ into sliding window $S_3$

Increase $N(3)$ by 1;

EndIf

$N(n), n = 1, 2, 3$ is the number of MBs available in the $i$th sliding window.

### 4.3.3 Boundary optimization

The average prediction error of the $n$th quantization parameter range can be computed in terms of MAD or MSE.

- In terms of minimum absolute difference (MAD)

$$err_{mad}(n) = \frac{1}{N(n)} \sum_{i=1}^{N(n)} |(\alpha(n)\frac{\sigma_i}{Q_i})^{\beta(n)} - R_i|$$  \hspace{1cm} (4.16)

where $err_{mad}(n)$ is the average prediction error of $n$th quantization range, $N(n)$ is the total number of samples in the $n$th quantization range, $\alpha(n)$ and $\beta(n)$ are the model coefficients obtained from (4.14), $\sigma_i$ is the root of the variance of the $i$th MB sample in the sliding window which is encoded with quantization step size $Q_i$, and $R_i$ is the number of bits.

- In terms of mean square error (MSE)

$$err_{mse}(n) = \frac{1}{N(n)} \sum_{i=1}^{N(n)} (\alpha(n)\frac{\sigma_i}{Q_i})^{\beta(n)} - R_i)^2$$  \hspace{1cm} (4.17)

Generally, the average prediction error is represented in term of MAD as it does not need to calculate the square and it is much easier to be computed as compared with MSE.
The average prediction error of the proposed rate model is given by

\[ E = \frac{1}{3} \sum_{n=1}^{3} err(n) \]  

\[ = \left\{ \frac{1}{3} \sum_{n=1}^{3} \left( \frac{1}{N(n)} \sum_{i=1}^{N(n)} \left| \frac{e^{a(n)}(\frac{\alpha_{i}}{Q})^{3(n)} - R_{i}}{L} \right| \right) \right\} \]  

If MAD is used

\[ = \left\{ \frac{1}{3} \sum_{n=1}^{3} \left( \frac{1}{N(n)} \sum_{i=1}^{N(n)} \left( e^{a(n)}(\frac{\alpha_{i}}{Q})^{3(n)} - R_{i} \right)^{2} \right) \right\} \]  

If MSE is used

The optimal \( QP_L \) and \( QP_H \) is derived by minimizing \( E \) subject to the observed \( R_i \) and \( Q_i \) in the recently encoded frames. In order to avoid rapid boundary change, we further set a constraint, i.e., \(-1 \leq QP_L(n) - QP_L(n-1) \leq 1 \) and \(-1 \leq QP_H(n) - QP_H(n-1) \leq 1 \), where \( QP_L(n) \) and \( QP_H(n) \) are the optimal \( QP_L \) and \( QP_H \) for the \( n \)th frame, respectively, and \( QP_L(n-1) \) and \( QP_H(n-1) \) are the optimal \( QP_L \) and \( QP_H \) for the \((n-1)\)th frame, respectively.

The exhaustive search method is used to find optimal \( QP_L \) and \( QP_H \) because of its simplicity. Supposed that before encoding current frame the optimal \( QP_L \) and \( QP_H \) are \( Q_{preL} \) and \( Q_{preH} \), respectively. After encoding current frame, an iterative search is done to find the best \( QP_L \) and \( QP_H \) from a combination of \( Q_{preL} \), \( Q_{preH} \), \( Q_{preL} - 1 \), \( Q_{preL} + 1 \), \( Q_{preH} - 1 \), and \( Q_{preH} + 1 \). We summarize the search procedure as follows:

**Step A:** Set \( QP_L = Q_{preL} - 1, QP_H = Q_{preH} - 1 \). The distortion \( D_q \) is set to be 10^{10}. Set \( QP_{ol} = Q_{preL} \), and \( QP_{oh} = Q_{preH} \). \( QP_{ol} \) and \( QP_{oh} \) is used to stored temporal optimal \( QP_L \) and \( QP_H \).

**Step B:** Update the sample data in three separate sliding windows \( S1, S2, S3 \) based on new boundary values \( QP_L \) and \( QP_H \). The boundary values changes, the number of sample data in each sliding window also changes.

**Step C:** \( a(n), b(n), n = 1, 2, 3 \) are computed using the sample data in \( S1, S2, S3 \), respectively. Finally, \( E \) is derived from equation (4.18). The optimal boundary values are
given as follows:

$$QP_{oL} = \begin{cases} 
QP_{oL}, & \text{if } E \geq D_q \\
QP_L, & \text{otherwise}
\end{cases}$$  \hspace{1cm} (4.19)

$$QP_{oH} = \begin{cases} 
QP_{oH}, & \text{if } E \geq D_q \\
QP_H, & \text{otherwise}
\end{cases}$$  \hspace{1cm} (4.20)

At the same time, if $E < D_q$, $D_q$ is set to $E$.

**Step D:** Change the boundary values, i.e., $QP_L$ or $QP_H$, go to Step 2.

The complexity of the boundary search depends on the search range of boundary and the number of multiple logarithmic functions that the proposed rate model uses. It is obvious that there are $N_{log} - 1$ boundaries need to be optimized in case that the proposed rate model has $N_{log}$ piecewise functions. Supposed that the search range of boundary is $N$ and there are $N_{log}$ logarithmic functions, the possible combination of search space is $N^{N_{log} - 1}$. For each set of selected combination of boundary values, we need compute the parameters of each logarithmic functions and their prediction errors $err_{mad}(n)$ or $err_{mse}(n)$, which has been studied in detail in previous section.

In this thesis, $N_{log} = 3$. As the search range of $QP_L$ is $QP_{preL} \pm 1$, and $QP_H$ is $QP_{preQ} \pm 1$, where $QP_{preL}$ and $QP_{preQ}$ are the most recent optimal $QP_L$ and $QP_H$, respectively, so each optimal boundary is selected from 3 possible values, and the search size is $3^{N_{log} - 1} = 9$. The computational complexity of exhaustive search remains low as compared with ME/MC in the encoding process, as for ME/MC each MB needs compare with neighboring $\pm 32$ MBs to find the best matching MB.
4.4 Simulation results

To assess the performance of the new rate distortion model, numerous simulations have been performed using the standard picture test sequences in QCIF format: “foreman”, “silent”, and “news” etc. We implemented logarithmic rate model based on H.263 [108], by adding the logarithmic functions and parameters update procedure.

The proposed model is compared with TMN8 model [70] and quadratic model [109]. The TMN8 model is given by

\[ H(Q) = AK^2 \frac{\sigma^2}{Q^2} \]  
(4.21)

where \( A = 16^2 \), \( K \) is an adaptive factor, which is updated using a recursive method [70].

The quadratic rate model is proposed by Lee et al. [62],

\[ H(Q) = a\frac{\sigma}{Q} + b\frac{\sigma}{Q^2} \]  
(4.22)

where \( a \) and \( b \) are adaptive parameters, which are updated using linear method [109]. For fair comparison, the same \( Q \) and \( \sigma \) are used for all models. The first I-frame is encoded using default \( QP = 20 \) and the rest frames are Inter-coded. For logarithmic rate model, we initially set \( QPL = 5 \), \( QPH = 15 \).

4.4.1 Results of fixed quantization parameter

First, we tested estimation accuracy of the rate distortion models using constant \( QP \). Figure 4.2-4.3 presents the comparison results together with the actual rate curve. It is evident that the proposed method produces smaller estimation errors than the other two models. The rate curve obtained by using our method approaches the original rate curve.

The derivation of TMN8 model is based on the assumption \( \frac{\sigma^2}{Q^3} \leq \frac{1}{\kappa} \), i.e. large \( Q \). On
Figure 4.2: Bit number comparison among original H.263 encoder output, logarithmic rate model, TMN8, quadratic model for continuous frames of 'foreman.qcif'. $QP = 3$ for all MBs in P-frames.

Figure 4.3: Bit number comparison among original H.263 encoder output, logarithmic rate model, TMN8, quadratic model for continuous frames of 'foreman.qcif'. $QP = 20$ for all MBs in P-frames.
the other hand, quadratic model is suitable for small $Q$. Our model considers both cases, and the boundary of each logarithmic function can adapt to the statistics of the encoded frames, therefore it outperforms the other two models.

4.4.2 Results of variable quantization parameter

It is interesting to show the estimation accuracy of all models when $QP$ is varying from MB to MB, which is often the case in a practical system. In the following simulations, $QP$ varies over all 31 values, starting from 1, increasing 1 MB by MB until 31, then decreasing 1 MB by MB until 1. The loop continues until all MBs are encoded. 100 frames are encoded for each test sequence. For fixed boundary logarithmic rate model (in the following, it is called fixed model), we kept $QP_L = 5, QP_H = 15$ regardless of the image statistics. Figure 4.4 shows the bit number estimation comparison when $QP$ varies. It is clear that the accuracy of the proposed rate distortion model is greatly improved. The

![Figure 4.4: Bit number comparison among original H.263 encoder output, fixed model, our method, TMN8, and quadratic method for continuous frames of 'foreman.qcif'. $QP$ varies from MB to MB.](image)
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optimal $QP_H$ and $QP_L$ are shown in Figure 4.5. The optimal $QP_L$ and $QP_H$ are found by exhaustive search method minimizing $E$. The relative prediction error of a frame is defined as $\sum_{i=1}^{99} (|O_i - R_i|)/\sum_{i=1}^{99} R_i$, where $O_i$ is the number of bits predicted by each model.

The average relative prediction error per frame is sum of the relative prediction error of all frames divided by the number of encoded frames. Table 4.1 list a comparison of average relative prediction error per frame using different test sequences. Result shows that by

<table>
<thead>
<tr>
<th>video sequence</th>
<th>tmn8</th>
<th>quadratic</th>
<th>fixed</th>
<th>logarithmic</th>
</tr>
</thead>
<tbody>
<tr>
<td>foreman</td>
<td>0.749</td>
<td>0.394</td>
<td>0.405</td>
<td>0.204</td>
</tr>
<tr>
<td>silent</td>
<td>1.185</td>
<td>1.412</td>
<td>2.05</td>
<td>0.454</td>
</tr>
<tr>
<td>news</td>
<td>2.589</td>
<td>2.472</td>
<td>3.884</td>
<td>0.836</td>
</tr>
<tr>
<td>mother and daughter</td>
<td>0.747</td>
<td>1.143</td>
<td>2.687</td>
<td>0.352</td>
</tr>
</tbody>
</table>

Table 4.1: Comparison of average relative prediction error per frame among TMN8, quadratic model, fixed model, and logarithmic rate model. $QP$ varies from MB to MB.
using the proposed rate distortion model, the average relative prediction error per frame is greatly reduced. At the same time, we notice that the performance of the fixed model varies greatly depending on statistics of test sequence because the boundaries are not optimal.

4.5 Conclusions

A good rate model can improve the performance of a rate control algorithm as the rate control algorithm derives the encoding parameters based on the rate model. In this chapter, an improved rate model, which achieves a more accurate estimation to the number of bits as compared with some existing rate models, is proposed. By using the proposed rate model, the rate control algorithm has a higher probability to control encoding parameters better to achieve the target number of bits as well as minimize source distortion caused by quantization.

The proposed rate model is based on multiple logarithmic functions, and it exploits a local curve fitting technique. In order to match the actual rate distortion data accurately, three separate logarithmic functions are employed in the new model, which consists of all quantization ranges. Furthermore, the boundaries of logarithmic functions are adaptive to statistics of previously encoded frames, and the coefficients of the logarithmic functions are derived from previously encoded frames. Experimental results show that the proposed model provides a more accurate estimation to the number of bits than existing rate models.
Chapter 5

Fast Pre-encoding Component and Its Application

5.1 Introduction

In Chapter 4, the performance of a novel rate model, which exploits useful information of previously encoded frames, has been examined. In this chapter, a novel encoding structure which is based on a fast pre-encoding component is proposed for the new emerging video encoder, i.e., H.264 video encoder, to implement rate control algorithm. The general rate control structure for most previous video standards such as H.263 and MPEG-4 is described by Wang in [18], and it is further studied in [70]. The rate control structure is simple yet effective and it is widely deployed by those encoders to achieve a target bit rate. However, with the new compression and optimization techniques are introduced to the new emerging video encoder to improve compression efficiency, it is not so easy to implement an rate control algorithm in conventional rate control structure. The new challenge, which is discussed in the next section, must be addressed, so that most of existing rate control schemes could be used directly by the new video encoder. The fast pre-encoding component is therefore proposed to solve the problem, in which, prior to actual encoding, a pre-encoding process
is firstly performed by the encoder to retrieve some useful information of the current frame that can be used by the encoder for actual encoding process.

In Section 5.2, the conventional encoding structure with rate control schemes is reviewed and related work on successful rate control algorithms is described. In Section 5.3, we discuss rate control problems for the new emerging video encoder. A resolution to the problem based on co-relationship between the successive frames is also reviewed. In Section 5.4, our proposed rate control structure is described in detail. The performance of the new rate control structure is compared with the existing linear based solution in Section 5.5. 5.6 concludes the chapter.

5.2 Conventional rate control structure

Consider the video communication system with limited buffer size and delay, a buffer regulation scheme is usually needed. Several parameters of the encoder may be used to control the bit rate generated by the video encoder. The conventional rate control structure is the backward buffer control structure illustrated in Figure 5.1. In this structure, a

![Figure 5.1: Buffer feedback-based rate control for H.263, MPEG-4 video encoder. After coding each video frame, the buffer level is measured and feedback to the video encoder.](image-url)
rate control algorithm is based on the feedback from the encoder buffer, and controls the encoding parameters such as quantization parameter of the encoder. A simple example of the rate control scheme is that the quantization parameter $QP$ is derived from buffer level without considering characteristics of the encoded frame. Kim [110] suggests a non-linear relationship between the buffer occupancy and $QP$, and it is given by

$$Q(n) = \begin{cases} \alpha \left( \frac{b(n-1)}{\alpha} \right)^k, & 0 < b(n-1) < \alpha \\ 1 - (1 - \alpha) \left( \frac{1 - b(n-1)}{1 - \alpha} \right)^k, & \text{otherwise} \end{cases}$$

(5.1)

where $b(n-1)$ is the normalized buffer occupancy for the $(n-1)$th MB, $Q(n)$ is the normalized quantization parameter for the $n$th MB. A linear relationship between the buffer occupancy and $QP$ is also suggested and is given by

$$Q(n) = b(n-1)$$

(5.2)

The performance of the rate control scheme could be improved by incorporating the characteristics of the encoded frame into $QP$ computation. The example is given by Oh et al. [111], in which an adaptive $QP$-rate table which adapts to the characteristics of encoding sequence is built and is used in the rate control scheme. The rate control achieves a better performance than those rate control schemes without considering the characteristics of the encoding sequence.

It is well known that the motion compensated frame follows Gaussian, or Laplacian distribution with signal variance $\sigma^2$, and the rate model is represented by [104]

$$B(Q) = \frac{1}{\alpha} \log_2 (\epsilon^2 \times \beta \times \frac{\sigma^2}{Q^2})$$

(5.3)

where $Q$ is quantizer step size, $\alpha$, $\beta$ and $\epsilon$ are adjusting parameters. The variance of motion.
compensated frame, i.e., MSE or MAD, is widely used by different rate control schemes [70][75] to compute quantizer step size. The larger the MSE or MAD is, the more complex the MB is, and more bits should be allocated to it. The reason is that the MB with large signal variance normally contains more motion and scene changes, which need more bits to encode in order to prevent picture quality from degrading.

5.3 Challenge of the new emerging video encoder

Overview of emerging video encoder

Since 1997, the ITU-T's Video Coding Experts Group (VCEG) has been working on a new video coding standard with the internal denomination H.26L. In late 2001, MPEG's video group and VCEG decided to work together as a JVT and to create a single technical design for a forthcoming ITU-T Recommendation, ITU-T H.264, and for a new part of the MPEG-4 standard, MPEG-4 part 10, based on the current working draft of JVT/H.26L coding. The official title of the new standard [5] is AVC. However, it is widely known by its old working title, H.26L, and by its ITU document number, H.264. The primary goals of the H.264 project are improved coding efficiency, improved network adaptation and simple syntax specification [112].

The H.264 design covers a Video Coding Layer (VCL), which provides a core high-compression representation of the video picture content, and a Network Adaptation Layer (NAL), which packages that representation for delivery over a particular type of network. The rate control algorithm works in VCL layer and controls the parameters of coding options such as QP and skipped frames etc. The H.264 VCL is basically similar to the compression process of prior standards, e.g., H.263, in that it is a block-based motion-compensated hybrid transform video coder. Figure 5.2 shows a block diagram of basic VCL coding structure of
It is obvious that the basic coding structure of H.264 is similar to most of previous encoders such as H.263 and MPEG-4, which is illustrated by Figure 2.2 in chapter 2. H.264 consists of ME and MC block, transform block, quantization block and entropy encode block. The ME/MC is used to eliminate temporal redundancy between successive frames. The transform block removes spatial redundancy between different blocks in a frame. Video pictures are divided into MBs of $16 \times 16$ luminance samples each, with two associated $8 \times 8$ chrominance samples [113]. Each MB is encoded in intra or inter mode. inter coding employs prediction from other previously decoded pictures. The encoding process for inter prediction consists of choosing motion vectors, reference pictures, and a spatial displacement that is applied to all samples of block. The motion vectors which are transmitted as side information are used by the encoder and decoder to simultaneously provide the inter
A number of new features are introduced to H.264 in order to achieve the primary goals of the standard, such as intra prediction, long-term ME/MC and so on. In intra prediction, each sample of a block in an intra MB is predicted using spatially neighboring samples of previously coded blocks. The encoder chooses which and how neighboring samples are used for intra prediction, which is simultaneously conducted at the encoder and decoder using the transmitted intra prediction side information [114]. In long-term ME/MC case, then the video encoder can use any previously encoded frame which are between \( n - 1 \) to \( n - 5 \) as the reference frame for the \( n \)th frame, where \( n \) is the frame number. Long-term ME/MC can let the H.264 encoder select the best reference frame, so that a good residue frame is produced.

Furthermore, H.264 supports motion compensation block size ranging from \( 16 \times 16 \) to \( 4 \times 4 \) luminance samples for a MB with many options between the two, called prediction mode of a MB (PM). The PM decision is performed together with ME/MC, reference selection by choosing the right mode, reference and motion vectors which results in minimum sum of absolute difference (SAD) [113].

Last but not the least, the transform used in H.264 is applied to \( 4 \times 4 \) blocks, and instead of a \( 4 \times 4 \) discrete cosine transform (DCT), a separable integer transform is used. For the quantization of transform coefficients, H.264 uses scalar quantization. One of 52 quantization parameters is selected for each MB, which is denoted by \( QP \). In H.264, two methods of entropy coding are supported, namely context-adaptive variable length coding (CAVLC) and context-adaptive arithmetic coding (CABAC).

In H.264 video encoder, one of the five previously decoded frame is selected and used as
a reference to find an optimal MB PM among 7 possible MB PMs. This results in 35 combinations of block sizes and reference frames. There are two non-normative methods, i.e., simple method and complex method [115], to obtain PM and corresponding motion vectors. The complex method is more attractive than the simple method, since it requires much less bits than the simple method to encode a picture but provides similar picture quality as that provided by the simple method, and it needs only a slightly longer time to encode the same sequence. Figure 5.3 shows the number of bits per frame encoded by using simple method and complex method, respectively. Figure 5.4 shows PSNR per frame encoded by using simple method and complex method, respectively. The core technique of complex method is rate-distortion optimization (RDO). The rate-distortion problem is solved by using Lagrangian multiplier. However, the application of

Figure 5.3: Bits comparison for simple method and complex method. The sequence name Foreman. The Sequence is encoded with H.264 video encoder. Frame rate $F_r = 30f/s$. Quantization parameter is 30 for all the frame. Reference number is 5.
Figure 5.4: PSNR comparison for simple method and complex method. The sequence name Foreman. The Sequence is encoded with H.264 video encoder. Frame rate $F_r = 30f/s$. Quantization parameter is 30 for all the frame. Reference number is 5.

Figure 5.5: Encoding time comparison for for simple method and complex method. The sequence name Foreman. The Sequence is encoded with H.264 video encoder. Frame rate $F_r = 30f/s$. Quantization parameter is 30 for all the frame. Reference number is 5.
Lagrangian technique to control a hybrid video encoder is not straightforward because of temporal and spatial dependencies of the rate distortion costs. Given the Lagrangian multiplier $\lambda_{\text{mode}}$ and the quantizer value $Q$, the Lagrangian mode decision for a MB $S_k$ is to minimize the cost associated with PM $I_k$ and Lagrangian multiplier $\lambda_{\text{mode}}$, which can be expressed as

$$J_{\text{mode}}(S_k, I_k|Q, \lambda_{\text{mode}}) = D(S_k, I_k|Q) + \lambda_{\text{mode}} R(S_k, I_k|Q)$$

(5.4)

where $I_k$ is the prediction mode which varies over a set of possible PMs, $D(S_k, I_k|Q)$ is the distortion which is measured as the sum of squared differences (SSD) between reconstructed and original MB pixels, $R(S_k, I_k|Q)$ is the actual rate after encoding the MB using selected $I_k$. More details can be found in [105][106].

After taking rate control scheme into account, the video encoder becomes more complex. A simplified H.264 encoder with rate control component is shown in Figure 5.6. In order to derive the best PM for a MB, a Lagrangian multiplier should be given firstly. However,
the lagrangian multiplier is computed through quantization parameter $QP$. For example, in [106], Wiegand et al. computes $\lambda_{mode}$ for H.264 encoder as follows

$$
\lambda_{mode} = 0.85 \times 2^{(QP-12)/3}
$$

(5.5)

where $\lambda_{mode}$ is the Lagrangian multiplier for PM decision. Several other optimal Lagrangian multiplier for different video standards are given in [105][106]. The derivation of optimal Lagrangian multipliers for different video standards is also studied in [116]. As we have discussed above, the rate control performance is improved significantly by taking characteristics of the encoding frame into account. A typical rate model is given as follows,

$$
R = G(\sigma, \alpha, \beta, QP)
$$

(5.6)

where $R$ is the number of bits, $\alpha$ and $\beta$ are adjusting factors, $\sigma$ is MAD or MSE value and $G(\cdot)$ has been studied in the previous chapter. It is obvious from the above equation that for given $\alpha$, $\beta$, $\sigma$ and $QP$, the number of bits of an MB can be approximated by using a rate model $G(\cdot)$, e.g., the multiple logarithm rate model derived in the previous chapter.

**Linear MAD prediction model**

From Figure 5.6, it can be observed that the MAD or MSE of a MB is derived after performing RDO because MAD or MSE are computed based on the motion-compensated frame. The legitimate question might be: *What value of MAD should be used to derive QP before RDO is done?*

In order to solve the above problem, the closed loop shown in Figure 5.6 need to be broken. One possible solution is to use QP of previously encoded MB to do RDO [117]. The other solution is to use a predicted MAD or MSE to perform a rate control to derive QP for RDO and later quantization process [118][119]. Using QP of previously encoded MB
usually leads to iterative encoding process to search optimal QP for RDO and quantiza-
tion. The reason is that the complexity and characteristics of each MB vary greatly from
neighboring MBs. In contrast, predicting MAD or MSE of the current MB from previously
encoded MBs avoids iterative searching process and provides a good estimation of QP. One
of typical methods to predict MAD or MSE of the MB is linear MAD prediction model,
which has been discussed in the standard rate control of H.264 encoder [118].

To predict MAD of the current MB, a linear model is introduced by Li [118][119], in which
MAD of the current MB is predicted by using MAD of the co-located MB in the previously
encoded frame, and the model is given by

\[ MAD_c = a_1 \times MAD_p + a_2 \]  (5.7)

where \( MAD_c \) is the predicted MAD of the current MB, \( MAD_p \) is the actual MAD of the
colocated MB in the previously encoded frame, \( a_1 \) and \( a_2 \) are two coefficients of predic-
tion model, which are derived from previously encoded frames by using linear regression
method. The co-located MB is defined as follows: suppose current MB is at the \( i \)th column
and \( j \)th row in the encoding frame, then the MB at the \( i \)th column and \( j \)th row in the
previously encoded frame is considered as co-located MB of current MB.

Although linear MAD prediction model represent a major step to obtain a good rate
control scheme for the new emerging H.264 encoder, it suffers from the drawback that it
requires the current MB and co-located MB in the previously encoded frame have a strong
co-relationship between each other, which may not be true in practical situation. This
prediction of MAD becomes less accurate when the motion in a frame becomes fast and
complex or when there is a scene change. Recently, M. Jiang et al. [120] proposed an
improved MAD estimation based on frame complexity. The MAD prediction is given as

\[ MAD_p = \alpha \times MAD_l + (1 - \alpha) \times MAD_{psnr} \] (5.8)

where \( MAD_p \) is the final predicted MAD value, \( MAD_l \) is the MAD value predicted using linear method discussed above, \( MAD_{psnr} \) is the estimated PSNR drop ratio of current frame, \( \alpha = 0.7 \) is a constant. This method considers frame complexity by measuring the PSNR drop ratio. It is easy to understand that the linear MAD prediction value affect the final MAD prediction value significantly. Therefore, the improved MAD estimation suffers from the same disadvantages as the linear MAD prediction. In the following, a new MAD prediction method is proposed, which does not need such requirement, and it gives a more accurate MAD prediction.

5.4 Pre-encoding structure for new video encoder

5.4.1 Analysis of video encoder

The dilemma problem of rate control for H.264 is solved by the linear MAD prediction model described in the previous section. However, the scene content in a video sequence varies quickly, and MBs in the residual frame change drastically depending on their spatial complexity and temporal difference. The instant change in scene content could lead to very severe consequences on MAD estimation. Furthermore, PM of the current MB may be different from that of the co-located MB in the previous frame and the variation of PMs further makes MAD prediction unstable.

Considering the tree structured motion compensation for a MB of the P-frame. Each MB (16 \( \times \) 16 pixels) may be predicted by using 1 of 7 PMs [113] listed below.
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Table 5.1: Summary of Index, PM names and their height and width in terms of pixels. For example, given index 4, the prediction mode of the MB is Inter16X16, therefore the MB is Inter-coding and ME/MC is done in 16 x 16 search window.

In case that the Inter8X8 PM is used, each block (8 x 8 samples) can be predicted by using 1 of 5 sub-modes listed below [113]. These partitions and sub-partitions results in a large number of possible combinations in prediction mode. The actual PM of a MB is computed by using RDO which is explained in previous section 5.3.

Table 5.2: Summary of index, sub-PM names and their height and width in terms of pixels.

Define \( \pi_i \) as follows

\[
\pi_i = \frac{N_{MB,i}}{N_{MB}}, \quad i = 1, 2, 3, 4, 5, 6, 7
\]

where \( i \) is the PM index obtained by using RDO, \( N_{MB,i} \) is the number of MBs that are predicted by using PM with index \( i \), \( N_{MB} \) is the number of total encoded MBs. \( \pi_i \) represents the percent of MBs that are predicted by using PM with index \( i \) among all encoded MBs.

109
Figure 5.7, which includes five sub-figures, shows the values of $\pi_i$ for different video test sequences Foreman, Carphone, Silent, Container, Mother and daughter. In Figure 5.7, the JM6.1 encoder [1] is used as the H.264 video encoder to encode video test sequences. The quantization parameter $QP$ varies over six values: 10, 20, 28, 30, 35, and 45, producing six normalized plots for each specified video test sequence. Each video test sequence includes 100 frames. As observed in all the five sub-figures, the peaks of $\hat{p}_{U}$ occur when $i$ is equal to 3, 4 and 7, which correspond to PM Inter16X16, Skip and Inter8X8. It can also be observed from the five sub-figures that $\pi_7$ grows monotonously as $QP$ decreases and $\pi_3$ and $\pi_4$ grows monotonously as $QP$ increases. Those characteristics are confirmed by results shown in Figure 5.8 where relationship between $\pi_7$ and $QP$ is shown, and in Figure 5.9 where relationship between $\pi_3$, $\pi_4$ and $QP$ is shown. It can be observed from these figures that more than 85% of MBs are predicted by these three PM modes, i.e., Inter16X16, Skip and Inter8X8, no matter what $QP$ is used.

5.4.2 New encoding structure based on fast pre-encoding

A MAD prediction method based on Fast-Pre-Encoding (FPE) component is proposed in this section to replace linear MAD prediction method, and the new method eliminates mismatch of the predicted MAD value produced by the linear MAD prediction model. The encoding system based on FPE is shown in Figure 5.10. The new encoding structure consists of two additional components, i.e., a fast pre-encoding component and a MAD calculation component. In the fast pre-encoding component, only 2 PMs among the 7 PMs mentioned in the previous section, i.e., Inter16X16 and Skip, are used to perform RDO. The key function of FPE component is to derive rough MAD value and other useful information about the characteristics of the current MB by using only two PMs. Since the MAD value and the useful information are derived from the current MB rather than predicted from previously encoded MB, the information reflect actual characteristics of the current
Figure 5.7: $\pi_i$ vs. modes with various values of $QP$. The prediction modes are gathered after encoding 100 frames of each video sequence. The video sequences from top to bottom are: Foreman, Carphone, Silent, Container, Mother and daughter. The Foreman, Carphone, and Silent are encoded with RDO on. The Container, Mother and daughter are encoded without RDO.
The MAD prediction method based on FPE component is better than linear MAD prediction model in that it is not based on the assumption that the previously encoded MB tightly relates with the current MB, which may not be true in practical situations.

One of the other core component in the proposed encoding structure is the MAD calculation block, which is behind the FPE component. In MAD calculation, a mathematical model is built in order to predict an accurate MAD of the current MB based on the rough MAD value produced by using mode Inter16X16 or Skip. The predicted MAD of the ith MB is given by the following equation

\[
\bar{M}_i = \begin{cases} 
\mu \times M_i + \nu, & \text{if } M_i \geq (\gamma_i \times M_{ave}) \\
M_i, & \text{otherwise}
\end{cases}
\]  

(5.10)

Figure 5.8: $\pi_i, i = \text{Inter}8\times8$ vs. $QP$ for video sequences Foreman, Carphone, Silent, Container, Mother and daughter. The Foreman, Carphone, and Silent are encoded with RDO on. The Container, Mother and daughter are encoded without RDO.
Figure 5.9: $\pi_i, i =$ Inter16X16, Skip vs. $QP$ for video sequences Foreman, Carphone, Silent, Container, Mother and daughter. The Foreman, Carphone, and Silent are encoded with RDO on. The Container, Mother and daughter are encoded without RDO.

Figure 5.10: Proposed H.264 encoding structure with rate control based on FPE component. The FPE component is responsible for performing RDO using two PMs, i.e., Inter16X16 and Skip, and deriving MAD information and number of overhead bits.

where $M_i$ is the rough MAD value of the $i$th MB generated from FPE component. $\mu$ and $\nu$ are adjusting factors and they are updated by using linear regression method after encoding.
a frame. \( M_{\text{ave}} \) is given by
\[
M_{\text{ave}} = \left( \sum_{i=1}^{N} M_i \right) / N
\]  
(5.11)
where \( N \) is total MBs of a frame. \( \gamma_n \) is calculated recursively by
\[
\gamma_n = (1 - \alpha)\gamma_{n-1} + \alpha \zeta
\]  
(5.12)
where \( \gamma_0 = 1 \), \( \alpha \) is moving average parameter (0.75), and \( \zeta \) is defined as follows
\[
\zeta = \sum_{M_i > m_i} M_i / s / M_{\text{ave}}
\]  
(5.13)
where \( m_i \) is the actual MAD of the \( i \)th MB, \( s \) is the number of MBs which meet the constraint \( M_i > m_i \).

The detailed encoding process based on FPE component is summarized as follows:

Firstly, the encoder performs ME/MC and RDO to choose a PM between two PMs (Inter16X16 and Skip). The chosen PM leads to a minimum source distortion \( D_{e1} \) with the corresponding rough MAD value \( M_i \). The average value of QPs of the previously encoded frame are used as QP for the current MB. After that, the encoder stores the chosen PM \( p_i \), the minimum distortion \( D_{e1} \), and the corresponding MAD value \( M_i \).

Next, the MAD calculation component is employed to predict the MAD value of the current MB from \( M_i \). The predicted MAD value is then used by a rate control algorithm to compute QP for the current MB.

Finally, RDO is performed again by using the QP obtained in the second step to choose a
PM among the rest 5 PMs which are not considered in the first step. The obtained source
distortion $D_{e2}$ is compared with $D_{e1}$ obtained in the first step to decide the optimal $p_i$
which leads to minimum source distortion.

The RDO is performed by two sub-steps. One is performed in the FPE component and the
other is after rate control. In the first sub-step, RDO is performed to chose an optimal PM
between two PMs and meanwhile produce some useful information of the current MB, such
as rough MAD value, to the following steps. In the second sub-step, RDO is performed
by using the optimized QP obtained in the rate control step and an optimal PM is chosen
among the rest 5 PMs. As in the first sub-step, only 2 possible PMs are considered, RDO
can be performed very fast.

5.4.3 Application of MAD prediction method based on FPE component

The linear MAD prediction mentioned above is used by the standard rate control scheme
for the H.264 video encoder [118][119]. In this section, the standard rate control scheme
is improved based on new proposed encoding structure. The rate allocation algorithm
employed in the standard H.264 rate control scheme [118][119] at the frame layer is not
changed.

However, at MB layer, the rate control scheme employed in the standard H.264 rate control
scheme is changed based on the new proposed encoding structure. In the new proposed
MB layer rate control scheme, the MAD prediction method based on FPE component is
employed to predict MAD of MB and the rate allocation is performed according to the pre-
dicted MAD of each MB. Since complexity of each MB is determined by MAD, the video
encoder knows complexity of each MB before the rate control at MB layer is performed.
Therefore, it can use such information in order to achieve a more accurate rate control
Supposed $B_{i,j}$ is the number of bits for the current MB $i$ in the $j$th frame. $B_{i,j}$ can be derived from the predicted MAD as

$$B_{i,j} = \frac{(B_j - h_a(N - i)) \times \bar{m}_{i,j}^2}{\sum_{n=1}^{N} \bar{m}_{n,j}^2}$$

(5.14)

where $B_j$ is the number of remaining bits for the non-coded MBs in frame $j$, $N$ is the total number of MBs in the current frame, $\bar{m}_{i,j}$ is the predicted MAD of the MB $i$ in the frame $j$ derived from (5.10), $h_a$ is the number of bits used for header, syntax, motion vectors and other administrating markers. After $B_{i,j}$ is obtained, a quadratic rate model is employed to derive the quantization step size, $Q_i$, of the current MB. The relationship between $B_{i,j}$ and $Q_i$, according to the quadratic rate model, is shown below

$$B_{i,j} = a_1 \bar{m}_{i,j} Q_i + a_2 \bar{m}_{i,j}^2 Q_i^2$$

(5.15)

where $a_1$ and $a_2$ are the model parameters that are updated from previously encoded parameters by using the linear regression method [118].

Since the rate allocation algorithm of our proposed rate control scheme is the same as that employed in the standard H.264 rate control scheme at frame layer and GOP layer, the target number of bits for the current frame can be derived by using the same method as that used in the standard H.264. When the target number of bits, $B_j$, for the current frame $j$ is decided, the following steps are performed to encode the current frame:

**Step A**: Set $i = 1$ and define $N$ as the total number of MBs in a frame, e.g., for a QCIF video sequence, $N = 99$. Define $h_{a,1}$ as a temporal variable to store the number of header bits. If the current frame is the first P-frame, $h_a = h_{a,1} = 10$, otherwise, set $h_{a,1}$ equal to
the value of \( h_a \).

**Step B:** Perform RDO and ME/MC for the current MB by using two PMs, i.e., Inter16X16 or Skip, which is the function of FPE component. Predict the MAD of each MB in the MAD calculation component. The detailed procedure has been addressed in the above section. After that, the encoder stores the chosen PM \( p_i \), the minimum distortion \( D_{e1} \), and the corresponding MAD value \( M_i \).

**Step C:** Compute the target number of bits for the current MB, \( R_{ij} \), by using (5.14). Note that \( h_a \) will be updated MB by MB.

**Step D:** Compute the quantization step size of the current MB, \( Q_i \), by using the quadratic rate model (5.15). Refine the quantization parameter so as to reduce the blocking artifacts by \( QP = \max \{QP' + 2, \min \{QP' - 2, QP\}\} \), where \( QP' \) is the quantization parameter of the previously encoded MB.

**Step E:** Perform RDO using the above \( QP \) value and the rest 5 PMs, which results in a new source distortion \( D_{e2} \). The obtained source distortion \( D_{e2} \) is compared with \( D_{e1} \) obtained in the first step to decide the optimal \( p_i \) which leads to minimum source distortion. The actual encoding process is then performed based on optimal \( p_i \).

**Step F:** Update the quadratic model parameters \( a_1 \) and \( a_2 \) using the linear regression method [119]. Compute the average number of overhead bits for syntax and motion vectors by using a recursive form:
\[
\hat{h}_a = \frac{\hat{h}_a(i - 1)}{i} + \frac{\hat{h}_a}{i}
\]
\[
h_a = \frac{\hat{h}_a(i)}{N} + \frac{h_a,1(N - i)}{N}
\]
where \( h_a \) is the actual number of bits used for syntax and motion vectors.

**Step G:** If \( i < N \), let \( i = i + 1 \), and go to step 2. Otherwise, stop as all MBs have been encoded.
5.5 Simulation Results

The proposed rate control algorithm based on FPE component is applied to the JM6 [1] video encoder, which is a standard H.264 encoder. The simulation configuration for the encoder is given in table 5.3.

<table>
<thead>
<tr>
<th>MV resolution</th>
<th>1/4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hadamard</td>
<td>on</td>
</tr>
<tr>
<td>RD optimization</td>
<td>on</td>
</tr>
<tr>
<td>Search Range</td>
<td>32</td>
</tr>
<tr>
<td>Restrict Search Range</td>
<td>2</td>
</tr>
<tr>
<td>Reference Frames</td>
<td>1</td>
</tr>
<tr>
<td>Symbol Mode</td>
<td>CABAC</td>
</tr>
<tr>
<td>GOP structure</td>
<td>I P P Intra period= 0</td>
</tr>
<tr>
<td>Frames to be encoded</td>
<td>300</td>
</tr>
</tbody>
</table>

Table 5.3: Configuration of the H.264 encoder. The number of reference frame for ME/MC is 1, and the search range in the reference frame is 32. The first frame is intra-coding, and the rest frames are inter-coding.

In our simulation, color QCIF sequences are employed to test the performance of the proposed rate control scheme, as well as the accuracy of the predicted MAD. The linear MAD prediction method and rate control scheme proposed in [119] are used as a comparison anchor. In the following, we call our MAD prediction method based on FPE component FPE method and the method proposed in [119] CBLP method. The rate control scheme based on FPE component is called FPER, and the rate control scheme based on CBLP method is named CBLPR.

5.5.1 Performance of MAD prediction

In Figure 5.11, the predicted MAD values obtained by using FPE method and CBLP method with RDO are compared with the actual MAD values. The test sequence is Foreman, which is encoded at a bit rate of 256 kbps and frame rate of 30 fps. It is obvious that the FPE method provides a better prediction accuracy for MAD as compared with
Figure 5.11: Comparison between the actual MAD values and the predicted MAD values obtained by using the FPE method and CBLP method, Foreman, frame index = 4, bit rate = 256kbps, RDO is used.

the CBLP method. The reason is that the CBLP method greatly relies on the similarity of MBs between two successive frames, and mismatch occurs when the co-located MB in the previous frame is different from the MB in the current frame.

Similar experiments without RDO are also conducted, and results are shown in Figure 5.12. It can be observed that the FPE method substantially outperforms the CBLP method.

5.5.2 Performance of rate control scheme

In order to test the performance of the proposed rate control scheme, a lot of experiments have been performed. It is assumed that the first frame is I-frame with $Q_P = 38$, and the rest frames are P-frames. For fair comparison, the same bits allocation scheme is used in both FPER and CBLPR at GOP layer and frame layer. However, at MB layer, FPER allocates the number of bits to each MB according to the predicted MAD obtained by our FPE method, and CBLPR uniformly allocates the number of bits to each MB [119]. In
Figure 5.12: Comparison between the actual MAD values and the predicted MAD values obtained by using the FPE method and CBLP method, News, frame index =3, bit rate=56kbps, RDO is not used.

Table 5.4, the name of the test video sequence, frame rates and target bit rates for different test schemes are described. At least 100 successive frames are encoded for each test sequence.

<table>
<thead>
<tr>
<th>Test Name</th>
<th>Video sequence name</th>
<th>Frame rate $F$ fps</th>
<th>Target bit rate (kbps)</th>
<th>RDO</th>
</tr>
</thead>
<tbody>
<tr>
<td>fmn100</td>
<td>foreman</td>
<td>30</td>
<td>100</td>
<td>on</td>
</tr>
<tr>
<td>fmn80</td>
<td>foreman</td>
<td>20</td>
<td>80</td>
<td>off</td>
</tr>
<tr>
<td>sil48</td>
<td>silent</td>
<td>10</td>
<td>48</td>
<td>on</td>
</tr>
<tr>
<td>news64</td>
<td>news</td>
<td>10</td>
<td>64</td>
<td>off</td>
</tr>
<tr>
<td>md100</td>
<td>mother daughter</td>
<td>30</td>
<td>100</td>
<td>off</td>
</tr>
</tbody>
</table>

Table 5.4: Summary of the test scheme names, video sequence names, frame rate, target bit rate, and RDO feature.

Figure 5.13 shows the PSNR results obtained by using FPER and CBLPR, respectively, for the test scheme fmn100. The comparison result shows that FPER outperforms CBLPR slightly (0.2dB) in term of PSNR, and leads to a better picture quality.
Figure 5.13: PSNR comparison between FPER and CBLPR. The video test sequence is Foreman, frame rate =30f/s, bit rate= 100kbps, RDO is on.

In table 5.5, the bit rate achieved by using FPER and CBLPR \[118\] are compared with the target bit rate for different test schemes. It can be observed in table 5.5 that in general, the FPER achieves a bit rate closer to the target bit rate, while the CBLP based rate control leads to a slightly higher bit rate. The reason is that the FPE method provides a more accurate MAD of each MB, which represents the complexity of the MB, and therefore the FPER based on the FPE method achieves a better bit rate estimation.

<table>
<thead>
<tr>
<th>Test scheme name</th>
<th>CBLPR Achieved rate(kbps)</th>
<th>FPER Achieved rate(kbps)</th>
<th>Target bit rate(kbps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>fm100</td>
<td>100.1</td>
<td>100.01</td>
<td>100</td>
</tr>
<tr>
<td>fmn80</td>
<td>80.08</td>
<td>80</td>
<td>80</td>
</tr>
<tr>
<td>sil48</td>
<td>48.06</td>
<td>48.02</td>
<td>48</td>
</tr>
<tr>
<td>news64</td>
<td>64.1</td>
<td>64.02</td>
<td>64</td>
</tr>
<tr>
<td>mdl100</td>
<td>100.05</td>
<td>100.01</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 5.5: Comparison of the achieved bit rate between the proposed FPER rate control and CBLP-based rate control. A number of video test sequence is used.
The performance comparison between the FPER and CBLPR in terms of PSNR for different test schemes are listed in table 5.6. The results show that our rate control scheme leads to a 0.2-0.5dB improvement in term of average PSNR as compared with CBLPR. The better performance of FPER is because it allocates the number of bits to each MB according to the complexity of the MB, which leads to a slightly improvement in PSNR.

<table>
<thead>
<tr>
<th>Test scheme name</th>
<th>CBLPR Achieved PSNR(dB)</th>
<th>FPER Achieved PSNR(dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>fmn100</td>
<td>38.37</td>
<td>38.49</td>
</tr>
<tr>
<td>fmn80</td>
<td>38.75</td>
<td>38.85</td>
</tr>
<tr>
<td>sil48</td>
<td>38.69</td>
<td>38.91</td>
</tr>
<tr>
<td>news64</td>
<td>41.24</td>
<td>41.99</td>
</tr>
<tr>
<td>md100</td>
<td>41.64</td>
<td>41.85</td>
</tr>
</tbody>
</table>

Table 5.6: PSNR comparison between the proposed rate control and CBLPR.

The marginal improvement shown in Fig 5.13 and Table 5.6 is because the rate control algorithm depends on not only MAD but also a lot of additional coefficients such as bits allocation scheme. In the rate control scheme of this Chapter, MAD has less impact on improving PSNR. However, accurate MAD is special important for those new emerging rate control techniques take into account frame complexity during bits allocation. The more accurate MAD estimation means more accurate estimation of frame complexity, so that the bits allocation would be more fair. The complex frames desire more bits in order to maintain high picture quality. From Fig. 5.11 and 5.12, we can tell that FPE has a better performance than CBLP. The proposed scheme would be important to those emerging rate control techniques.
5.6 Conclusion

Most of the current existing rate control schemes cannot be applied directly to the new emerging H.264 video encoder because of the technical challenge imposed by the encoder. In this chapter, a new encoding structure, which introduces a FPE component into MAD prediction method and rate control scheme for H.264, is proposed. The FPE component performs RDO and ME/MC by using two PMs in order to obtain a rough MAD value for the current MB, which is further used by the MAD calculation component to predict the actual MAD value of the current MB. Experimental results show that the MAD prediction method based on FPE component can achieve a more accurate MAD value than the existing linear MAD prediction method, which is the component of the standard H.264 rate control scheme. Furthermore, Based on FPE component, the H.264 standard rate control scheme is improved at MB layer. The new proposed rate control scheme at MB layer allocates the number of bits to each MB according to the MAD of the MB, so that it achieves a better control on the bit rate than the standard H.264 rate control. Experimental results show that the new rate control scheme achieves an average bits saving of 0.1kbps as compared with the standard H.264 rate control scheme. However, the average PSNR obtained by using the proposed rate control scheme is about 0.5dB higher than that obtained by using the standard H.264 rate control scheme.

The marginal improvement of PSNR is because the rate control algorithm depends on not only MAD but also a lot of additional coefficients such as bits allocation scheme. In the rate control scheme of this Chapter, MAD has less impact on improving PSNR. However, accurate MAD is special important for those new emerging rate control techniques take into account frame complexity during bits allocation. The more accurate MAD estimation means more accurate estimation of frame complexity, so that the bits allocation would be more fair. The complex frames desire more bits in order to maintain high picture quality.
Chapter 6

Adaptive Rate Control for H.264 Based on Logarithmic Rate Model

6.1 Introduction

In previous chapter, a new MAD prediction model for H.264 video encoder is studied, which leads to an improved rate control algorithm. In this chapter, we propose a new rate control scheme for H.264 video encoder. The new scheme takes into account not only the characteristics of H.264 video encoder but also the new logarithmic rate model, which has been studied in chapter 4. A number of new techniques have been adopted in the new video encoder, therefore most of existing rate control algorithms cannot be applied. The reason has been addressed in the chapter 4. Several techniques have been proposed to achieve a rate control algorithm for H.264 video encoder [117][118]. Ma et al. [117] propose a rate control algorithm based on TM5 [121], in which the previously encoded MB's quantization parameter is used to perform RDO for the current MB. However, RDO often has to be done two times or even more as the quantization parameter used for RDO is not optimal for the current MB. The iterative encoding process introduces a lot of additional calculations and computational complexity to the system. An adaptive rate control algorithm using
a fluid traffic model was proposed by Li et al. in [118]. The current MB's quantization parameter is derived from the linear MAD prediction model together with a quadratic rate model. Lately, based on [117] and [118], Li and Ma work together to create a rate control algorithm [119], which has been accepted by JVT as the standard rate control for H.264 video encoder. [119] is the same as [118] in many ways because they use the same fluid traffic model, the linear MAD prediction model and quadratic rate model. Recently, based on [119], M. Jiang et al. [122] propose an improved frame level rate allocation scheme, in which the number of bits is allocated to all non-coded frames unequally according to frame complexities. The basic idea behind [122] is to save bits from those frames with relatively less complexity and allocate more bits to frames with higher complexity due to high motion or scene changes.

In this chapter, we study a performance improved rate control algorithm for H.264 video encoder. The new rate control algorithm is based on the new proposed logarithmic rate model and novel MAD estimation technique. The other contribution of this chapter is that a new method is proposed to obtain the quantization parameter of the I-frame. The quantization parameter of the I-frame is now computed incorporating measurement of the buffer size, thus the rate control algorithm prevents buffer from underflow and overflow from the start.

The organization of this chapter is as follows. The next section reviews the standard rate control algorithm for H.264 video encoder. In Section 6.3, the new rate control algorithm is studied in great detail. Section 6.4 provides computer simulation results, and Section 6.5 concludes this chapter.
6.2 Review of standard rate control of H.264 system

The H.264 video encoder has been discussed in the Section 5.3. Some important techniques are also discussed in the previous Chapter, e.g., RDO is discussed in the Section 5.3 and 5.4. This section briefly reviews the adaptive rate control which has just been accepted by Joint Video Team (JVT) as an informative part of H.264 standard (Thereafter, we refer to it as JM6R since the rate control is implemented within JM6.1 [1], which is a H.264 video encoder).

The rate control is performed at three layers: GOP layer, frame layer and unit layer [119]. JM6R algorithm divides a frame into a group of contiguous MBs, which is called basic unit, to implement the rate control [119]. The basic unit consists of one or more MBs, and the choice of the number of MBs depends on the user.

1. GOP layer;
   a. computation of total number of bits for current GOP.
   b. computation of starting quantization parameter of current GOP.

2. frame layer;
   a. pre-encoding stage: computation of number of bits for each frame.
   b. post-encoding stage: update quadratic rate model parameters, and decide the number of frames that needs to be skipped.

3. unit layer;
   a. computation of the number of bits for current encoding unit.
   b. prediction of MAD of current unit.
   c. computation of quantization parameters of current unit.
   d. encoding of current unit.
e. update the number of remaining bits and the number of non-coded units for current frame.

To predict the MAD of current MB, a linear model is introduced by using MAD in the co-located position of the previously encoded frame. The linear prediction model is given by

\[ MAD_c = a_1 \times MAD_p + a_2 \]  

(6.1)

where \( MAD_c \) is predicted MAD of current MB and \( MAD_p \) is the actual MAD of co-located position in previous frame, \( a_1 \) and \( a_2 \) are compensating factors, their initial values are 1 and 0, respectively, and they are updated after encoding each frame. The rate control algorithm employs a quadratic rate model to compute the quantization parameter of each unit [100][123].

6.3 Performance improved rate control for H.264

In this section, the improved performance of the rate control algorithm for H.264 video encoder is discussed. Firstly, this section presents quantization parameter derivation based on logarithmic rate model, which is proposed in the chapter 4. A technique to compute the quantization parameter of starting frame is given. The rate control algorithm is presented in the end of this section.

6.3.1 Quantization parameter derivation based on logarithmic rate model

In order to verify the relationship between the number of bits and quantization parameter, \( QP \), a number of experiments have been performed and the results are described in Figure
6.1. The test sequence *Foreman* is encoded at a frame rate 30f/s by the H.264 video encoder. Several constant *QPs* (*QPs* = 1, 12, 30, 36, 40, 46) are used. The RDO is used when *QPs* = 1, 12, 36, 46. These experiments show that at a low bit rate the curve of the number of bits follows a convex-cup form. However, as *QP* decreases (bit rate increases), the curve of the number of bits shows a different form from convex-cup form. Therefore, it is better to use different curve functions to represent the number of bits for different *QP* range.

This is the reason that JM6R places a lot of restrictions on the *QP* which is derived directly from quadratic rate model, i.e., bounding *QPs*. In this way, even the *QP* derived from quadratic rate model is not accurate, it is bounded to a more appropriate *QP*. For example, we encode a test sequence *Foreman* at a target bit rate 96kbps and the frame rate is 15f/s. The JM6R rate control is employed by the video encoder to compute *QPs* for MBs. The *QPs* before bounding and the *QPs* after bounding are compared to show how important those restrictions in JM6R are. Figure 6.2 gives our experimental results which including *QPs* values before and after bounding. It is observed that the value of around 40% *QPs* are not really obtained by using the quadratic rate model. Instead, the actual values of *QPs* are obtained by different bounding. It is better to avoid such a situation, in which a lot of *QP* values are derived from kinds of bounding rather than by using actual rate model.

Now the new logarithmic rate model is used for quantization parameter derivation. Because the number of luminance and chrominance bits has a large deviation for different *QP* ranges, the logarithmic rate model can fit into rate curve better, and each logarithmic function represents a segment of actual rate curve. The new rate model is rewritten as
Figure 6.1: Verification of function form of the encoding rate (in bits/pixel) as a function of MAD and QP. The results are obtained by encoding 100 frames of the video sequence Foreman at 30f/s, using JVT's H.264 encoder JM6.1 [1]. After encoding a MB, we measure MAD of MB, chosen prediction mode and the number of bits required by luminance and chrominance. The curves plot the average rate (in bits/pixel) for each MAD.
Figure 6.2: QPs before bounding and QPs after bounding vs. MB index for the test sequence Foreman. The frame rate is 15f/s and the target bit rate is 96kbps.

follows

$$B_{l,c} = \begin{cases} 
\alpha(1) \left( \frac{\bar{s}}{Q} \right)^{3(1)}, & 1 \leq QP < QP_L \\
\alpha(2) \left( \frac{\bar{s}}{Q} \right)^{3(2)}, & QP_L \leq QP < QP_H \\
\alpha(3) \left( \frac{\bar{s}}{Q} \right)^{3(3)}, & QP_H \leq QP \leq 51 
\end{cases} \tag{6.2}$$

where $B_{l,c}$ is the number of bits of luminance and chrominance, $\alpha(1)$, $\alpha(2)$, $\alpha(3)$, $\beta(1)$, $\beta(2)$, and $\beta(3)$ are coefficients, which are updated after encoding a frame, $\bar{s}$ is MAD of the MB. $QP_L$ and $QP_H$ denotes the boundaries of logarithmic functions.

For practical situation, the number of bits allocated to a MB is well known by the video
encoder. It is therefore to compute $QP$ from (6.2) by the following

$$Q = \begin{cases} 
    \frac{\sigma}{\left(\frac{B_{l,c}}{Q}\right)^{\frac{1}{3}}} & \text{if } B_{l,c} > B_L \\
    \frac{\sigma}{\left(\frac{B_{l,c}}{Q}\right)^{\frac{1}{3}}} & \text{else if } B_{l,c} > B_H \\
    \frac{\sigma}{\left(\frac{a}{Q}\right)^{\frac{1}{3}}} & \text{Otherwise}
\end{cases} \quad (6.3)$$

where $Q$ is the quantizer step size, $B_{l,c}$ is the number of bits allocated to the luminance and chrominance, which is well known by the video encoder, $\sigma$ is the predicated MAD value of the encoding MB and the estimation process has been discussed in detail in chapter 5, $B_L$ and $B_H$ are boundary. In this chapter, we set $B_L = 150, B_H = 60$. The values of $B_L$ and $B_H$ are made empirically and users can select $B_L$ and $B_H$ by themselves.

In contrast to $Q = 2 \times QP$ within H.263, the relationship between $Q$ and $QP$ for H.264 is quite complex. The details are given in Table 6.1. From Table 6.1, it is therefore easy to derive the quantizer step size of MB after knowing $QP$, or vice versa.

After encoding, the H.264 video encoder collects the actual number of bits for chrominance and luminance, the actual MAD of the MB and quantizer step size to update corresponding

<table>
<thead>
<tr>
<th>$QP$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q$</td>
<td>0.625</td>
<td>0.6875</td>
<td>0.8125</td>
<td>0.875</td>
<td>1</td>
<td>1.125</td>
<td>1.25</td>
<td>1.375</td>
<td>1.625</td>
</tr>
<tr>
<td>$QP$</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>...</td>
<td>18</td>
<td>...</td>
<td>24</td>
<td>...</td>
</tr>
<tr>
<td>$Q$</td>
<td>1.75</td>
<td>2</td>
<td>2.25</td>
<td>2.5</td>
<td>5</td>
<td>10</td>
<td>15</td>
<td>20</td>
<td>25</td>
</tr>
<tr>
<td>$QP$</td>
<td>30</td>
<td>...</td>
<td>36</td>
<td>...</td>
<td>42</td>
<td>...</td>
<td>48</td>
<td>...</td>
<td>51</td>
</tr>
<tr>
<td>$Q$</td>
<td>20</td>
<td>...</td>
<td>40</td>
<td>...</td>
<td>80</td>
<td>160</td>
<td>224</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6.1: Quantization parameter and quantizer step size in H.264 codec. $QP$ is quantization parameter, and $Q$ is corresponding quantizer step size. Quantization parameter in H.264 ranges from 1 to 51.
coefficients of the model.

\[
\beta(n) = \frac{N(n) \sum_{i=1}^{N(n)} \ln B_i \ln \frac{\sigma_i}{Q_i} - \sum_{i=1}^{N(n)} \ln B_i \sum_{i=1}^{N(n)} \ln \frac{\sigma_i}{Q_i}}{N(n) \sum_{i=1}^{N(n)} (\ln \frac{\sigma_i}{Q_i})^2 - (\sum_{i=1}^{N(n)} \ln \frac{\sigma_i}{Q_i})^2}
\]

\[
\alpha(n) = \frac{\sum_{i=1}^{N(n)} \ln B_i - \beta(n) \sum_{i=1}^{N(n)} \ln \frac{\sigma_i}{Q_i}}{N(n)}
\]

(6.4)

(6.5)

where \( n = 1, 2, 3 \), \( N(n) \) is the total number of MBs observed in the \( n \)th range, \( B_i \) is the actual luminance and chrominance bits of the \( i \)th MB, \( Q_i \) is quantizer step size of the MB, \( \sigma_i \) is the actual MAD value of the MB.

### 6.3.2 MAD estimation with fast pre-encoding component

The fast pre-encoding component has been studied in detail in Chapter 5. The extensive experimental results show that the new MAD prediction method based on fast pre-encoding component achieves more accurate MAD estimation than the linear MAD prediction model employed in JM6R. The reason is that the scene content in a video sequence varies quickly, and MBs in the residual frame change drastically depending on their spatial complexity and temporal difference. The instant change in scene content could lead to very severe consequences on MAD estimation. Furthermore, PM of the current MB may be different from that of the co-located MB in the previous frame and the variation of PMs further makes MAD prediction unstable.

In the proposed MAD calculation, a mathematical model is built in order to predict an accurate MAD of the current MB based on the rough MAD value produced by using mode Inter16X16 or Skip. The predicted MAD of the \( i \)th MB is re-written as the following

\[
\hat{m}_i = \begin{cases} 
\mu \times M_i + \nu, & \text{if}(M_i \geq \gamma_n \times M_{ave}) \\
M_i, & \text{otherwise}
\end{cases}
\]

(6.6)
where $M_i$ is the rough MAD value of the $i$th MB generated from FPE component. $\mu$ and $\nu$ are adjusting factors and they are updated by using linear regression method after encoding a frame. $M_{ave}$ is given by
\[ M_{ave} = \frac{\sum_{i=1}^{N} M_i}{N} \] (6.7)
where $N$ is total MBs of a frame. $\gamma_n$ is calculated recursively by
\[ \gamma_n = (1 - \alpha)\gamma_{n-1} + \alpha \zeta \] (6.8)
where $\gamma_0 = 1$, $\alpha = 0.75$ is moving average parameter, and $\zeta$ is defined as follows
\[ \zeta = \sum_{M_i > m_i} M_i / s / M_{ave} \] (6.9)
where $m_i$ is the actual MAD of the $i$th MB, $s$ is the number of MBs which satisfy the constraint $M_i > m_i$.

### 6.3.3 Quantizer calculation of starting frame

The $QP$ of starting frame in each GOP is predefined based on the available channel bandwidth and the GOP length in JM6R [119]. Nevertheless, the generated number of bits of the first I-frame may cause buffer overflow or underflow because JM6R does not take buffer level into account. If a small buffer size is available to the video encoder, the buffer may overflow. Otherwise, the buffer may underflow if a fast channel is provided. Figure 6.3 shows a typical result of JM6R rate control. The video sequence *Silent* is encoded at a target bit rate $R = 128$ kbps, a frame rate $F_r = 30f/s$. The buffer size $B_s$ is given as $R/F_r$ [70]. From experiment result, it is observed that the $QP$ of the first frame is 30, which generates 20592 bits. The number of bits for the first frame is about five times bigger than the given buffer size, which causes buffer overflow.
Figure 6.3: The buffer level vs. frame index for test sequence *Silent*. JM6R rate control is employed. The frame rate is 30 f/s. The target bit rate is 128kbps. Frame skip is not allowed. The video buffer size $B_s$ is $R/F_r = 128000/30 = 4266$.

A new method is therefore proposed to calculate starting quantization parameters of each GOP. It considers buffer size. Since the video encoder buffer size is already known by the encoder before actual encoding, the number of bits allocated to the first frame of a GOP is given as follows

$$f(n_{G,1}) = R/F_r + (\gamma \times B_s - B_c(G - 1, N_{GOP}))$$

(6.10)

where $f(n_{G,1})$ is the number of bits allocated to the first frame in the $i$th GOP, $R$ is channel transmission bit rate, $F_r$ is target frame rate, $B_s$ is the video encoder buffer size, $B_c(G - 1, N_{GOP})$ is the actual buffer level after finishing $(G - 1)$ GOP, the length of $(G - 1)$ GOP is $N_{GOP}$, $\gamma$ is a adjusting coefficient, which is set to 0.5. We further present a simple rate model for the first frame of the GOP since the first frame of the GOP is normally
Intra-encoded.

\[
\log B_{total} = \begin{cases} 
\mu_1 \times QP + \mu_0, & \text{if target bits} > 10000 \\
\nu_1 \times QP + \nu_0, & \text{otherwise}
\end{cases} 
\quad (6.11)
\]

where \(\mu_1, \mu_0, \nu_1\) and \(\nu_0\) are adjusting factors, \(B_{total}\) is the number of total bits allocated to the first frame of the GOP, \(QP\) is quantization parameter of the frame. In this chapter, for simplicity, \(\mu_1\) and \(\mu_0\) are set to constant \(-0.07\) and \(12.2\), respectively. \(\nu_1\) and \(\nu_0\) are set to constant \(-0.128\) and \(13.8\), respectively.

Figure 6.4 shows the estimation results of the proposed rate model. In our experiments, the video sequences are encoded at a frame rate 30\(f/s\) by distinct \(QP = \{1, 4, 7, 10, 13, 16, 19, 22, 25, 28, 31, 34, 37, 40, 43, 46, 49, 51\}\). 20 random frames are selected for each test sequence.

Figure 6.4: The comparison between the estimated number of bits obtained from the proposed model and actual number of bits per frame. The video sequences are encoded with distinct \(QP = \{1, 4, 7, 10, 13, 16, 19, 22, 25, 28, 31, 34, 37, 40, 43, 46, 49, 51\}\). The test sequences are Foreman, Silent, Container and Mother and Daughter. Their frame rate are 30\(f/s\).
sequence and the Intra-encoded results are averaged. The video sequences are Foreman, Silent, Container and Mother and Daughter. It is clear that the proposed rate model can provide a good estimation to the number of bits per frame. The model accuracy can further be improved if a proper method is used to update corresponding model coefficients during encoding. The \( QP \) of the starting frame of each GOP is thus given by

\[
QP_{i,1} = \begin{cases} 
\min(51, \max(\frac{\max(0, \log f(n_{G,1}) - m_0)}{\mu_1}, 1)), & \text{if } f(n_{G,1}) > 10000 \\
\min(51, \max(\frac{\max(0, \log f(n_{G,1}) - m_1)}{\mu_1}, 1)), & \text{otherwise}
\end{cases}
\]  

(6.12)

In the equation, \( QP_{i,1} \) is quantization parameter of the starting frame of each GOP.

### 6.3.4 Estimation of number of header bits

As the H.264 video bitstream consists of not only the luminance and chrominance coefficients, but also MB header, MV and so on. The header bits means the bits for MB header, MV and delta QP. In JM6R, the number of bits for a basic unit is given by \( f_{rb}/N_{ub} \), where \( f_{rb} \) denotes the number of remaining bits for the non-coded basic unit and \( N_{ub} \) denotes the number of non-coded basic unit [119]. The number of bits for the luminance and chrominance are given by

\[
B_{l,c} = f_{rb}/N_{ub} - H
\]  

(6.13)

where \( B_{l,c} \) is the number of bits for luminance and chrominance coefficients. \( H \) is the number of header bits, i.e., bits for MB header, delta QP, MVs and so on.

In JM6R, the number of header bits is predicted by a recursive method. However, the recursive method in [119] cannot provide a good estimation of the number of header bits because the number of header bits especially MVs is bursty. One of typical examples is shown in Figure 6.5. It is observed that the number of bits for MVs per MB varies greatly
depending on chosen PM. The video sequence Foreman is encoded at a frame rate 15\(f/s\).

![Graph](image)

Figure 6.5: The number of bits for MVs per MB vs. prediction mode. The test sequence Foreman is encoded by the H.264 encoder with constant \(QP = 10, 20, 35\). The frame rate is 15\(f/s\).

by the H.264 video encoder with three different \(QP = 10, 20, 35\). It is obvious that the MB encoded with PM Inter8X8 requires 2-6 times number of bits to encode MVs as compared with the MBs encoded with PM Inter16X16. In some cases, the MB encoded with PM Inter8X8 requires more than 20 times number of bits for MVs than the MB encoded with Inter16X16. For example, Figure 6.6 gives the number of bits per MB for a lot of successive frames. The results are generated from the video sequence Silent at a frame rate 30\(f/s\). It is observed that the video encoder may need at most 140 bits for MVs of a MB. Suppose a QCIF-video sequence is encoded at a target bit rate 128kbps and a frame rate 30\(f/s\), and the number of total bits allocated to a MB is computed by using a simple uniform
Figure 6.6: The number of bits required by MVs per MB vs. MB index. The test sequence Silent is encoded by the H.264 encoder with constant $Q_P = 10$. The frame rate is $30f/s$.

The number of bits per MB can be calculated using the following equation:

$$\text{TotalBitsPerMB} = \frac{1}{99} \times \frac{128 \times 10^3}{30}$$

$$= 43$$

In the above equation, $\text{TotalBitsPerMB}$ denotes the number of total bits for a MB. There are total 99 MBs within a QCIF frame. It is obvious that, in this scenario, the MVs of a MB may use up all the bits allocated to the MB. Therefore, it is very important to determine the number of header bits.

Because motion prediction mode plays an important role in the number of bits for MVs, a model is proposed as follows

$$\pi_7 = \frac{K}{Q_{\text{ave}}} + S$$

(6.15)
where $K$ and $S$ are coefficients, $Q_{ave}$ is the average quantizer step size of a frame, $\pi_7$ denotes how many MBs are predicted by model Inter8X8 in a frame (The detailed definition is in chapter 5, equation(5.9)). The initial values of $K$ and $S$ are set to be 1 and 0, respectively.

In previous chapter, it is observed that three motion prediction modes, Inter8X8, Inter16X16 and Skip, are the most often used motion prediction modes. At the same time, in previous section, it is observed that the MBs encoded with PMs Inter16X8 Inter8X16, and Inter16X16 require similar number of bits to encode their MVs. Therefore, the number of header bits is given as

$$H = (\tau - \varsigma) \times H_{\text{Inter8X8}} + (1 - \tau + \varsigma) \times H_{\text{Inter16X16}}$$

(6.16)

where $H$ is the number of header bits of those remaining uncoded MBs, $H_{\text{Inter8X8}}$ is the average number of header bits of MBs that are encoded with PM Inter8X8, $H_{\text{Inter16X16}}$ is the average number of header bits of MBs that are encoded with PM Inter16X16, Inter16X8 and Inter8X16, $\tau$ is obtained using equation (6.15), $\varsigma$ is given by

$$\varsigma = \frac{n_{MB8}}{n_{MBF}}$$

(6.17)

where $n_{MB8}$ denotes how many MBs is encoded with PM Inter8X8 among those already encoded MBs in the frame, $n_{MBF}$ is the number of total encoded MBs in the frame.

### 6.3.5 Adaptive rate control based on optimized components

In this section, we summarize the proposed performance improved rate control algorithm. The new rate control algorithm employs the above logarithmic rate model, the improved MAD prediction technique and so on.

The rate allocation and the computation of $QP$ of the staring frame of a GOP have been
discussed in detail in Section 6.3.3. In the following, we firstly present an optimal frame level rate control algorithm for the rest frames in GOP. Then, the computation of corresponding quantization parameters at MB level is discussed.

**Frame layer rate control**

Before current frame is encoded, the number of bits in the encoder buffer, $B_c$, is updated and is checked to see whether the following frame needs to be skipped. The number of bits in the encoder buffer is

$$B_c(G, j + 1) = \max(B_c(G, j) + B' - R/F_r, 0)$$

(6.18)

where $B'$ is the actual number of bits used to encode those previous frames, $B_c(G, j)$ is the previous buffer level, $R$ and $F_r$ are the channel bit rate and frame rate, respectively, $G$ denotes GOP number and $j$ means frame number. The number of bits allocated to the $j + 1$ frame in the $G$th GOP is given

$$f(n_{G,j+1}) = \frac{R}{F_r} - \Delta, \quad \text{where } \Delta = \begin{cases} \frac{B_c(G,j+1)}{F_r}, & B_c(G,j+1) > Z \times M \\ B_c(G,j+1) - Z \times M, & \text{otherwise} \end{cases}$$

(6.19)

where $f(n_{G,j+1})$ is the number of bits assigned to the frame $j$ in the $G$th GOP, $Z$ is target buffer delay, $M$ is the threshold for frame skipping. By default, we set $M = R/F_r$ and $Z = 0.5$. The frame level rate control algorithm tries to maintain the buffer fullness at the 50% level. If the buffer fullness is greater than the 50% level of the maximum fullness $M$, the number of bits for the next frame will be decreased.
MB level rate control

The MB level rate control algorithm computes quantization parameters for all of MBs in a frame according to the proposed logarithmic rate model, so that the sum of the bits of the frame is close to frame target bits $f(n_{G,j})$. The steps are given as follows:

**Step A: GOP Initialization**

Let $N_t = N_{MBF} = 99$ and $QP_{prev} = QP_0$, where $QP_0$ is quantization parameter of the starting frame in this GOP. If this is the first GOP, set $K = 1$, $S = 0$, $H_{Inter8x8} = 20$ and $H_{Inter16x16} = 10$. Otherwise, set $K$, $S$, $H_{Inter8x8}$ and $H_{Inter16x16}$ to the values obtained after encoding the previous GOP.

**Step B: Pre-motion estimation/compensation**

Perform motion estimation and compensation for the frame. Compute MAD of MBs using the method described in the previous chapter. Let $\sigma_{all} = \sum_{s=0}^{N_t} \sigma_s^2$, where $\sigma_s$ is the MAD of the $s$th MB.

**Step C: Frame Initialization**

Set $N = N_t$, $n_{MB8} = n_{MBF} = 0$ and $i = 0$, where $i$ is the MB number which has been encoded. The number of bits for the frame is $f(n_{G,j})$. Set $H_{s1} = 0$, $H_{s2} = 0$, $s1 = 0$ and $s2 = 0$.

**Step D: Allocate number of bits to the luminance and chrominance coefficients**

Compute $\tau$ using equation (6.15). The average quantizer step size of previous coded MBs in the frame is used. The average number of bits for header, $H$, is then predicted through (6.16). The number of bits allocated to the luminance and chrominance coefficients is equal to

$$B_{l,c} = \frac{(f(n_{G,j}) - N \times H) \times \sigma_i^2}{\sigma_{all}}$$

(6.20)
Step E: Compute quantization parameter

If $B_{t,e} > 0$, compute the optimized quantizer step size using the following equation

$$Q_i = \begin{cases} \frac{\sigma_i}{\left(\frac{B_{t,e}}{\sigma_i^3}\right)^{\alpha_i}}, & \text{if } B_{t,e} \geq 150 \\ \frac{\sigma_i}{\left(\frac{B_{t,e}}{\sigma_i^3}\right)^{\alpha_i}}, & \text{else if } B_{t,e} \geq 60 \\ \frac{\sigma_i}{\left(\frac{B_{t,e}}{\sigma_i^3}\right)^{\alpha_i}}, & \text{else} \end{cases}$$

(6.21)

$QP$ is then found by looking up Table 6.1 with computed $Q_i$. Otherwise, we are running out of bits, so we set $QP = QP_{prev} + 10$.

Step F: Compute appropriate $QP$ to encode MB

Put a simple constraints on computed $QP$ in order to avoid fast quality change.

$$QP = \max \{1, QP_{prev} - Dq, \min(QP, QP_{prev} + Dq, 51)\}$$

(6.22)

where $Dq$ is given as follows

$$Dq = \begin{cases} 10, & \text{if } 1 \leq QP_{prev} < 21 \\ 3, & \text{else if } 21 \leq QP_{prev} < 31 \\ 1, & \text{else} \end{cases}$$

(6.23)

The MB is encoded with obtained $QP$.

Step G: Update model coefficients

Collect the number of generated texture bits $B_t$, the number of header bits $H_g$, the actual MAD $\overline{\sigma}_i$ and prediction mode (PM). Set $QP_{prev} = QP$, $f(n_{G,i}) = f(n_{G,i}) - (B_t + H_g)$ and $\sigma_{all} = \sigma_{all} - \sigma_i^2$. Update linear MAD prediction model, FPE prediction model and logarithmic rate model.
Update the average number of bits for header. If prediction mode is Inter8X8, then

$$H_{s1} = \frac{H_{s1} \times s1 + H_g}{s1 + 1}$$

(6.24)

$$s1 = s1 + 1$$

(6.25)

$$H_{Inter8X8} = \frac{H_{s1}(i + 1) + H_{Inter8X8}(N_t - 1 - i)}{N_t}$$

(6.26)

If prediction mode is Inter16X16, Inter16X8 and Inter8X16, then

$$H_{s2} = \frac{H_{s2} \times s2 + H_g}{s2 + 1}$$

(6.27)

$$s2 = s2 + 1$$

(6.28)

$$H_{Inter8X16} = \frac{H_{s2}(i + 1) + H_{Inter16X16}(N_t - 1 - i)}{N_t}$$

(6.29)

$\pi_A$ is also updated according to prediction mode.

**Step H:** Continue

Set $i = i + 1$, $N = N - 1$, $n_{MB8} = s1$ and $n_{MBF} = s2$. If $N > 0$, go to step 4. Otherwise, set $N_{MBF} = n_{MBF}$. Update $K$ and $S$ using linear regression method. Go to frame layer rate allocation.

In the proposed scheme, the rate control is done in two layers, i.e. frame layer and MB layer. In frame layer, the number of bits for each frame is computed using current buffer level, channel bandwidth and frame rate. At MB layer, the quantization step size is derived from logarithmic rate model. The iterative steps are performed at the video encoder to achieve a target bit rate at MB level. The complexity of the proposed rate control is reasonable because each MB is encoded only once and RDO is performed only once. Nevertheless, our technique is slightly more complex than JM6R rate control because the encoder needs do pre-encoding (ME/MC) and more model are employed in the proposed rate control algorithm.
The computational complexity of the proposed method arises from logarithm rate model, as MAD prediction methods adds no additional computation to existing video encoder. The complexity of logarithmic model has been discussed in the Chapter 4, and we know that it is still low as compared with ME/MC in the encoding process. Therefore, the complexity of the proposed rate control is low as compared with H.264 video encoding process.

### 6.4 Simulation results

To show the effectiveness of the proposed rate control algorithm, the rate control is implemented in the public H.264 video encoder, i.e., JM6.1. The configuration parameters of H.264 video encoder are the same as we have used in the previous chapter 5.3. For completeness, we re-state them as follows:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>MV resolution</td>
<td>1/4</td>
</tr>
<tr>
<td>Hadamard</td>
<td>on</td>
</tr>
<tr>
<td>RD optimization</td>
<td>on/off</td>
</tr>
<tr>
<td>Search Range</td>
<td>32</td>
</tr>
<tr>
<td>Restrict Search Range</td>
<td>2</td>
</tr>
<tr>
<td>Reference Frames</td>
<td>1</td>
</tr>
<tr>
<td>Symbol Mode</td>
<td>CABAC</td>
</tr>
<tr>
<td>GOP structure</td>
<td>I P P Intra period= 0</td>
</tr>
<tr>
<td>Frames to be encoded</td>
<td>300</td>
</tr>
</tbody>
</table>

Table 6.2: The configuration parameters of H.264 video encoder. MV resolution is 1/4 means that motion vectors may have the non-integral values, which are derived from original pixel values using bilinear interpolation. The entropy coding is Context-Adaptive Arithmetic Coding (CABAC). The number of reference frame for ME/MC is 1, and the search range in the reference frame is 32. The first frame is intra-coding, and the rest frames are inter-coding.

The logarithmic rate model and rate control algorithm are added into the H.264 video encoder to compute quantization parameter of each MB and the number of frames that needs to be skipped. In the following, the proposed rate control algorithm is called logarithm
rate control (LR) as the rate control is based on logarithmic rate model. The video sequences include Foreman, News, Silent, Mother and Daughter in QCIF format (176 × 144 pixels/frame). The JM6R rate control is employed to provide a performance comparison anchor. It is assumed that the first frame is Intra-coded and the rest of frames are Inter-coded.

In Table 6.4, the video sequence, target bit rates, frame rates, and names assigned to each of test are described. Those video sequences are all well known, and we encode 100 frames.

<table>
<thead>
<tr>
<th>Test Name</th>
<th>Video Sequence</th>
<th>Frame rate ( F ) (fps)</th>
<th>Target Bit rate ( R ) (kbps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>fmnl28</td>
<td>foreman</td>
<td>30</td>
<td>128</td>
</tr>
<tr>
<td>fmn96</td>
<td>foreman</td>
<td>10</td>
<td>96</td>
</tr>
<tr>
<td>news256</td>
<td>news</td>
<td>30</td>
<td>256</td>
</tr>
<tr>
<td>sill100</td>
<td>silent</td>
<td>30</td>
<td>100</td>
</tr>
<tr>
<td>sill60</td>
<td>silent</td>
<td>15</td>
<td>60</td>
</tr>
</tbody>
</table>

Table 6.3: Description of the experimental configuration: Names, video sequence, frame rate \( F \), and target bit rate \( R \). Each name corresponds to a given video sequence, frame rate and target bit rate.

6.4.1 Results for stored video

At first, we test the performance of the proposed rate control for stored video. The stored video has less constraints on the video buffer size as the H.264 video bitstream can be stored into harddisk directly after compression. Therefore, the objective is, given a total bit budget, to achieve average PSNR as high as possible. The buffer level after encoding a frame is a less important factor and the encoder cares more about the final bit budget and average PSNR. Figure 6.7 shows comparison of PSNR when using the proposed LR algorithm and JM6R. In the experiment, it is observed that both rate control algorithms do not skip frame and all the frames in the test sequence are encoded. It is clear that LR rate control provides a lower PSNR for the first frame as compared with JM6R. The reason
is that, in the proposed LR rate control algorithm, $Q_P$ of the starting frame in GOP is derived from a measurement of buffer level and a given channel transmission bit rate and the resulted $Q_P$ is smaller. However, for the next several frames, LR outperforms than JM6R in PSNR. The average PSNR of the proposed LR algorithm and JM6R are 35.56dB and 35.81dB, respectively. The results show that the proposed LR algorithm achieves a comparable performance as compared with JM6R to meet a given total bit budget. The number of bits per frame and buffer level after encoding each frame are compared in Figure 6.8-6.9. In Figure 6.8, it can be observed that JM6R requires much more bits to encode the first frame than LR. Therefore JM6R needs a very large buffer to store coded frame. From Figure 6.8, it is easy to understand that why there are maybe overflow in the buffer. In Figure 6.9, the buffer level which is less than 0 means that buffer underflows (However, the buffer level can not be less than 0 in practical situation, so in the following we use 0 to denote buffer underflow). It is observed that if there is a finite buffer restriction for the video encoder, JM6R would suffer from severe underflow and overflow. The reason is that
Figure 6.8: The number of bits per frame of JM6R and the proposed LR algorithm. The video sequence is Foreman, total bit budget is $R \times 100/F_r$, where $R = 128\, \text{kbps}$ and $F_r = 30\, \text{fps}$.

Figure 6.9: Buffer level after encoding each frame of JM6R and the proposed LR algorithm. The video sequence is Foreman, total bit budget is $R \times 100/F_r$, where $R = 128\, \text{kbps}$ and $F_r = 30\, \text{fps}$.
JM6R consumes too many bits on the first frame, which can be observed in Figure 6.8. Rather, the proposed LR rate control maintains a rather good buffer level at a cost of low PSNR for the starting frame.

Although the performance (PSNR) of the proposed rate control algorithm is similar to that of JM6R, LR has more models than JM6R and thus more model coefficients needs to be updated during encoding, it is therefore a little more complex and time-consuming than JM6R.

6.4.2 Results for low delay communication

However, in practical situation, there are always some buffer constraints for the video encoder. In the following, we compare the performances of the proposed LR rate control and the standard rate control of H.264 video encoder when the video encoder has buffer constraints. For a given transmission channel bandwidth, the smaller buffer size will lead to a lower delay. If a limited buffer size \( M \) is defined and accumulated number of bits is greater than \( M \), the video buffer overflows and the next several frames needs to be skipped. On the other hand, if accumulated number of bits is less than the bit rate the channel provides, the buffer underflows. The objective of rate control is to avoid both overflow and underflow while maximizing average PSNR of the sequence. In the following experiments, it is assumed that the buffer size at the video encoder is \( M = \frac{R}{F_r} \) for all video test sequences, because too large buffer size causes a large delay at the decoder, which is not desirable.

Figure 6.10-6.12 shows plots of the number of bits per frame, the number of bits in the encoder buffer after coding each frame and the resulted PSNR when using LR rate control and JM6R rate control. The video test sequence Foreman is encoded at a target bit rate \( R = 128 \text{kbps} \). The frame rate \( F_r \) is 30f/s and the buffer size at the video encoder
Figure 6.10: The number of bits per frame comparison of JM6R and LR algorithm. The video sequence is Foreman, and target bit rate $R = 128\, \text{kbps}$, frame rate $F = 30\, \text{fps}$, $M = R/F$. 

is $M = R/F = 4266\, \text{bits}$. If there is more than $0.8M$ bits in the video buffer, both rate control schemes skip frames until the buffer level is below $0.8M$. It is decided that when a frame is skipped, the previously encoded frame should be used to compute PSNR because the decoder would displays the previous frame until the next encoded frame comes to the decoder. It can be known from Figure 6.10 that the $QP$ calculation of the first frame works effectively, so that video encoder generate a moderate number of bits. The buffer level results in Figure 6.11 shows that LR rate control avoids underflow and overflow successfully. It also can observe that LR schemes leads to a smaller buffer fluctuation than JM6R. When JM6R is used by the video encoder, the video encoder suffers from buffer underflow 2 times and skips total 12 frames, 6 of which is skipped very near the first frame. It means that $QP$ which is obtained by using JM6R enables the video encoder to produce too many bits to be stored at the video buffer, and the JM6R rate control for the latter frames is also not good enough as compared with LR algorithm. The proposed LR rate control algorithm
Figure 6.11: Buffer level comparison of JM6R and LR algorithm. The buffer level is measured after encoding each frame. The video sequence is Foreman, and target bit rate $R = 128\text{kbps}$, frame rate $F_r = 30\text{fps}$, $M = R/F_r$.

Figure 6.12: PSNR comparison of JM6R and LR algorithm. The video sequence is Foreman, and target bit rate $R = 128\text{kbps}$, frame rate $F_r = 30\text{fps}$, $M = R/F_r$. 
does not skip any video frames and it therefore outperforms JM6R. The PSNR results in 6.12 show that the proposed LR rate control provides a rather constant picture quality and a higher average PSNR than JM6R. JM6R has a higher starting PSNR, and the picture quality degrades slowly.

Figure 6.13-6.15 provides additional plots of the number of bits per frame, the number of bits in the buffer after encoding each frame and the resulted PSNR when using our rate control and JM6R rate control. The sequence Foreman now is encoded at a target bit rate

\[ R = 96 \text{kbps}, \quad F_r = 10 f/s, \quad M = R/F_r. \]

\[ R = 96 \text{kbps}, \quad F_r = 10 f/s. \] The available encoder buffer size is \( M = 9600 \text{bits}. \) It is obvious that the encoder with JM6R rate control skips some frames and the buffer underflows. The proposed LR algorithm outperforms than JM6R in term of average PSNR and reduces number of skipped frames.
Figure 6.14: Buffer level comparison of JM6R and the proposed LR algorithm. The buffer level is measured after encoding each frame. The video sequence is *Foreman*, bit rate $R = 96\text{kbps}$, frame rate $F_r = 10f/s$, $M = R/F_r$.

Figure 6.15: PSNR comparison of JM6R and the proposed LR algorithm. The video sequence is *Foreman*, bit rate $R = 96\text{kbps}$, frame rate $F_r = 10f/s$, $M = R/F_r$. 
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In Table 6.4, we show a summary of achieved bit rate, the number of skipped frames, and the average PSNR when using our rate control algorithm and JM6R rate control. The frames of each video test sequence are encoded by the H.264 video encoder. The proposed LR algorithm and JM6R are employed to control quantization parameter of the video encoder, respectively. The PSNR of each frame is collected to compute average PSNR of the sequence, which is interpreted as a measure of overall picture quality. The results show that LR provides a 1-2dB higher average PSNR as compared with JM6R. At the same time, the number of skipped frames is greatly reduced when the proposed LR rate control is employed by the video encoder. In general, the new proposed rate control achieves a bit rate closer to the target bit rate, while the JM6R needs slightly more bits.

<table>
<thead>
<tr>
<th>Test Name</th>
<th>JM6R bit rate(kbps)</th>
<th>LR bit rate(kbps)</th>
<th>JM6R PSNR(dB)</th>
<th>LR PSNR(dB)</th>
<th>JM6R skipped</th>
<th>LR skipped</th>
</tr>
</thead>
<tbody>
<tr>
<td>fmn128</td>
<td>128.5</td>
<td>128.1</td>
<td>34.68</td>
<td>35.56</td>
<td>12</td>
<td>0</td>
</tr>
<tr>
<td>fmn96</td>
<td>96.3</td>
<td>96</td>
<td>35.42</td>
<td>36.58</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>news256</td>
<td>257.1</td>
<td>256</td>
<td>42.81</td>
<td>43.39</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>sill100</td>
<td>100.6</td>
<td>100.1</td>
<td>35.55</td>
<td>36.64</td>
<td>15</td>
<td>0</td>
</tr>
<tr>
<td>sill60</td>
<td>60.1</td>
<td>60.1</td>
<td>35.86</td>
<td>36.47</td>
<td>10</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 6.4: Comparison of achieved bit rate and average PSNR for JM6R rate control and the proposed LR.

6.5 Conclusions

In this chapter, the performance improved rate control algorithm for the new emerging H.264 video encoder is studied. Because new techniques, such as various motion prediction modes and RDO, are applied to the H.264 video encoder, most of current existing rate control algorithms cannot be used directly. The proposal of the standard rate control algorithm for the H.264 video encoder represents a major advance in the area of rate control. However, the standard rate control for H.264 video encoder cannot maintain a good performance when the encoder has a finite buffer size. The rate control for low delay H.264
communication is studied in this chapter since low delay impose a more tight constraint on the buffer size, and therefore requires a more accurate rate control algorithm.

The logarithmic rate model, which has been studied in the chapter 4, is applied into the new proposed rate control algorithm to derive quantization parameter. Furthermore, the improved MAD prediction technique enables the proposed rate control algorithm obtain the characteristics of the video frame more accurate and faster. The computation of the starting quantization of each GOP is based on the buffer level and channel bandwidth, so the proposed rate control algorithm avoids spending too many or few bits on the very first frame of the GOP.

In comparison to standard rate control of H.264, the new proposed rate control algorithm achieves a better computation on the quantization parameter, and therefore smooths buffer level effectively as well as avoids underflow and overflow. Experimental results show that the proposed rate control achieves an average 1-2dB PSNR improvement as compared with standard rate control for the H.264. The number of skipped frames is reduced greatly because of rather constant buffer level as compared with standard rate control of H.264. It is observed that sometimes the standard rate control skips 15 frames and the proposed rate control skips 0 frame. The proposed rate control algorithm is therefore suitable for low delay H.264 video communication.
Chapter 7

Conclusions and Recommendations

7.1 Conclusions

Media rich services over the Internet and wireless networks are expected to be the dominant applications in the near future. However, the high error rates and limited bandwidth constraints in wireless networks still hamper ubiquitous media-rich applications. Therefore, providing robust compressed video transmissions as well as efficient multimedia rate control is the key to enable these networked and wireless media rich services. In this thesis, we have investigated several rate control techniques for video streaming.

We have proposed a novel joint source channel rate allocation framework, where the compressed video bitstream is protected in such a way that the end-to-end distortion is minimized. The key contribution is that, since PSNR of a video frame depends on BER in that frame, the optimal rate allocation method should optimize BER in the decoded frame. An decoded BER based adaptive joint source channel rate control method is therefore proposed. The error protection scheme targets for a specified decoded BER, and the optimal rate allocation is derived after deriving FEC code rates. The concept is straightforward and easy to be implemented. Furthermore, UEP protection technique is employed to maximize
utilization efficiency of transmission bandwidth. The experimental results show that the quality of the video frames can be improved by 1-3 dB as compared to fixed UEP-based rate control approach. The proposed rate control method is also compared with an operational rate distortion based rate allocation (BM) scheme. The experimental results show that the proposed method is comparable with BM scheme. Nonetheless, the complexity of the proposed scheme is much lower as compared with BM scheme. In BM scheme, in order to obtain universal rate distortion characteristics, each frame needs to be encoded in a number of times, and the compressed bitstream is protected by a number of FEC schemes. On the other hand, the proposed scheme does not need to encode a frame iteratively and channel encoded video bitstream iteratively.

If an accurate rate model is used in a rate control algorithm, the derivation of encoding parameters can be simple and the derived parameters are effective. As the number of bits of a frame grows non-linearly as quantizer step size of the frame grows, a novel rate model using multiple logarithmic functions is proposed. The idea is to use different logarithmic functions to represent different parts of actual rate curve. In this way, the logarithmic rate model fits an actual rate curve in a combination method. The previously encoded frames are used to derive the logarithmic model parameters and optimize boundary, therefore, they are adaptive to statistics of previously encoded frames. The simulation results show that logarithmic rate model outperforms some existing rate models in term of bits number estimation accuracy. The accuracy can be improved about 80% while the computational complexity remains the same level.

The rate control scheme can derive a better and more accurate quantization parameter if it knows MAD or MSE clearly. Nonetheless, the new emerging H.264 video coding standard uses RDO and other techniques, which improves compression efficiency greatly yet sets an obstacle for the video encoder to obtain MAD and MSE. We have proposed a FPE com-
ponent to perform MAD and MSE computation for H.264 encoder. The idea is inspired by the facts that correlations exist between different prediction modes. The proposed MAD/MSE prediction method is implemented in standard H.264 video encoder. The proposed method is compared with an existing linear MAD prediction model. The computer simulation results show that FPE component-based rate control scheme demonstrates a PSNR improvement 0.1-0.5 dB as compared with linear MAD prediction model-based rate control scheme, while the achieved bit rate of the proposed scheme is closer to the target bit rate than linear MAD prediction model-based rate control scheme.

Since there is no report on rate control for low-delay H.264 video communication system, we have proposed a rate control scheme to achieve it. Firstly, The previously studied logarithmic rate model is used to derive quantization parameter for each MB. Next, The FPE component is employed to obtain MAD of the encoding MB. In additional that, a novel method is proposed to compute the quantization parameter of the starting frame of each GOP, and it is based on measurement of the video encoder buffer level and the channel transmission rate. We also propose a new method to predict the number of headers bits which includes MB header and MVs. The novel method is based on prediction mode and the average number of headers bits which is derived from previously encoded frames. The novel rate control scheme is therefore designed specially for low delay H.264 communication. The experimental simulation results show that our rate control scheme reduces the number of skipped frames greatly as compared with standard H.264 rate control scheme. The results show that the proposed rate control scheme can effectively prevent buffer overflow and underflow and improve the quality of the decoded video frames by 1-2dB as compared to standard H.264 rate control scheme.
7.2 Recommendations for further research

There are a number of areas studied in this thesis where further work could be pursued.

1. Exploiting a model to compute optimal error probability in the decoded video packet

The decoded SER is employed to derive FEC code rates and control rate allocation between the video encoder and channel encoder. In this thesis, the target SER is derived using pilot slices, which requires an additional pilot channel. A better solution is to construct a model which can derive target SER based on several parameters such as data packet size, channel BER and so on. The model can use statistics of the channel and previously decoded video packets to update corresponding parameters. However, how to keep up with the change of the video frames and channel statistics, and how to mitigate distortions caused by incorrect estimation of the video frames or channel statistics are important issues that have to be addressed.

On the other hand, the symbol error rates between two priority-based video bitstream may exist some correlations as both the video bitstream are transmitted over the same physical channel. It is therefore interesting to investigate how the correlation will affect the overall distortion $D_{se}$. As far as the author knows, there is a few reports available to tackle the problem.

2. Joint source channel video coding for new emerging H.264 video coding standard

The new emerging H.264 video coding standard provides a more flexible network interface, so it is easier for it to adopt a joint source channel video coding scheme to improve bandwidth utilization efficiency. Now H.264 supports three sub-bitstreams with different priorities, and H.264 video encoder/decoder can process those sub-bitstreams directly. It is possible that more benefits could be gained from those standardized priority-based sub-bitstreams. But as more flexibility is provided in H.264 video encoder, it is more difficult to achieve a specified bit rate.
3. Improving efficiency and reducing complexity of rate control of H.264

The standard H.264 rate control scheme enables the video encoder to provide a better picture quality than the encoder which does not use rate control scheme, while the bit rate remains the same. The proposed rate control scheme outperforms the standard rate control for low-delay H.264 video communication system. Nevertheless, a number of models are employed in the proposed rate control scheme, and their coefficients need to be updated after coding each frame. It is possible to reduce computational complexity of the proposed rate control scheme by using simpler model.

4. Using subjective method to measure video picture quality

In this thesis, objective methods are used to measure how is the picture quality. However, subjective methods have gained importance for scalable video coding. It is possible that more benefits could be gained by adopting subjective methods, as subjective methods reflect the picture quality from user’s point view.
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Appendix A

In this appendix, we give a proof of linear regression technique. Suppose that

\[ Y = H \times \theta \]  

(1)

where \( Y = [y_1, y_2, y_3, \ldots, y_{n-1}, y_n]^T \), \( \hat{\theta} = [\hat{m}, \hat{b}]^T \), and \( H \) is given as follows

\[
H = \begin{bmatrix}
   x_1 & 1 \\
   x_2 & 1 \\
   x_3 & 1 \\
   \vdots & \vdots \\
   x_{n-1} & 1 \\
   x_n & 1 
\end{bmatrix}
\]  

(2)

It is assumed that \( n \) is fixed and the reason is clarified in the chapter 2.

Proof
\[ Y = H \times \tilde{\theta} \]  \hspace{1cm} (3)

\[ H^T \times Y = H^T \times H \times \tilde{\theta} \]  \hspace{1cm} (4)

\[ = (H^T H) \times \tilde{\theta} \]  \hspace{1cm} (5)

\[ (H^T H)^{-1} \times H^T \times Y = (H^T H)^{-1} \times (H^T H) \times \tilde{\theta} \]

\[ = \tilde{\theta} \]  \hspace{1cm} (5)

On the other hand,

\[ H^T H = \begin{bmatrix}
    x_1 & x_2 & x_3 & \cdots & x_{n-1} & x_n \\
    1 & 1 & 1 & \cdots & 1 & 1
\end{bmatrix} \times \begin{bmatrix}
    x_1 & 1 \\
    x_2 & 1 \\
    \vdots & \vdots \\
    x_{n-1} & 1 \\
    x_n & 1
\end{bmatrix} \]  \hspace{1cm} (6)

\[ = \begin{bmatrix}
    \sum_{i=1}^{n} x_i^2 & \sum_{i=1}^{n} x_i \\
    \sum_{i=1}^{n} x_i & n
\end{bmatrix} \]
and

\[ H^T Y = \begin{bmatrix} x_1 & x_2 & x_3 & \cdots & x_{n-1} & x_n \\ 1 & 1 & 1 & \cdots & 1 & 1 \end{bmatrix} \begin{bmatrix} y_1 \\ y_2 \\ y_3 \\ \vdots \\ y_{n-1} \\ y_n \end{bmatrix} \]

\[ = \begin{bmatrix} \sum_{i=1}^{n} x_i y_i \\ \sum_{i=1}^{n} y_i \end{bmatrix} \]

It is therefore can be derive \( \hat{\theta} \) from equations (3)-(7)

\[ \hat{\theta} = (H^T H)^{-1} H^T Y \]

\[ \begin{bmatrix} \hat{m} \\ \hat{b} \end{bmatrix} = \left[ \frac{\sum_{i=1}^{n} x_i^2}{n} \frac{\sum_{i=1}^{n} x_i}{n} \right]^{-1} \begin{bmatrix} \sum_{i=1}^{n} x_i y_i \\ \sum_{i=1}^{n} y_i \end{bmatrix} \]

\[ = \frac{1}{n \sum_{i=1}^{n} x_i^2 - (\sum_{i=1}^{n} x_i)^2} \begin{bmatrix} n & -\sum_{i=1}^{n} x_i \\ -\sum_{i=1}^{n} x_i & \sum_{i=1}^{n} x_i^2 \end{bmatrix} \begin{bmatrix} \sum_{i=1}^{n} x_i y_i \\ \sum_{i=1}^{n} y_i \end{bmatrix} \]