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Summary

Coordination, as an art of managing interdependencies among activities, is one of the central research issues in multi-agent systems. This thesis addresses agent coordination in task-oriented domains where multiple agents cooperating with each other in order to achieve a series of tasks. The research is performed with the belief that the multi-agent system can be designed to exhibit desirable properties or functions and each agent makes its local coordination decisions based upon its knowledge of the environment and other agents.

To model the information essential to agent coordination, this thesis proposes a Fuzzy Subjective Task Structure (FSTS) model. Through this model, the agent coordination problem is viewed as a Decision-Theoretic Planning (DTP) problem, to which reinforcement learning can be applied. Two learning algorithms, “coarse-grained” and “fine-grained” are presented to address agent coordination behavior at two different levels. The “coarse-grained” algorithm operates at one level and tackles hard system constraints, while the “fine-grained” at another level and for soft constraints. These learning algorithms are formally proved to converge, and due to the explicit modeling and exploration of the coordination specific information, they are also effective in improving the global system performance.

The two reinforcement learning algorithms assume that each agent has a global system view. An interacting protocol is designed so that each agent, following this protocol, maintains a consistent system-wide state information for effective learning. The properties of the protocol are derived and theoretically analyzed.

Without focusing only on reinforcement learning techniques, this research also proposes a bio-inspired approach to multi-agent coordination. The identification of coordination decisions is viewed as an adaptive process. A dynamic coordination model inspired by biological metabolic system is proposed. The model establishes an analogy between task-oriented domains and a simplified metabolic system. Agent
coordination is achieved as every agent performs iteratively a dynamic optimization process, which utilizes explicitly the global dynamics represented through the metabolic system model.

All research results and contributions presented in this thesis are experimentally evaluated to be effective. The practicality of the research results is investigated in the context of a pathology lab system and a shop floor manufacturing system.
Chapter 1

Introduction

1.1 Motivation

In the past decade, an increasing number of computer systems are being built under the multi-agent system paradigm. While there lacks generally accepted definition of “agent”, in this thesis, an agent is an entity with perceptions, goals, communication capabilities, actions, and domain knowledge, situated in an environment [149]. The ways it maps from perceptions over time to actions are called its “behaviors”. Agent technologies provide an overarching framework for bringing together miscellaneous AI disciplines that are necessary for designing and building intelligent systems [201]. Since any individual agent may not be eligible to solve real-life problems by itself, the use of multiple agents is essential for the successful employment of agent technologies. Multi-agent systems, instead of single agent systems, have been advocated as the next generation model of engineering complex, distributed systems [149].

Multi-agent systems are important to research for a number of reasons. On the one hand, they help scientists propose and test their theories about existing systems. For example, on a macroscopic level, agents may represent social entities for the purpose of investigating social and economic systems. Taking a rather microscopic view, agents can model biological structures (e.g. cells) that come together to form a living organism. On the other hand, multi-agent systems possess unique characteristics that facilitate the more effective synthesis of engineering systems in such fields as distributed computing, decentralized control, and computer supported collaboration systems. Multi-agent systems are often required due to spatial or geographic distributions, or in situations where centralized control is impractical. Even when a distributed solution is not compulsory, multiple agents may still serve as a scalable and flexible approach towards complex real-life problems.

The use of multiple agents raises certain research issues not considered by single-agent systems. Agents should be able to deal with the uncertainties they
have about themselves, the relations with other agents, and the environment. 
More importantly, as agents depend upon each other, either through the interactions of their activities or the relations of their goals, they have to coordinate their behaviors and manage their interdependencies. As Durfee pointed out, in order to solve practical problems, agents must work in a coherent manner, exchange information with each other, manage the use of shared resources, avoid conflicts, predict and resolve arising conflicts, etc. [107]. It has been widely evidenced that the missions of multi-agent systems can be achieved only by recognizing that agents are living in an interdependent environment with conflicts, overlapping goals, and mutual dependencies.

Agents need to coordinate their behaviors for at least three main reasons [148]: (1) there are dependencies between agents’ actions; (2) there are needs to meet global constraints; and (3) the entire problem cannot be solved by any agent alone. Whenever agents meet those conditions, they need to employ certain coordination mechanisms in order to ensure the coherent running of the overall system. As has been identified by Nwana et al., coordination mechanisms seek to solve five main issues [203]: (1) promote network coherence (optimize the performance of a group of agents); (2) facilitate task and resource allocation among agents; (3) recognize and resolve conflicts of agents’ local goals, facts, beliefs, or behaviors; (4) determine the organizational structure of multiple agents; and (5) make sure that all the necessary portions of the overall problem are included in the activities of at least one agent. Due to the interdisciplinary nature of the coordination research [190], all sorts of AI and computing techniques, including logic, multi-agent planning, case-based reasoning, distributed constraint management, game theory, and machine learning, have been explored to construct effective coordination mechanisms.

Traditionally in Distributed Artificial Intelligence (DAI), multi-agent systems are often characterized by the sophistication of their constituent agents [83]. The research focuses on designing systems that employ highly complex local decision makers [177]. Each decision maker is assumed to be an intelligent problem solver. The coordination mechanism utilized by these problem solvers is usually based on a large amount of high-level knowledge, including information about the desires, intentions, and plans of other agents, as well as the goals of the entire system. But as supported by many researchers, decision making based on local information seems more efficient than centralized reasoning using the complex knowledge about other agents [86]. Specifically, one of the on-going efforts has been to identify conditions that lead agents, who reason locally, to choose to act in particular ways such that the society of agents exhibit certain desirable properties.

This thesis considers groups of agents working in a task-oriented environment
where agents achieve their goals by completing tasks [230]. The proposed co-
ordination techniques assume that the multi-agent systems possess three main
characteristics:

- **Cooperative**: agents are inherently cooperative and share *identical* objectives. They are assumed to be honest and only exchange information which they believe to be true.

- **Free communication**: communication is performed in a peer-to-peer manner. Any agent can communicate with the rest of agents in the system through sending messages.

- **Limited capability**: individual agent may not be capable of finishing any tasks alone. They need to cooperate so that each agent contributes to the completion of a task by performing several actions. The inter-relation among agents is determined by the inter-related actions they perform.

Though it is possible for agents to have *conflicting* objectives, such situations would lead to much more complicated design of coordination mechanisms. For many applications, it is an appealing decision to build agents that remain cooperative to each other. Meanwhile, due to the booming development of hardware technologies, free communication also serves as a practical assumption in many real-life situations. Previous researches have addressed domains with similar characteristics. For example, Durfee proposed the Partial Global Planning (PGP) algorithm for agent coordination in the distributed vehicle monitoring testbed (DVMT), where the three characteristics above have been explicitly utilized [100].

The research reported in this thesis is performed with the general belief that the multi-agent system can be designed to exhibit desirable properties or functions and each agent makes its local coordination decisions based upon its knowledge of the system. The primary research goal is to investigate the effectiveness coordination mechanisms or techniques in improving the global system performance while each agent makes its local decisions. The key application is to employ agent technologies in distributed control environments. All proposed coordination techniques are used to enhance the cooperation among a network of distributed controllers. Accordingly, the improvements in the coordination techniques are evaluated in terms of the improvement in the agents’ task completing performance. This is reflected by the prototyping systems described throughout the thesis. To further evaluate the effectiveness of the suggested coordination approaches, general-purpose optimization and searching algorithms (e.g the genetic
algorithms) are used as benchmark methods to compare the advances made in this thesis, as evidenced in Sections 4.7 and 6.5.

Generally, this thesis focuses mainly on the theoretical aspects of agent coordination. Two reinforcement learning algorithms and a dynamic optimization algorithm are proposed to coordinate multiple agents and to constantly improve the global system performance. The thesis provides theorems and propositions to justify the effectiveness of the algorithms, which can be further used as general guidance for practical applications of these techniques.

1.2 Objectives

The main research objective of this thesis is to investigate and develop coordination techniques for multi-agent systems. In particular, this thesis seeks to find effective coordination approaches that enable agents to accomplish their missions in a changing and interdependent environment. There are a number of ways to contribute to this objective. In the context of objective coordination, research emphasizes multi-agent system architectures, coordination languages and run-time systems [247]. The central issue is to provide methodologies and techniques that help system designers construct their multi-agent systems where coordination is treated as first-class citizen [213]. On the other hand, under the context of subjective coordination, research is performed with respect to agents’ logical behaviors and intra-agent dependencies (i.e. dependencies that result from the particular mental states of each agent). This thesis focuses on subjective coordination. Coordination techniques are proposed to improve agents’ decision-making where

- Agents operate in a distributed environment and real-time decision-making is desirable.

- Agents are inherently distributed. No centralized control in the form of designated coordinator agents will be adopted.

- The system performance, which is expected to be improved through agent coordination, is defined globally over the collective behaviors of all participating agents.

In order to effectively improve the system performance, at least three design issues should be handled properly:

- How to model the problems to be solved by multiple agents, and how to represent agents’ subjective beliefs and intentions with respect to these problems?
• How can agents make coordinated decisions without taking a painful reasoning process?

• What kind of agent interactions may occur and how can they be handled by coordination techniques?

The three design issues have all been covered in this thesis. To tackle the first one, a model that describes general coordination problems in task-oriented domains has been proposed. Without using complex reasoning techniques such as distributed planning or constraint-based reasoning, task-oriented domains are viewed as dynamical systems and agent coordination is considered as a dynamic optimization process. There are two main tools of dynamic optimization: dynamic programming and calculus of variations [42]. Following the former approach, agent coordination is treated as a Markov Decision Process. The reinforcement learning method is presented in the thesis to help agents obtain good global performance.

Calculus of variations is explored later in the thesis to coordinate agents in environments modeled as metabolic systems. The two approaches achieve agent coordination with two different perspectives. Together, they give a more complete picture of agents’ coordinated decision-making in dynamical systems [94, 140]. The third design issue is covered in the thesis through a protocol used to manage interactions among learning agents for effectiveness learning.

1.3 Contributions

This thesis makes four distinct contributions to the field of agent coordination in multi-agent systems.

• Fuzzy Subjective Task Structure Model (FSTS). The FSTS model is proposed to describe agent’s subjective beliefs and preferences in an uncertain environment. With this model, the information essential to agent coordination is effectively and explicitly modeled and incorporated by each agent to guide their local decision-making processes. Since agents are often uncertain about themselves and their environment, a model to take those uncertainties into consideration is necessary. Traditionally, in task-oriented domains, agents have been assumed to have definite knowledge about what they should and what will be the outcome. But in real-life applications, recognizing the uncertainties in their knowledge could be very important for agents to coordinate their behaviors. For this reason, FSTS model employs fuzzy logic techniques to model those uncertainties that are essential to agent coordination. The research on FSTS has been published in [58,60].
• **Agent Coordination via Reinforcement Learning.** Using the FSTS model, the agent coordination problem in task-oriented domains is viewed as a Decision-Theoretic Planning (DTP) problem, to which reinforcement learning algorithms can be applied. Two learning algorithms, “coarse-grained” and “fine-grained”, are presented to address agent coordination process at two different levels. The “coarse-grained” algorithm operates at one level and tackles hard system constraints, while the “fine-grained” at another level and for soft constraints. These learning algorithms are formally proved to converge, and due to the explicit modeling and exploration of coordination specific information, they are also effective in improving the global system performance. The research on learning based coordination approaches has been published in [59,62].

• **Protocols for Maintaining System State Information in a Multi-agent Environment for Effective Reinforcement Learning.** One fundamental issue in agent coordination via reinforcement learning is how to deal with the limited local knowledge of an agent in order to achieve effective learning. In this thesis, effective learning is achieved by requiring agents to follow an interacting protocol so that a consistent system-wide state information is maintained. The properties of the protocol are derived and theoretically analyzed. A distributed protocol that satisfies these properties is also presented. This research has been published in [63].

• **Agent Coordination as Dynamic Metabolic Systems.** Instead of using reinforcement learning, a bio-inspired approach to multi-agent coordination is proposed. In this approach, the identification of proper coordination decisions is viewed as an adaptive process. To facilitate this view, a dynamic coordination model, which is inspired by biological metabolic systems, is presented. The model establishes an analogy between task-oriented domains and a simplified metabolic system. Agent coordination is achieved as every agent performs iteratively a dynamic optimization process, which utilizes explicitly the global dynamics represented through the metabolic system model. This research work is reported in a paper that is currently under review by the International Journal of Software Engineering and Knowledge Engineering [61].

All research results and contributions presented in this thesis are experimentally evaluated to be effective. The practicality of the research results is investigated in the context of a pathology lab system and a shop floor manufacturing system.
1.4 Organization of the Thesis

A brief description of each chapter is as follows.

- **Chapter 2** summarizes the major research activities in the field of agent coordination technologies. It highlights the necessity for coordination in multi-agent systems and reviews various coordination techniques in terms of their design perspective (i.e. objective or subjective coordination) and flexibility.

- **Chapter 3** describes the Fuzzy Subjective Task Structure (FSTS) model, which provides a conceptual foundation for modeling and coordinating agents’ behaviors in task-oriented domains.

- **Chapter 4** presents both the “coarse-grained” and the “fine-grained” reinforcement learning algorithms for agent coordination. The theoretical analysis of the algorithms and the experimental evaluation of their effectiveness in a pathology lab system are also included in this chapter.

- **Chapter 5** investigates the desirable properties of an agent interaction protocol, which will help agents maintain a consistent system-wide state information for effective reinforcement learning. A distributed protocol that satisfies these properties is presented. The experimental evaluations are conducted for a well-known test-case (i.e. *pursuit game*) in the context of two reinforcement learning algorithms.

- **Chapter 6** proposes a new coordination approach inspired by biological metabolic systems. A dynamic coordination model is described. The dynamic optimization process performed by each agent is further detailed. Numerical analysis has been performed and demonstrates the effectiveness of this approach. The practicality of the approach is examined in a shop floor manufacturing system.

- **Chapter 7** summarizes the contributions of this thesis and outlines the most promising directions for future work.
Chapter 2

Coordination Technologies in Multi-Agent Systems

2.1 Introduction

As one of the central research issues of multi-agent systems, agent coordination has attracted growing research interests in the last two decades. Numerous theories, methodologies, techniques, algorithms, and industrial standards have been proposed in the effort of constructing fully-coordinated multi-agent systems. Coordination is considered as a fundamental capability agents have to decide their own behaviors in the context of the activities of other agents [102]. Nevertheless, the notion of coordination is often vaguely understood and is of interdisciplinary nature [190].

From a broad view, coordination is defined as "the act of working together harmoniously" [190]. It has been studied by researchers in diverse disciplines, such as sociology, biology, operations research, organizational theory, social psychology, and computer science. For example, sociologists have investigated the interdependencies of social behaviors and the self-maintenance of social systems with regard to these relationships [215]. Economics have studied coordination in various markets populated by profit-maximizing firms [189, 289]. Organization theorists have examined the mechanisms by which human beings coordinate with each other to form groups of all sizes [271].

Interestingly, these researches lead to one intuition, that is, good coordination is nearly invisible and often its importance only becomes clear when it is lacking [190]. This phenomenon has been explicitly studied by Laszlo as he pointed out that agents (e.g. people) live through their practices and tacit knowledge so that the powerful things (e.g. coordination) are those that are effectively invisible in use [173]. For example, in biology, the existence of an organism, such as that of our human beings, depends on the precise coordination of individual cells, even though these cells act in a seemingly purposeless manner. Essentially, as inspired
by the works of Malone, Gelernter, and Jennings, coordination is believed to be
the art of managing the interaction and interdependencies between entities of a
system, be the entities agents, processes, cells, or whatever [118,148,190].

This notion of coordination emphasizes two aspects, the interdependencies
between entities and the processes managing these interdependencies. In the realm
of multi-agent systems, the interaction between agents covers both subjective
interdependencies (e.g. commitment and social conventions [148]) and objective
interactions (e.g. communication act) [247]. Researchers in the areas such as
Distributed Artificial Intelligence (DAI) prefer an agent-oriented approach [35].
The interactions are described by agents’ subjective mental states, such as their
beliefs, desires, and intentions [287], while the actual means and the place of
the interaction are assumed available a priori. On the contrary, researchers in the
areas of distributed computing and software engineering focus more on identifying
and modeling the interaction settings [234].

Generally, any interdependencies between agents can be approached with ei-
ther of two different viewpoints: dependencies rely on the objective composition
of multiple agents, and dependencies resulting from the particular mental states
of each agent. Inspired by these two viewpoints, the coordination technologies
proposed in the literature can be roughly classified into two categories. They are

- **Objective Coordination Technologies**: the technologies to manage inter-
  agent dependencies. The central issue is around the configuration of multi-
  agent systems through the basic interaction techniques. Methods are pro-
  vided to organize the interacting place in order to facilitate the construction
  of complex coordination processes and meet certain performance require-
  ments.

- **Subjective Coordination Technologies**: the technologies to manage intra-
  agent (subjective) dependencies towards other agents. The central issue is
to develop coordination processes that access and alter agents’ subjective
mental states and help them make coordinated local decisions. Coordination
processes can be further classified as designed from either bottom-up or top-
down. The details will be covered in the subsequent sections of this chapter.

In general, subjective coordination relies upon objective coordination technolo-
gies as the former presumes the existence of the latter. Coordination processes
satisfying subjective coordination requirements must indeed access the mechani-
isms for objective coordination. As Rowstron indicated [234], when designing
a multi-agent system, the first step is to identify which objective dependencies
are presented and how they can be handled. It is only after this step that all
subjective dependencies can be identified and addressed. The objective and subjective coordination technologies are interrelated and equally important [205]. The distinction between the two approaches is essentially a methodological one [207]. The key issue is how they could be used together effectively to tackle complex multi-agent interactions.

Coordination technologies may also be characterized from another dimension concerning their degree of flexibility. Flexibility refers to the ability of agents to reorganize their behaviors in order to fit the information fed back from the environment and other agents [173]. The more flexible, the more robust the coordination technologies will be to achieve intended operations under changing conditions. Specifically, the following degrees of flexibility are distinguished:

- Fixed interaction means and coordination processes. Agents use basic interaction operations with pre-defined semantics [46] or follow coordination processes with pre-determined sequence and outcomes.
- The semantics of the interaction operations are altered according to the temporary feedback from the environment and the multi-agent system. The coordination processes provide subroutines with the choice determined by the feedback as well.
- The interaction patterns among agents emerge from the agents’ local decisions. There is no finely designed coordination processes or subroutines. Only agents’ local decision-making policies remain fixed.
- Optimizing dynamic programming with the capability to reprogramme agents’ decision-making policies in regard to the need signaled in the information feedback. Agents are able to modify their interaction patterns to better adapt to the changing environment.

The above four degrees take us from fully rigid coordination technologies to fully flexible technologies. Although flexibility brings agents’ adaptability, the reliability and practicability (e.g. computational complexity for coordination) may suffer. The more flexible, the more difficult these technologies can be implemented and depended on for reliable functions. There is no single coordination solution that fits all situations [104,106].

Overviews and taxonomies on agent coordination technologies are numerous [89,105,178,203,213,257,262]. Each organizes the whole picture with its own way. In this chapter, the focus is mainly on the above two dimensions. The discussion is limited to software multi-agent systems. The breakdown of this chapter is as follows. Section 2.2 introduces objective coordination technologies. Section
2.3 further describes subjective coordination technologies, which have been broken into four parts: agent communication, multi-agent platform, top-down coordination technologies, and bottom-up coordination technologies. Section 2.4 finally summarizes this chapter. Subsequent chapters include discussions of related work that most closely pertains to their particular topics. This chapter does not repeat those discussions.

### 2.2 Objective Coordination Technologies

Objective coordination focuses on the management of inter-agent dependencies. Coordination is considered as enabling technologies that allow software agents to join in a concurrent ensemble [232]. It is basically achieved through *normative activities* by certain part of a multi-agent system on behalf of the system designers, such as a coordination medium provided by an infrastructure [207]. Generally, the normative activity refers to the standard operations, conventions or assumptions accepted by all agents in the system. It supports the organization of a multi-agent encounter by describing how the environment is organized and by handling the inter-agent interactions [247].

Environment refers to a place where multiple agents integrate their activities. Two types of environment organizations are distinguished: *implicit* and *explicit* organizations [247]. An *implicit* organization does not model the environment as it is imposed by the logical structure on which a multi-agent system evolves. As an example, the network structure may be determined indirectly through the nodes of the network by network-aware agents [45]. For *explicit* organization, an environment model is provided. But it does not necessarily reflect the underlying logical structure where the agent lives. For instance, in a multi-agent manufacturing system, although the environment is inherently continuous, agents will convince themselves that they live in a discrete event environment [184].

Interactions exist between an agent and its surroundings. The agent relates its behaviors with the environment through perception and specific actions. There’s no direct communication between the two bodies. In contrast, interactions between agents are usually based on specific communication means, following either of the four basic paradigms [66]:

1. **Peer-to-peer Communication**: Messages are sent directly from one agent to another agent.
2. **Broadcast**: Messages are sent from one agent to every agents in a multi-agent system.
3. **Group Communication**: A message is sent to a specific group of agents.
4. **Generative Communication:** Communication is achieved through utilizing a coordination medium, such as a tuple space [233]. Agents put tuples into the space, which are read later by other agents. The communication is fully uncoupled. The messages are read independent of the time when they are generated [115].

Besides direct communication, agents can also interact with each other through the mediation of the environment. This is realized in two ways: (1) by changing the environment perceptible by other agents (e.g. *stigmergy* [127]); and (2) by changing the expected effects of other agents’ actions [139]. For example, in the *follow-me* application scenario, a guider agent may leave traces in the environment, which will be utilized later by some follower agents [206]. In order to describe, support, and manage all those kinds of interactions, the main concern of objective coordination is around the problem of developing coordination models, languages, and run-time systems from a purely computational perspective. They are discussed in the following subsections.

### 2.2.1 Coordination Models

From a programming languages perspective, a complete programming model can be built out of two separate pieces – the computation model and the coordination model. The computation model allows programmers to construct a single thread, step-at-a-time computational activity. The coordination model is the *glue* that binds separate activities into an ensemble [119]. This statement is better exemplified with the equation below

\[
\text{Programming} = \text{Computation} + \text{Coordination}
\]

In the context of software engineering, this formulation is extended such that

\[
\text{System} = \text{Components} + \text{Coordination}
\]

With this view, coordination model serves as a formal framework to express the interactions among software components in a multi-component system [71]. It has to address three important issues: (1) how do agents synchronize their work; (2) how do agents communicate; and (3) how their activities are started [232]. These issues are dealt with in a variety of ways. Generally, coordination models fall into either of two major categories: *data driven* or *control driven* [212].

In a data driven coordination model, coordination is achieved by concurrent access to one or more content-addressable tuple spaces. Agents communicate with each other only indirectly through the shared data. Since the shared tuple spaces...
are implemented independently from each agent, data driven models achieve de-
coupling of agents both in space and in time. In control driven models, agents
communicate with each other in a point-to-point manner by means of well-defined
interfaces (i.e. input and output ports). The system evolves dynamically by gen-
erating and receiving control events. To separate computation and coordination,
control-driven models provide coordination languages that treat agents as black
boxes linked by their interfaces.

One notable data-driven coordination model is Linda [5,118]. It introduces the
notion of *uncoupled communication* whereby agents exchange data through shared
tuple spaces. A tuple space contains tuples, which enable structured representation
of application data. Linda provides primitives as basic means for agents to access
tuple spaces. A tuple can be stored in a tuple space by an agent performing the
*out* primitive. Two primitives are provided to retrieve data from the tuple space:
*in* and *rd*. Data retrieval is facilitated by a pattern matching mechanism in order
to identify data of desired properties. Executing the primitive *in* will remove the
matched tuple, while primitive *rd* leaves the tuple untouched in the tuple space.
Both *in* and *rd* are *blocking*. They do not return as long as there is no matching
tuple in the tuple space. Finally, the primitive *eval* will add additional agents to
the multiset of active agents [46]. It has been demonstrated that Linda is able to
express all major styles of coordination in concurrent computing environment [54].
One drawback of Linda is the lack of formal semantics. An attempt to compensate
this shortage can be found in [46].

Many enhancements of the original Linda model have been proposed recently,
following the three directions: (1) extending the set of coordination primitives;
(2) adding programmability to the semantics of the primitives; and (3) modifying
the original model structures [233]. In many cases, the primitive set is enlarged
by introducing two additional primitives: *inp* and *rdp* [232]. Unlike primitives *in*
and *rd*, *inp* and *rdp* do not block the execution of the calling agent. If no matched
tuples exist in the tuple space, *inp* and *rdp* return instantly with a false indi-
cation. Programmability is provided for certain variations of the Linda model,
such as LuCe and TuCSoN [93, 208], to further uncouple the coordination and
computation aspects. For example, in LuCe, *specification tuples* are used to de-
scribe tuple spaces’ behaviors [93]. This ability enables the tuple spaces to be
reprogrammed so as to bridge between the different representation of information
shared by agents, or to embed new laws for agent coordination [233]. Finally,
to adapt to particular application environments, several coordination models en-
hance Linda by modifying its model structure, such as Laura and Lime [219,273].
For instance, Laura extends tuple spaces into *service spaces*, which are a collection
of *forms* [273]. Forms contain description of service-offers, service-requests,
or service-results. Laura is designed to support the identification and utilization of services provided by agents. It has been used to coordinate applications based on PageSpace, which is a reference architecture for distributed applications [70].

Another data driven coordination model substantially different from Linda is the Gamma (General Abstract Model for Multiset mAnipulation) coordination model [15]. It is based on the concept of multisets. Agents in Gamma takes the chemical reaction formalism. The computation involves substituting those elements in the multisets satisfying certain reaction conditions with the products of reactions. Besides this basic procedure, extensions of Gamma have been proposed to improve the original model with structured multisets, parallel and sequential operators, and high order functionalities [232]. Compared with Linda, Gamma fails to win the majority favor of software researchers, especially when agents live in a dynamic open environment such as the Internet.

In addition to data-driven models, control-driven coordination models have been used to compose multiple agents as well. One example is the Ideal Worker Ideal Manager (IWIM) model, which is built upon the Manifold coordination language [8,9]. IWIM distinguishes two different types of agents: managers (or coordinators) and workers. A manager is responsible for controlling the communications in a group of worker agents. A worker agent, on the other hand, is completely unaware of whom it exchanges information with. From a coordination perspective, every worker agent is a black box with well-defined connection ports, through which it exchanges information with the rest of the world [67]. Each port is used for information transfer in only one direction: either input port or output port. The interconnection of ports of different agents forms streams. A stream connects an information producer agent with an information consumer agent to enable actual information flow. Activity in IWIM is event driven. A manager waits for the occurrence of some events, which trigger it to enter a particular state and set up or break off certain streams. It will remain that state until further events come. Contrary to data-driven coordination model, in IWIM, communication is performed in a point-to-point manner. IWIM facilitates a clear separation of coordination and computation as the managers, who take charge of the interactions among worker agents, are programmed separately using Manifold [9].

Comments:

The main research question in the field of coordination model research concentrate on how to establish communication among agents. In data-driven
models, agents communicate by using primitives to post and retrieve data from shared tuple spaces. This effectively implies that the coordination code of an agent is intermixed with its computation code (domain activity) [67,232]. It is up to system designers to seek a clean separation between coordination and computation. As a consequence, the reuse of the code for both computation and coordination may not be easy.

On the other hand, by performing communication in a point-to-point manner and utilizing designated coordinator agents, control-driven coordination models facilitate a more clear separation of coordination and computation. The drawback lies in the requirement of new programming languages and development tools [9]. Besides, control-driven models do not provide strong support for distributed systems to work in open dynamic environment, such as the Internet. They are uncompetitive in developing systems and network dependent solutions [232].

All coordination models enable the construction of either fixed or adaptive coordination processes through agent communication. They can be used to implement various coordination patterns [85,132]. For example, the Master/Worker pattern, which is used to manage task assignments [190], can be easily implemented as fixed coordination processes using Linda. As Rossi shows, the implementation contains only a few lines of code [232]. Agents may also exchange their local plans and decisions through tuple spaces, and jointly satisfy certain global requirements [57,64]. In this case, the coordination process emerges from all agents’ activities. It is noted that certain coordination models allow the semantics of the interacting primitives to be re-defined. This ability simplifies the construction of coordination processes with timely responses to information feedback. Nevertheless, the question on how the primitives should be reprogrammed is untouched.

2.2.2 Coordination Run-time Systems

All coordination models require run-time systems to provide the models’ functionalities. Among the numerous run-time systems proposed over the last two decades, few have the long-lasting impact as tuple-based run-time systems [118]. In fact, tuple-based systems have been implemented to support parallel computing clusters, workstations in local area networks, and large-scale interactions over the Internet [234]. In this subsection, we focus on these run-time systems.

Tuple-based run-time systems can be subdivided into implementations for parallel computers, for Local Area Networks (LANs), and for Wide Area Networks (WANs) [234]. The major distinction is whether they are open or closed. A closed
run-time system prevents the agents from leaving or joining the system at their own will. Usually, all the source code of agents must be available at the compile time. The compiler performs certain analysis to improve the performance of accessing tuples in the tuple spaces. Most early implementations of Linda are closed implementations [53,175]. They are used to coordinate processes or agents on parallel computers and LANs. Closed implementations have the ability to conduct agent communications very efficiently by using pre-compiling techniques. However, they are over restrictive and cannot be used in open application environments, such as the Internet.

The first tuple-based run-time system was implemented by Carriero [53]. It is a closed system designed for parallel computers. The compile-time analysis examines the tuples and templates to identify efficient data structures to store tuples. In the shared memory environment, the identified data structures will be placed in the shared memory. While in distributed memory environment, a copy of the data structure is placed within each processing module of the parallel computers. Broadcasting mechanism is applied to synchronize these distributed data structures. The implementation is highly efficient and the same compile-time analysis is adopted by other run-time systems, such as [31]. In [31], Bjornson considers a hash-based mechanism to distribute tuples among multiple processing modules, instead of obtaining several copies of the same tuple. For any given template, a hashing function is used to identify the module in which a matching tuple may reside. The development keeps progressive as other improvements have also been introduced by [55]. In addition to analyzing tuples and templates, the particular use of tuples is recognized and implemented through efficient procedures to further enhance the system performance. Multiple tuple spaces are organized hierarchically and the compile-time analysis is applied to group tuples more efficiently [76].

In accordance to the booming interests in Internet applications, open implementations of tuple-based run-time systems have received increasing research attentions. In open systems, agents need no information about other agents to share tuples. They may leave and join the system as they wish. Because not all agents are available at the compile time, limited analysis of tuples and tuple usage is performable [234]. As a result, the exchange of information between agents is achieved in a less efficient way than those closed run-time systems. Nevertheless, open implementations emphasize on supporting heterogeneity, security, reliability, availability, and other features, which are important in the Internet. The need for performance is not a major driving force in developing the many open run-time systems [99,111,199,273]. Currently, open run-time systems have been used to coordinate agents on LANs and WANs. Within the LAN setting, the distribution of tuples can follow either of the four paradigms: centralized distribution, uniform
distribution, intermediate uniform distribution, and distributed hashing [52].

A new generation of run-time systems have been developed since 1995 to enable Linda in WAN environment [234]. These systems extend the original Linda model to support a variety of tuple accessing primitives with the specific emphasis on the functionalities they provide. Among the many example systems, Jada is the first run-time system developed in Java [69], which integrates the tuple accessing primitives into the Java programming language. JavaSpaces is another run-time system, which works within the Jini infrastructure and provide agents with Linda-based coordination support [115,182,283]. The JavaSpaces interface defines the basic tuple accessing operations. The main enhancement introduced with respect to the original Linda are rich typing, matching of subtypes, tuples with behaviors, lease, and transaction management.

Most of the run-time systems designed for WAN are constructed as Internet services. For example, the run-time system of WCL is distributed across multiple servers, each stores an entire copy of the tuple spaces [235]. A control layer is included to monitor how the tuple spaces are being used. It balances the workload across a wide geographical region by instructing the tuple space servers to migrate tuple spaces as necessary. In addition to supporting tuple space operations in a large environment such as the whole Internet, the run-time systems also provide other functionalities to improve fault tolerance [152] and mobility [199]. For instance, in KLAIM, the run-time system is comprised of multiple servers, each represents a geographical location and holds a separate tuple space [199]. KLAIM supports strong migration of agents. An agent can request to migrate at a particular point in its execution. The accessing of tuples is performed in a location-aware manner. Agents have to specify which tuple space they are interested.

Comments:

The research on run-time systems focuses mainly on the question of how to conveniently provide those coordination functionalities given in the corresponding coordination models. The research shares the same benefits and drawbacks as the coordination models. For the closed implementation of Linda-like systems, there is little use of spatial and temporal separation because all agents are available at compile time. On the contrary, distributed open implementation uses more of the features of Linda to support the interactions between agents which are spatially and temporally separated. Many run-time systems designed for Internet applications have also considered the system stability, fault tolerance, security, and many other features. They can be used to develop highly flexible coordination processes, whereas the mechanisms to achieve coordination through these processes are believed to
be the research topic of subjective coordination.

Despite of the numerous run-time systems constructed, there lack formal approaches to engineer run-time systems in the Internet. Meanwhile, although most of the open run-time systems concentrate on the rich functionalities they provide, the requirement for efficiency may soon become an important issue that affects the future development of tuple-based run-time systems.

### 2.3 Subjective Coordination Technologies

The intra-agent dependencies are dealt with through subjective coordination technologies. Two approaches to subjective coordination are discernible: the *top-down* approach and the *bottom-up* approach. The *top-down* approach has been widely adopted by researchers in distributed artificial intelligence (DAI) [35]. Coordination in DAI is usually achieved by having each agent perform sophisticated reasoning based on complex knowledge, including the plans and goals of other interacting agents [83]. The coordination strategies are designed *top-down* from a global vantage point. Agents reason about its local actions and the actions of others to try and ensure that the whole community acts in a coherent manner [148].

Coordination technologies in DAI focus on the psychological aspect of agents. They rely more or less on the internal representation of agents’ beliefs, desires, and intentions [225]. The community’s folklore is that “*more knowledge leads to better coordination*” [237]. Coordination processes supported by these technologies are flexible and are emerged from agents’ local decisions. But the decision-making policies remain fixed. It is up to system designers to find effective mechanisms in order to improve the global performance or solve particular problems. As a multi-agent system extends its scale in agent population, heterogeneity, and inter-dependencies [102], the extraordinary complexity faced by the *top-down* approach is critical.

Being frustrated by the difficulty of designing complex systems from the top down, the *bottom-up* coordination approach has received increasing research attentions recently [32,75,96,217]. Researchers intuitively combine unsophisticated agents together in a *bottom-up* manner to see what emerges when agents work as a group. These agents either follow relatively fixed coordination processes or use simple reasoning mechanisms that may involve only local knowledge accessible to them. This amounts to a sort of iterative procedure: designing a set of agents, observing their group behavior, adjusting the decision policies of each agent or the coordination processes they use, and then returning back to evaluate the impact of the adjustment. In many cases, this procedure of designing multi-agent systems can be automated such that agents alter their local decision-making
policies autonomously according to the environmental feedback (e.g. the global performance achieved). Such automated approach resembles the learning behavior and provides the highest level of flexibility. The coordination processes not only emerge from agents’ local decisions, but also adapt to the changing environment as agents deliberately learn their local decisions. Many machine learning methods have been explored for this purpose, such as reinforcement learning [83, 84, 256], neural networks [3], and genetic algorithms [188, 231].

Although amazing results have been achieved by bottom-up techniques [84, 187, 191], a high level of human intervention and experimentation still seem inevitable. The high complexity of real-life applications poses another challenge to bottom-up coordination approaches, especially when learning methods are used. In most cases, local decision policies are designed out of human intuition. There lack theoretical guarantees of their correct function even in the controlled environments.

Besides top-down and bottom-up coordination technologies, agent communication from a psychological point of view serves as another topic of subjective coordination research. Communication is considered as actions that affect the mental states of participating agents [81]. In the remaining of this section, agent interaction using speech acts and agent communication languages (ACL) is discussed first. A brief description of multi-agent architectures that support this style of communication follows. The introduction of top-down and bottom-up coordination technologies is covered afterwards.

2.3.1 Communication Technologies with an Intra-Agent Perspective

Communication has long been recognized as a primitive form of coordination [292]. In the agent community (from a intra-agent perspective), it is treated as actions – performed in an attempt to influence other agents appropriately. This is the basic philosophy whereby the speech act theory [10] is introduced to describe agents’ communication behaviors.

Speech act theory assumes that speech actions are performed by agents just like other actions, in the furtherance of their intentions [77, 248]. A number of performative verbs, corresponding to the various types of speech acts, have been identified. Examples of such performative verbs are request, inform, and propose. These speech acts are characterized via their preconditions and postconditions, similar to other physical actions [113]. Use the request act as an example, the aim of the act is for a speaker to get a hearer to perform some action. In order to successfully complete the request act, the speaker must believe that the hearer is able to perform the requested action. Meanwhile, the speaker must also believe
that the hearer believes it has the ability to perform the action [78]. They serve as the preconditions of the request act. When the request act has been successfully completed, the postconditions will be that the hearer believes that the speaker believes it wants some action to be performed. Notice that the completion of the request act does not imply that the desired action will be performed. The actual execution of any action is based upon agents’ rational decisions [77]. The request act, therefore, is performed by the speaker in an attempt to bring about a state where both the speaker and the hearer intend to perform the desired action.

Speech act theory triggered the development of agent communication languages (ACLs). The DARPA-funded knowledge sharing effort (KSF) has defined two languages for agent communication: the knowledge query and manipulation language (KQML) and the knowledge interchange format (KIF) [168,169]. KQML specifies an envelope format for messages. Each message has a performative and a number of parameters, such as the receiver of the message and the ontology used. Various versions of KQML have been proposed during the 1990s [114]. A comprehensive survey of these ACLs can be found in [170].

In addition to the envelope format of messages, the message content is further structured using KIF, which facilitates the exchange of knowledge of particular domains. KIF is closely based on first-order logic. Using KIF, agents can express: (1) properties of things in a domain; (2) relations between things in a domain; and (3) general properties of a domain [292]. KIF includes common components of first-order logic, such as the logic connectives (e.g. and or) and quantifiers (e.g. forall and exist). It provides a LISP-like notation that allows agents to define new objects, objective function, and the relationships between objects [120]. KIF is designed with the initiative to separate the internal differences between agents from their interactions. It enables agents in an open environment, such as the Internet, to exchange information and conduct flexible coordination processes.

In 1995, the Foundation for Intelligent Physical Agents (FIPA) started to develop standards for multi-agent systems [1]. The focus of this initiative is to develop an ACL (FIPA ACL) [2]. FIPA ACL is analogous to KQML. It defines the envelope format of messages with around 20 performatives (different from KQML). Being noticed that most of the criticisms of KQML are due to the lack of proper semantics, the developers of FIPA ACL managed to give a formal semantics to each performative of FIPA ACL. Their work benefits a lot from Cohen and Levesque’s theory of speech acts as rational actions [77]. The semantics are given through a formal representation of beliefs, desires, and uncertain beliefs of agents, as well as the actions agents perform [40]. A semantic conformance testing has been recognized and started to be utilized by the FIPA ACL community to ensure that agents respect the semantics of the ACL [291].
In addition to ACLs, agent communication and coordination are managed further by other technologies, such as the Agent-Oriented Programming and the COOL language [16, 250]. Agent-oriented programming can be considered as a specialization of Object-Oriented Programming where agents are viewed as objects with mental states. It contains a series of evolving formalisms. In Agent-0, the communication between agents is through several primitives. But in Agent-K, the message passing functionality follows the KQML standard [250]. Languages such as COOL use KQML as agent communication language as well [16]. A Finite State Machine (FSM) based model is utilized by COOL to describe agent conversations.

**Comments:**

A major research question in this research field deals with the expressiveness and soundness of agent communication languages that formalize the intra-agent perspective of communication. The research assumes that communication is performed in a point-to-point manner among individuals. Although the technologies are designed to support flexible coordination processes, such as negotiation and market-like bidding, the impracticality of engaging complex coordination only by means of direct semantic-driven interaction is widely recognized in the literature [26, 81, 205]. A conceptual framework to combine subjective and objective agent communication therefore seems necessary [207, 226]. For example, the coordination artifact concept is proposed to be shared and exploited by a collective of agents for achieving a social objective in [206, 207]. Using this concept, both objective and subjective approaches can be explored under the same coordination context. Agents use their psychological abilities (e.g. reasoning and searching) to identify coordination laws that can be used to manage the interactions among them. These laws are in turn enacted by the objective coordination technologies through the exploitation of the coordination artifacts [207].

### 2.3.2 Multi-Agent Architectures Supporting Agent Coordination

The initiatives towards building multi-agent architectures are approached at two different levels. At one level, researchers are working towards the standardization of agent interactions, such as the work done by the Knowledge Sharing Effort, OMG, and FIPA [1]. At the other level, the research focuses on realizing the development environment in order to build multi-agent systems, such as RETSINA [263], JADE [22], MASCOT [239], JAFIMA [159], and ZEUS [202]. These development environments provide predefined agent models and tools to...
simplify the construction of multi-agent systems. They further allow flexible interactions between agents through the use of ACLs (e.g. KQML and FIPA ACL) and conversation protocols. Additionally, specific agents have been introduced to simplify the management effort. For example, FIPA introduces two types of agents to take the management role: DF Agents and AMS Agents [1]. These agents have been implemented by several FIPA-compliant development environments, such as JADE.

JADE is a multi-agent architecture supporting the development of multi-agent applications in compliance with the FIPA specifications [22]. It offers the following useful features to agent developers:

- FIPA-compliant environment, which includes the Agent Management System (AMS), the Directory Facilitator (DF), and the Agent Communication Channel (ACC).
- Distributed environment. The whole agent platform can be split among several hosts, while only one Java Virtual Machine is active on each host. Agents are implemented as Java threads and are capable of performing multiple tasks concurrently.
- A library of FIPA interaction protocols are ready for use. Interaction protocols are patterns of messages exchanged by two or more agents. The protocols implemented in JADE stretch across a wide range from simple query-requested protocol to the well-known contract net protocol and the English and Dutch auctions [255].

FIPA does not impose any restrictions on the technologies used for implementing its standard. Possible techniques, such as e-mail based platform, CORBA based platform, and Java multi-threading environment, can all serve as the basis of FIPA-compliant implementations. In addition to FIPA-compliant multi-agent architectures, other systems have been developed to show the particular favor of their designers. One example is RETSINA, which is developed by Carnegie Mellon University [263]. It is first designed for the distributed information retrieval domain [204]. The development of the RETSINA architecture rests on the following considerations:

- Distributed information sources: information sources available on line are inherently distributed.
- Shareability: agents are cooperative in order to share their computational abilities and retrieved information.
Complexity hiding: information retrieval may involve quite complex coordination of many distributed agents. To improve the usability of the system, interface agents are introduced to take the responsibility of interacting with the end users.

Two types of agents have been identified in RETSINA: task agents and information agents. Task agents facilitate decision-making by forming problem-solving plans. These plans are executed through querying and exchanging information with information agents. To support agent coordination, RETSINA provides distributed scheduling, planning, and communication mechanisms that can be applied for general purpose use. It further simplifies agent construction by identifying the internal structure of agents. Till now, RETSINA has been successfully used to implement several distributed applications including aircraft maintenance, route planning, personal information manager and meeting scheduler, and supply chain management.

Certain multi-agent architectures, such as MASCOT [239], are only designed for specific application domains. Agents’ psychological abilities may also be restricted in order to accommodate a huge amount of agents in a single system. For example, the DIET architecture has been proposed to enable the construction of multi-agent systems from a bottom-up approach. DIET agents are not assumed to be highly intelligent and can be very lightweight. They do not use complex communication languages such as FIPA ACL. The whole architecture is entirely distributed. All these make it possible to run up to several hundred thousands of agents in a single machine [138].

Comments:

The research on multi-agent architectures aims at providing a set of abstractions that formalize the types of agents, their capabilities, and the interactions among them. In certain architectures, abstractions have been proposed to simplify the task of constructing distributed systems based on common control protocols, such as client-server computing, subsumption, or pipelines of agents [85, 190]. System designers can easily determine at the design time the various responsibilities and interactions of in the system. Abstractions in a coordination process are often described by protocols that agents follow in order to regulate the behavior of the system as a whole. Protocols are characterized by their dynamic nature. Detailed responsibilities and interactions among agents might not be identified until runtime. One typical example is the contract net protocol, where the interdependencies among agents vary as the system evolves [255].
Success in multi-agent architectures raises the enthusiasm of adopting the multi-agent paradigm in many application domains. Coordination can be approached more easily by using a multi-agent architecture than being tackled from scratch. Although many architectures support the construction of coordination processes with any degree of flexibility, the issue as how coordinated behaviors can be achieved is seldom touched. It is the main topic of both the top-down and the bottom-up coordination technologies. Architectures such as DIET are more suitable for bottom-up coordination as they provide an environment that can easily host thousands of light-weight agents that interact with each other through simple message passing [138]. On the other hand, multi-agent architectures like RETSINA are more appropriate for top-down coordination as they support complex reasoning and decision-making through planning and scheduling subsystems.

2.3.3 Top-down Coordination Technologies

Based upon the various classifications proposed in the literature [89, 203, 211], top-down coordination technologies can be grouped into four families:

- Coordination through multi-agent planning.
- Coordination through negotiation.
- Coordination through norms and social laws.
- Coordination through mutual modeling and joint intentions.

In the remaining of this subsection, technologies belong to each family will be described one by one.

Coordination through multi-agent planning

In order to avoid inconsistent or conflicting actions, agents build a multi-agent plan that details their future actions and interactions required to achieve their goals. In many respects, multi-agent planning is a specialization of distributed problem solving, where the problem being solved is to design a plan [101]. Regarding to how the multi-agent plan is obtained, this family of coordination technologies are divided into two types: centralized multi-agent planning and distributed multi-agent planning.

In the centralized multi-agent planning, the plans to be executed by multiple agents are formulated by a centralized planner or coordinator agent. This centralized coordinator agent break the plans into separate threads, possibly with some interactive actions. These separated plan pieces will in turn be passed to agents
that can finally execute them. As plans are formulated in a centralized manner, the potential inconsistencies and conflicts can be identified and eliminated by the coordinator agent before they are ultimately reached by other agents. From a more algorithmical perspective, the major steps of centralized multi-agent planning are summarized as follows [50,122,153]:

1. Given a goal description, domain operations, and an initial system state, collect partial or local plans from individual agents.
2. Analyze collected local plans, identify and eliminate potential inconsistencies and conflicts, and form a multi-agent plan (i.e. global plan).
3. Break the multi-agent plan into subplans and insert necessary interaction actions into subplans.
4. Allocate subplans to agents using task-passing mechanisms.
5. Initiate and monitor plan execution. Restart the planning effort when things go unexpectedly.

In distributed multi-agent planning, both the planning process and its results are intended to be distributed. In this case, any agent may never have a multi-agent plan represented in its entirety. Nevertheless, agents' local plans should be compatible and consistent with each other. The literature provide a rich set of methods in order to satisfy this requirement. Two important approaches are plan merging and iterative plan formation [292]. The merging method proceeds as follows. Given the plans of several agents, the method begins to analyze the interactions between pairs of actions to be taken by different agents. After unsafe interactions between actions have been identified, synchronization actions will be added to the plans to force some agents to suspend activities until other agents complete their actions. It is a powerful technique to increase parallelism in the planning process as well as during execution [101]. But the huge amount of local plans to be exchanged between agents may place a heavy burden on the multi-agent system.

Instead of inconsistencies and conflicting actions, an agent’s local plans are often dependent upon the plans of other agents due to the existence of global constraints. It requires agents to search through a larger space of plans rather than each proposing a single plan. A common technique to achieve this is called iterative plan formation. The hierarchical structures of plans have been utilized to manage interactions at different abstraction levels. Every agent proposes a set of feasible plans [107]. A search process is taken to resolve conflicts and dependencies at proper abstraction levels. The planning process keeps progressing until a refined
subset of proposed plans has been identified as the multi-agent plan [109]. Often, this process is mediated by agent negotiation techniques. For example, agents can negotiate to determine which agent should impose further restrictions on its actions in order to avoid conflicts. They may also negotiate to identify potential cooperations so as to improve their mutual benefits. To better facilitate plan execution, agents may hold alternative plans in respond to possible contingencies that arise during execution. They may also restrict their interactions through carefully defined social laws such that adjusting local plans might not cause so much effort [252]. More generally, however, planning and plan execution are interleaved. Coordination is an ongoing process that cannot be performed once for all [100].

An example of the distributed multi-agent planning approach is Lesser and Corkill’s functionally accurate and cooperative (FA/C) technique [179]. Loosely-coupled agents exchange their local plans to form high-level plans. These plans will undergo a series of refinement until some global complete plan has been identified. Inconsistencies are solved locally among affected agents. FA/C has been applied in Lesser and Corkill’s Distributed Vehicle Monitoring Test (DVMT), a system for testing coordination strategies [176]. The testbed is inherently data-driven. The performance is measured as the time used for processing information in order to find the paths of vehicles.

To coordinate agents in DVMT, Durfee developed a planning approach known as Partial Global Planning (PGP) [100,103]. In PGP, every agent can represent and reason about the actions and interactions for groups of agents and how they affect local activities. These representations are called partial global plans, which are frame-like structures that represent coordinated actions in terms of goals, actions, interactions, and relationships. Agents use their organizational knowledge to decide how and when they should use PGPs to plan. The organization of the multi-agent system is broken into two parts. The domain-level organization specifies agents’ general, long-term problem solving roles and capabilities. The meta-level organization, on the other hand, indicates the coordination roles of agents. With its PGPs, an agent can locally hypothesize the potential interactions between agents. Following the meta-level organization, agents may further exchange PGPs to form larger PGPs and obtain a more complete view of the group activity. This will help them achieve coordination as they can refine their local plans in a more coordinated manner. The PGP approach has been very successful and attracted many research attentions. Based on PGP, Decker has developed the Generalized Partial Global Planning (GPGP) algorithm, which is a set of protocols that agents use in a wider range of applications in addition to DVMT [90,91].
Partial Global Planning drives agents’ local activities by constantly refining their local plans. This refinement strategy is exploited later by another planning algorithm termed Fast Forward (FF) [137]. The planning process starts with the initial state and an empty sequence of actions. Repeatedly, the sequence is extended with actions, always adding to the end of the sequence. For each of the possible extensions of the sequence, a heuristic value is calculated. The first of the possible extensions that leads to a state with a lower heuristic value than the current state is chosen.

Kreifelt and von Martial [166] proposed another approach for multi-agent planning. Agents perform distributed planning through a two-stage process. In the first stage, agents plan their activities separately; while in the second stage, they coordinate their local plans and identify a multi-agent plan. Except of the formal definition of an interaction protocol, this approach does not deal with the issue of how agents can achieve consensus through negotiation. Although the research on multi-agent planning has a long and successful history, it is still an active area with many recent research progresses [87, 92, 267, 268].

Comments:

The research on multi-agent planning intends to solve many common coordination problems. The plans are utilized as general artifacts for (1) detecting and avoiding inconsistent or conflicting actions; (2) regulating the share of resources; and (3) managing the sharing of labor towards the planned goal. Multi-agent planning requires agents to share and process a huge amount of information. It may consume a substantial amount of computation and communication resources, especially when the application environment is complex. The centralized planning approach is essentially a task decomposition and passing technique. The objective is to find, among all the possible plans that accomplish a goal, the plan that can be decomposed and distributed more effectively. But since the multi-agent plan is to be synthesized by a designated coordinator agent, it is not certain whether the most decomposable plan can be actually allocated to other agents. The centralized approach also presumes that at least the coordinator agent should have a global view of the entire system. In many domains, this is an unrealistic assumption. It also contradicts with the basic design principles of the multi-agent paradigm, for instance, distributed control, concurrency, robustness, and minimal bottleneck. When the planning activity is distributed among all the participating agents, as in the distributed multi-agent planning approach, the situation becomes even more complex. In the worst cases, each agent will spend equivalent efforts as the coordinator agent in order to obtain
a global system view.

The communication infrastructure can also have a big impact on the degree to which plans can be decomposed and distributed. Practically, some minimal subplan size exists. It does not make sense to decompose a multi-agent plan to subplans with a size smaller than that. In loosely-coupled networks, this implies that agents should each accomplish larger tasks; while in tightly-coupled networks, the degree of decomposition can be increased to improve concurrency. Despite of the computational complexities, flexible coordination behaviors can be achieved through multi-agent planning. But the decision procedures used to identify these local or multi-agent plans remain fixed [106]. To further enhance the flexibility of these approaches, learning mechanisms can be incorporated into the planning processes. For instance, agents can create situation-specific control rules to help them select plans or scheduling strategies according to the past system feedback [258].

Coordination through negotiation

From a intra-agent perspective, negotiation is a natural mechanism for agents to resolve their differences by changing their viewpoints and finding mutually acceptable agreements. Most coordination schemes involves some sort of negotiation. The reason for its popularity is many-sided:

- Among the many possible mechanisms, negotiation is the most fundamental and powerful one for managing intra-agent dependencies at run-time [151].

- Negotiation can be applied to situations when agents are either self-interested or cooperative. It serves as a good framework that helps us understand and analyze the various interactions among agents.

- Coordination techniques based on negotiation are inherently distributed. They are flexible, robust to unexpected changes, and not restricted to any particular forms.

Negotiation is used to modify agents’ local decision-making procedures, and identify situations where certain agent interactions are possible. Modification and identification trigger the process of negotiation so that a common decision can be reached [197]. The literature abounds as negotiation is considered as a key issue in DAI. It has been extensively studied in the fields of resource and task allocation [244], conflicts recognition and resolution [4], and dynamic group formation [193].

In the work of Smith [255], negotiation serves as an “organizing principle” used to effectively match tasks and problem solvers. Negotiation is a two-way
exchange of information. Both parties evaluate the information from their own perspective and finally reach an agreement based on mutual selection. Despite the great success of the contract net protocol, this viewpoint on negotiation bears some major shortcomings. Especially, Smith believes that there must be a conflict between agents in order to start the negotiation process. Besides, the possibility of bargaining among agents has also been ignored. It is hence a static view on negotiation and is not flexible enough to express the overall research area. Pruitt describes negotiation as a process by which a joint decision is made by two or more parties. Starting from contradictory demands, an agreement is finally achieved through a process of concession or search for new alternatives [220]. This definition underpins three major research topics of negotiation, which has also been pointed out by Muller in [197]:

- **Negotiation language**: Research is concerned with the communication primitives for negotiation and their formal semantics. This research topic has been covered previously in Subsection 2.3.1.

- **Negotiation model**: general models of the negotiation process are investigated and the global behavior of the negotiation participants are analyzed.

- **Negotiation decision**: Algorithms to (1) compare and analyze the issues being negotiated, (2) find counter-proposals, (3) make arguments, or (3) determine final negotiation results.

As the study of negotiation becomes deeper and broader, several other research issues have received increasing attentions. For example, in order to enhance the system flexibility, various learning mechanisms have been investigated to help agents achieve desirable agreements. The impact of learning in multi-agent negotiation is inarguably an interesting topic, which has attracted intense discussions [43,82,142,297]. Instead of considering each research topic in isolation, it is also interesting to see how these topics are interrelated. For example, Kraus showed that as more restrictions are forced upon the agents by the negotiation protocols, the rationality of these agents decreases [164].

### A. Negotiation Model

Many research works on negotiation models have been inspired by game theory [210]. Agents make their negotiation decisions according to some kind of utilities they will gain, which are affected by the utilities and decisions of other agents. Rosenschein is a pioneer in game theory based negotiation analysis [228–230]. He and Zlotkin have identified three distinct domains where negotiation is applicable:
(1) task-oriented domain: agents negotiate to allocate their tasks that will benefit everyone; (2) state-oriented domain: agents negotiate to find actions that change the state of the “world” and serve their goals; and (3) worth-oriented domain: agents negotiate to gain maximum utilities for reaching certain states [230]. Different negotiation strategies have been proposed and examined with respect to these three application domains [298].

In a negotiation process that involves multiple agents, when making a decision, any rational agent $A$ must take into account the probable choices of other agents, who in turn make their decisions based upon $A$’s own choice. This leads to the well-known outguessing regress problem where no accurate prediction or confident expectation about the individual choices can be produced. In order to circumvent this problem, the game-theoretic models often take three restrictive assumptions: (1) both the number of agents and their identity are fixed and known to everyone; (2) all agents are fully rational and each of them knows that others are rational; and (3) each agent’s risk-taking attitude and expected utilities are fixed and known to every one. These assumptions limit the applicability of game-theoretic based negotiation models [165].

Because of the outguessing regress problem, it is difficult to get a general model governing rational choice for multi-agent negotiation. Some game theorists sought to achieve deterministic solutions by introducing the notion that each agent might be able to assign subjective probabilities to the choices of other participants [164]. That is, every agent proceeds in certain subjective fashion to estimate the probable choices of other agents [142]. In essence, this treatment reduces an agent’s decision-making problem to a situation that is fundamentally analogous to a game against nature as in a traditional single-agent game.

Game theoretic models focus primarily on the negotiation outcomes. The negotiation processes have to be described through other models. The sequential decision-making paradigm has been used by Zeng and Sycara to model negotiation procedures [297]. They assume that there is a sequence of decision-making points which are dependent upon each other. After making a decision at certain point, agents can update their knowledge through the system feedback so that they may make a more informed decision at the next decision point. This sequential decision-making model provides readily available constructs to describe the iterative nature of agent negotiation. It also supports an open-world environment and enables agents to learn through negotiation. Similar approach is taken by Kraus, who used Rubinstein’s protocol of alternating offers to model the negotiation process [164].

Another model of negotiation processes was proposed by Bussmann and Muller [48]. They analyze negotiation from a socio-psychological perspective. Drawing
from Gulliver’s eight phases of negotiation, they proposed a cyclic negotiation model. The pure negotiation cycle starts with one, some, or all agents making a proposal to a certain conflict. The negotiation process continues as every agent evaluates the proposals against its own preferences and criticizes them by listing its preferences violated by them. After updating their knowledge about other agents’ preferences, these agents resume negotiation by proposing new proposals and starting another negotiation cycle. To emphasize agents’ psychological activities, Lander and Lesser modeled the negotiation process as a search procedure [172]. A set of states is defined to represent the negotiation status. These states are changed by applying negotiation search operators to initiate, critique, relax, and remove the proposals being negotiated.

Comments:

This family of research focuses on two main classes of objects for modeling: the negotiation procedures and the negotiation outcomes. Models on negotiation procedures aim at abstracting the negotiation forms from a social perspective. On the other hand, the research on negotiation outcomes concentrates more on the rational choices for multi-agent negotiation from a psychological perspective.

There are some significant problems associated with game theoretic models of multi-agent negotiation:

- Game theory assumes that it is possible to characterize an agent’s preferences with respect to outcomes. Humans, however, find it extremely difficult to consistently define their preferences over outcomes.

- Game theory has failed to generate a general model governing rational choice in interdependent situations [296]. Instead, the discipline has produced a number of highly specialized models that are applicable to specific types of decision-making situations [298].

- Game theoretic models assume perfect computational rationality, meaning that little computation is required to find mutually acceptable solutions within a feasible range of outcomes.

For certain restricted negotiation situations, game theory is able to provide a theoretically sound mathematical solution and winning strategy. The existence of solutions, however, does not guarantee that agents can find the solution. For example, in the data allocation scenario presented by Kraus, the task of finding an optimal comprise among negotiating agents is NP-hard [164]. Game theory also takes a rather static view on agent negotiation
by defining equilibrium points [12]. These equilibrium points, such as the Nash equilibrium, restrain agents to pre-defined results, although the whole negotiation process might be fairly complex and critical.

Certain process models, such as Bussmann and Muller’s work [48], can be understood as bridges that link practical applications and game theoretic models. They help players of a game locate approximate solution strategies according to principles of bounded rationality by utilizing heuristic search, heuristic evaluation, or even learning technologies. More or less, they sacrifice the flexibility of the coordination process in order to make agent interactions computationally manageable. For example, Zeng and Sycara assumes that agents are only allowed to make proposals and counter-proposals at each decision point [297]. No other techniques, such as making arguments, are used to further modify or enhance the negotiation process. Even though each agent is able to make their local decisions freely, agent coordination in these models are believed as fixed processes or processes with pre-defined branches.

B. Negotiation Techniques

Facing a multi-agent encounter, agents need specific negotiation techniques to solve realistic problems. The common negotiation topics are tasks, plans, resources, intentions, preferences, or goals of agents. Agents can be either cooperative or competitive (self-interested) during negotiation. Complex structures are also allowed such that multiple agents may form a coalition or establish a separate agreement.

Drawing inspiration from competition in human societies, researchers have designed negotiating multi-agent systems based on the supply and demand formalism. The most successful one is the contract net protocol [255]. In this approach, agents assume two roles: (1) a manager who breaks a problem into sub-problems and searches for contractors to do them; and (2) a contractor who does sub-tasks awarded to it. Contractors may recursively become managers and further decompose sub-tasks and sub-contract them to other agents. This is a completely distributed scheme where managers locate contractors through a bidding process. The advantages of the contract net protocol include dynamic task allocation via self-bidding, open system support, natural load-balancing capabilities, and reliability through distributed control and failure recovery. It also suffers several drawbacks, including the fact that it does not presume agents with contradictory demands [241].
Many researchers have enhanced the contract net protocol to solve problems of particular domains. For example, Conry et. al. generalized the approach to form a multistage negotiation protocol [80]. It is designed for a complex communication system involving transmission path restoral. In this system, network sites are partitioned into several geographical regions with a single cite in each region being designated as a control cite. Each control cite has responsibility for communication system monitoring and control within its region. Because the regions are inter-connected with each other, each decision made by one control cite could have impact on the operations of other regions. The multistage negotiation protocol seeks to solve this problem by extending the contract net protocol. It enables agents to iteratively exchange their assessments about the impact of their own choices. This strategy is similar in character to the FA/C paradigm [179] and contributes to the incremental construction of negotiation agreements, which are globally consistent. To move even further, Sandholm extended the contract net protocol to cover the situation where agents are self-interested and deceitful [242].

It appears that almost every form of human interaction involves some degree of explicit or implicit negotiation [197]. It is hence not very surprising that many negotiation researches are drawn from human negotiation strategies. It leads to the use of miscellaneous AI techniques including case based reasoning, planning, constraint-directed search and so on. As Jennings et. al. pointed out, the key advantages of these heuristic approaches are [151]:

- Negotiation techniques are based upon realistic assumptions. They provide a more suitable basis for automation and can therefore be used in a wider variety of application domains.
- The system designers, who are not wedded to game theory, can use alternative and less constrained models of rationality to develop practical negotiation strategies.

The PERSUADER negotiation system proposed by Sycara handles multi-agent, multi-issue, single or repeated negotiation based on an integration of case-based reasoning and multi-attribute utility theory [261]. This technique is able to narrow agents’ differences through exchanging proposals and counter-proposals. It allows agents to reason about and even modify other agents’ beliefs. Given the input of a set of potentially conflicting goals, the final output is either an agreement or an indication of the failure of negotiation. Agents mainly perform three tasks iteratively to reach the final output: (1) propose an initial compromise; (2) repair and improve a rejected compromise; and (3) change an adversary’s merits of a proposal. The major contribution of PERSUADER involves the use of case-based reasoning to propose new proposals, the use of multi-attribute utility theory...
to model agents’ preferences, and the use of argumentation to affect other agents’ beliefs. If agents prefer arguments that are more likely to reach an agreement, it is possible to prove that argumentation may expedite the negotiation process and save agents’ coordination efforts [272].

Sathi and Fox view agent negotiation as a constraint-directed search [244]. The work is based on the observation that the use of different negotiation strategies by negotiators is dependent upon the negotiation space and constraint structures. In situations where constraints affect only individual offerings, a distributed negotiation in the form of a market is suffice. But if most of the constraints are conditional upon multiple offerings, mediator-driven negotiation seems more appropriate. Agent negotiation is supported by designated mediators that take the responsibility of constructing transactions and cascades. As negotiation is viewed as a constraint-directed search, three operators have been proposed to change the position in the problem space, which are inspired by human problem solving practices. These operators are responsible for constructing and modifying transactions and cascades. It has been shown that this search based negotiation approach outperforms human experts in a computer allocation scenario [244].

Alder et. al. examined negotiated agreements and the method of conflict detection and resolution using planning techniques [6]. Because agents need information from others to function effectively and efficiently, the planning process is intertwined with the negotiation process. Agents use their planning knowledge to evaluate the proposals and counter-proposals made by other agents and in turn make their own proposals.

Due to the limited perception capability and bounded rationality, agents are often uncertain about themselves, other agents, and the environment. Techniques that tackle uncertainties have been extensively explored for agent negotiation. For example, fuzzy logic has been used to model agents’ preferences. Faratin et. al. used fuzzy similarity to compute tradeoffs among multiple attributes during bilateral negotiation [110]. Kowalczyk models the multi-issue negotiation as a fuzzy constraint satisfaction problem [163]. Agents perform negotiation on individual solutions once at a time. Offers are evaluated and constraints are relaxed during the negotiation process in order to find agreements for both parties. Luo et. al proposed a fuzzy constraint based framework for bilateral multi-issue negotiation in competitive trading environments [186]. The framework is expressed via two knowledge models, one for seller agents and one for buyer agents. The buyer and seller agents exchange offers and counter-offers with additional constraints revealed or existing constraints relaxed. Finally, a negotiation solution is found if there is one.
In addition to modeling agents’ preferences, fuzzy logic techniques have been used to solve bidding problems in a multi-agent double auction environment [133]. Agents use predefined rules to decide the price of their next bids based on the history and current bidding conditions. Empirical results demonstrate the advantages of this approach to selected heuristic decision-making strategies. Except for fuzzy logic, statistic techniques have been used to perform multi-agent reasoning under uncertainty for bilateral negotiations. In the work of Gimenez-Funes et. al., uncertainties due to the lack of knowledge about other agents’ behaviors are modeled through possibility distributions [124]. Based on the information from a case base of previous negotiation situations, the possibility distribution is generated by choosing the most similar situation and price from the case base.

Without using fixed decision policies, learning mechanisms have been utilized to improve the flexibility of the negotiation/coordination process. Zeng and Sycara used Bayesian learning techniques to estimate the probability distribution of the opponent’s reservation price [297]. Bayesian learning is also used by Bui et. al. to learn the preferences of other agents [43]. Their approach has been successfully applied to a distributed meeting scheduling problem. Ho and Kamel proposed a multi-agent probabilistic hill-climbing method to help agents learn their negotiation strategies in cooperative settings [136]. Abul et. al. embedded reinforcement learning mechanisms into agents’ decision process to help them take coordinated actions [3]. Using a training process, Ontanon and Plaza imbue their agents with decision trees, which help these agents to determine when they should collaborate with other agents during negotiation [209]. In a multi-agent meeting scheduling problem where distributed agents negotiate meeting times on behalf of their users, Crawford and Veloso utilizes the playbook approach [38] for team plan selection to help agents learn the desirable negotiation strategies [82].

Comments:

Four issues of concern that underpin agent negotiation techniques have been identified by Sycara, which are (1) ensuring network coherence; (2) facilitating task and resource allocation among agents; (3) recognizing and resolving disparities in agents’ goals and viewpoints; and (4) determining organizational structures [261]. Market like negotiation mechanisms, such as the contract net protocol, provide a natural way of distributing tasks. They are most appropriate when (1) the application task has a well-defined hierarchical structure; (2) the problem has a coarse-grained decomposition; and (3) there is minimal coupling among subtasks [144]. These approaches, however, failed to presume agents
with contradictory demands. The conflicts between agents’ goals are neither detected nor resolved (no exchange of proposals and counter-proposals or argumentation). Agents are supposed to be passive and benevolent. In many real-world problems, this assumption is unrealistic. Meanwhile, protocols like the contract net can also be very communication intensive as agents keep on sub-contracting tasks with complex structures. Despite of the potential drawbacks, the contract net protocol does not control the internal decision-making procedures of each agent. Agents can either use fixed decision rules or even establish their decision policies through learning.

For planning based negotiation techniques, the problem of how agents can really achieve consensus is often vaguely described. Further clarification is needed to formalize agents’ planning and negotiation behaviors. In essence, these negotiation techniques are analogous to multi-agent planning methods and share the same advantages and drawbacks. Unlike the contract net protocol, agents have to rely on their planning knowledge to make decisions. The coordination processes are flexible in that no fixed procedures or branches should be followed. But for certain applications, they are not flexible enough since agents may not adapt their planning activities with respect to the changing environment through learning mechanisms.

Most of AI-based negotiation techniques seem to be either problem dependent or used simply because their designers have special experience in using them. Although problem dependent issues should not be ignored, there lacks clear methodology of applying these negotiation techniques in general application domains. Extensibility holds another concern. For example, when a huge amount of buyers and sellers with intricate relations are present, the constraint-directed search supported by Sathi and Fox’s negotiation system may consume tremendous computation resources before any agreement can be finally reached [244]. Similar problem is faced by other negotiation techniques, such as the one proposed by Zeng and Sycara [297]. When a lot of issues are possible to be negotiated and agents’ preferences over those issues are interdependent, it can be very difficult for one agent to learn other agents’ preferences, especially when negotiation happens occasionally. Last but not least, the concept of agents’ preferences has won great popularity in agent negotiation research. However, not so many techniques have treated this concept rigorously: how these preferences should be computed and what their values stand for psychologically.
Coordination through norms and social laws

One of the most important techniques we use to coordinate our activities during everyday life is to follow norms or social laws [181]. Norms are established patterns of behaviors. They are introduced to strike a balance between individual autonomous and the goal of the multi-agent system. Agents’ decision-making problems are simplified since norms define the course of actions to be followed in certain situations. One key issue of using norms is to find the most effective method by which agents can establish norms that benefit the whole society. Two main approaches are discernible: offline design and spontaneous emergence [292].

For the offline design approach, norms are determined offline and hardwired into every agent. Several studies of the offline design with a particular interest in the analysis of the computational complexities have been reported in the literature [252,253]. Shoham and Tennenholtz define norms as a set of constraints. An agent is said to be legal if it never attempts to perform an action that will break the constraints imposed by the norms. An agent is always allowed to visit a group of states termed focal states. A norm is useful if it does not prevent the agent from reaching any of the focal states. As proved in [252,253], the problem of finding useful norms for a given application domain is NP-hard. It poses a technical challenge on the practical usability of the offline design approach.

Spontaneous emergence approach investigates how norms can emerge in a society of agents. Norms are global knowledge since all agents use them. But each agent must decide on which norm to use based solely upon its own experiences. The major research issue hereby is to design strategies that will lead each agent to agree upon the use of certain norms by using only the local information accessible to it. The possibility that such strategies exist is investigated in several works [161,251,278]. Shoham and Tennenholtz considered the emergence of norms in a tee shirt game [251], where each agent decides locally the color of the shirt it wears. Four different strategies have been used to establish norms: (1) simple majority; (2) simple majority with agent types; (3) simple majority with communication on success; and (4) highest cumulative reward. Shoham and Tennenholtz find that the strategy of highest cumulative reward enjoys the highest efficiency of convergence. It was shown that for any $\epsilon$, $0 < \epsilon \leq 1$, there exists a value $n$ such that all agents will agree on a certain norm in $n$ rounds with a probability $1 - \epsilon$, when the strategy of highest cumulative reward is used [254].

Comments:
This family of research seeks to simplify agents’ decision-making by imposing norms and social laws on the multi-agent system. The main research question is on the methods that will lead to the establishment of beneficial norms. The offline design approach gives system designers a higher degree of control over system functionalities. It is both simple to implement and understand. But the more complex a system becomes, the more difficult it is for system designers to predict the impacts of their norms and therefore identify effective norms that satisfy on-going system requirements. Furthermore, norms reduce the flexibility of agents’ decision-making processes such that, in certain situations, only fixed coordination processes will be followed.

The spontaneous emergence approach improves the flexibility of the coordination process since agents have to determine their norms jointly according to the current system status. Nevertheless, no clear concept of usefulness applies to the norms identified by agents. For example, to decide on the color of tee shirts has nothing to do with the agents’ goals or the global system performance. There lacks clear reason that explains why such a norm on colors will need to be established. The stability of norms serve as another issue that requires further study. Specifically, we expect that the identified norms will not immediately fall apart so that agents’ efforts are not wasted without getting any results. On the other hand, agents must avoid being over-committed to any particular norm and should be open to new ideas. Mechanisms that properly balance these two criteria stand for a interesting topic for future research.

**Coordination through mutual modeling and joint intentions**

When we work together, it is a common practice for us to *put ourselves in the place of others* when determining our own actions. Inspired by this fact, Genesereth *et. al.* first articulated that agent coordination can be achieved through *mutual modeling* [121]. The idea is that if you share a common view of the scenario with other agents, you can perform a timely analysis to predict what is the rational choice of each agent and then decide your own actions accordingly.

One technique that coordinates agents through mutual modeling was proposed by Gasser *et. al.* in the form of the MACE system [116]. MACE contains five main components: (1) a collection of application agents; (2) a collection of predefined system agents; (3) a collection of system facilities; (4) a description database; and (5) a group of kernels (one per physical machine). Each agent in MACE can be described in terms of three aspects: (1) its knowledge; (2) its perception of the environment; and (3) the actions it performs [116]. Agents have two kinds of knowledge: domain knowledge and *acquaintance* knowledge. The *acquaintance*
knowledge is the knowledge about other agents, such as their skills, goals, or plans. They are obtained through sending and receiving messages. Based on its acquaintance knowledge, an agent may be able to identify potential conflicts and inconsistencies and modify its own behaviors appropriately. Similar techniques have also been applied by Gasser et. al. to a predator and prey game [24], where the organization knowledge (or knowledge about other agents) is described through a group of settled and unsettled questions [117].

In addition to mutual modeling, when humans cooperate as a team, mental states that are closely related to intentions appear to play a similarly important role [180]. Intentions provide both the predictability and the flexibility that are necessary for agents to coordinate in a changing environment. Two types of intentions are discernible: individual intentions and collective intentions. In addition to pursuing its own goal through individual intentions, as Levesque et. al. pointed out, an agent who has collective intentions will show some sort of social responsibility towards other agents [180]. If it discovers that the team effort is worthless, it should at least attempt to make other agents aware of this.

Inspired by the work of Levesque et. al., Jennings identified two important concepts of teamwork: commitments and conventions [147,148]. A commitment is a pledge or a promise of performing a course of actions. Commitment is persistent. Having adopted a commitment, an agent will not drop it until, for some reason, the commitment becomes redundant. A convention is a means of monitoring a commitment. It specifies the conditions under which a commitment should be abandoned and how an agent should behave both locally and towards other agents. Jennings further proposed that when a group of agents were engaged in a cooperative activity, they must have a joint commitment to the overall aim, as well as their individual commitments to the specific tasks that have been assigned to them [148]. The state of this joint commitment is distributed among the team members. At the time when it is going to be dropped, agents should behave towards its fellow team members according to the corresponding conventions.

This concept of commitments and conventions has been explored in industrial control systems such as ARCHON and GRATE [146,150]. Agents take a layered architecture in ARCHON, which contains three main control modules: the cooperation module, the situation assessment module, and the communication manager. The cooperation and situation assessment modules are responsible for controlling agent’s coordination activities. They help agents identify, establish, and eventually terminate cooperation through four stages [293]:

- Recognition: some agent in a multi-agent system recognizes the potential for cooperation in order to achieve a certain goal.
• Team formation: after recognizing the potential for cooperation, agents seek help from other agents to form a team (a collective deliberation stage).

• Plan formation: under the joint commitment of cooperation, agents decide how to actually achieve the desired goals by forming an agreement or a plan.

• Team action: the newly agreed plan of joint actions is executed by team members. When contingencies occur, certain conventions will be followed by each agent to replan or terminate cooperation.

Another coordination framework similar to ARCHON was developed by Tambe and was called Steam [265]. The cooperation component of Steam is encoded in about 300 domain-independent rules. It allows the construction of complex coordination processes, such as forming hierarchical team structures. The usefulness of Steam has been investigated in military mission simulations and the RoboCup robotic soccer domain.

2.3.4 Bottom-up Coordination Technologies

Bottom-up coordination approach attempts to build less sophisticated agents and see what emerges when they are put together into a group. Agents can be either cooperative or competitive. Communication between agent is either allowed or prohibited. The whole multi-agent system may also be populated with either homogeneous or heterogeneous agents [257]. Most of the technologies follow a behavior-based methodology [41]. The underlying philosophy is that intelligent behavior is not disembodied, such as the symbolic/logical approach to building agents, but is a product of the interaction between agents and their environment.

The flexibility of bottom-up coordination technologies vary from simple reactive-based agent systems to complex agent systems where learning mechanisms have been extensively explored. Due to the highly complicated dynamics of multi-agent systems, there lacks systematic approach of designing agents’ reaction rules. In general, the ability to orchestrate good global performance via local interactions remains as a significant and ill-understood challenge. As a result, in many situations, the desirable system behavior is better to be viewed as a surprise rather than as an expected result. Research on bottom-up coordination technologies is still at its beginning stage. More works are needed in the future in order to put them into practical use. In the remaining of this subsection, several technologies will be introduced to give a glance of this booming research field.

In the simplest cases, agents retrieve predefined behaviors similar to reflexes without maintaining any internal state. Balch and Arkin used reactive agents to study formation maintenance for moving agents [14]. The agents’ goal is to move
together in a well-defined formation such as a diamond or a column. Periodically, they will come across obstacles, which will disturb the current formation they maintained. After passing the obstacles, all agents use reactive signals convert from their sensory data to control their motions and re-establish the formation disturbed. Reactive-based approach is effective in this case since the coordination objective is to maintain certain formations, which may not depend upon the system history. Kephart et. al. considered a case of multiple agents sharing a set of resources [160]. Agents have only limited and delayed perceptions of their environment. Using this information, they decide individually which resources to use in order to receive more rewards using reaction rules. Kephart et. al. shows that (1) imperfect knowledge suppresses oscillatory behavior at the expense of reducing performance; (2) enhancing the decision-making abilities of some of the individual agents can either improve or severely degrade the overall system performance; and (3) the system can remain in nonoptimal metastable states for extremely long periods of time before escaping to the global optimal state.

Unlike reactive style of coordination, deliberative agents behave more like they are thinking by maintaining a group of internal states and continually adjusting their decision policies. There is no clear line between reactive and deliberative agents. Some agents simply mix reactive and deliberative behaviors. One example technique is termed reactive deliberation, which is proposed by Sahota [240]. Reactive deliberation mixes reactive and deliberation behaviors. Based on its internal state, an agent reasons about which reactive behavior to follow under certain application constraints. It has been successfully applied to the first robotic soccer platform [17]. To achieve further flexibility during agent coordination, learning technologies can be explored by each agent such that a collective adaptive behavior emerges for the group of agents as a whole.

Maes and Brooks investigated a distributed learning algorithm that learns to coordinate the behaviors of the six legs of an insect-like robot [187]. Each of the six legs is considered as an agent. Each agent observes individually which legs are currently touching the ground. It must learn the conditions under which it should swing its leg forward. All agents learn concurrently and receive the same global reinforcement signals. Positive feedback results from forward motion; while negative feedback comes when the insect has fallen. Maes and Brooks showed that the insect eventually learns a tripod gait, where it lifts up three of its legs at a time. In a similar fashion, Humphrys presented a behavior-based algorithm where each behavior of a robot is considered as an agent competing for the right to control the robot [145]. Agents perform locally Q-learning algorithms with their own reward functions. Every agent suggests an action with some weight based on its Q-values and the robot executes the action with the highest weight.
To further improve the system performance, reward structures are evolved using genetic algorithms according to certain fitness measure. Although Humphrys showed that the algorithm can help the robot achieve a high fitness, a higher fitness may be reached by the robot when it learns through a centralized learning process.

A similar scenario with more deliberative agents is explored by Mataric [191]. In this case, agents use Q-learning to learn behaviors including foraging, homing, and flocking. Flocking behavior is obtained by having each agent sum the outputs of its individual avoidance, aggregation, and wandering behaviors. Foraging is achieved through a more complex combination of behaviors that are sensitive to environmental conditions. In order to speed up the learning process, certain domain knowledge is used to reduce the complexity of the learning algorithms.

Recent research has witnessed a booming application of learning algorithms (e.g. Q-learning) under the bottom-up coordination approach [3,39,112,155,192,214,274,275]. For example, in [275], Touzet applied lazy Q-learning to a certain class of applications called cooperative multi-robot observation of simple moving targets (CMOMMT). The research focuses on studying the efficiency of the Pessimistic Algorithm in its task of inducing learning of cooperation [275]. A more detailed introduction of several other learning based coordination approaches can be found in Section 4.8 of Chapter 4.

Instead of being inherently cooperative (have identical/compatible goals), a group of selfish agents can also learn to be cooperative. For example, in the Prisoner’s Dilemma, agents are selfish but not inherently competitive [135]. They can benefit from cooperation without following the Nash equilibrium which is to confess. Axelrod uses the Prisoner’s Dilemma to study how cooperation can develop implicitly [11]. He showed that in repeated games, there is no best strategy independent of the strategy used by other agents. Axelrod conducted a evolutionary tournament, where the number of offsprings of each strategy was proportional to the score in its last tournament. It has been found that strategies that were successful would proliferate at first, but later shrink as new strategies appear. This process may possibly lead to an escalating “arm race” with no end. Agents continually adapt to each other in a more and more specialized way. It has been demonstrated by Sandholm and Crites that a learning agent is able to perform optimally against a fixed strategy [243]. But when all agents are learning, there is no stable solution.

Another important issue of concurrently learning agents is the credit-assignment problem. When the performance of an agent improves, it is not clear whether it is due to the improvement of its own decision strategy or due to the change of other agents’ strategies. One way to handle this problem is to fix one agent while
evolving the other agent and then switch (in the case of two learning agents). For example, Rosin and Belew uses this technique and genetic algorithms to evolve agents in the Prisoner’s Dilemma [231]. Their approach, however, encourages the arm race more than ever. The society of agents may therefore never fixed on any strategies.

2.4 Summary

This chapter gives an overview of the diverse literature on coordination techniques in multi-agent systems. Without proper coordination, the multi-agent system paradigm simply looses most of its benefits. As we have described in this chapter, various coordination approaches have their relative advantages and drawbacks. No universally best technique exists for all kinds of situations. In general, theoretical work produces good results in well-constrained environments, but many of its underpinning assumptions are violated in real-world applications. On the other hand, implementation-oriented work operates well in specific domains but suffers from the lack of a grounding and rigorous evaluation. In the future, extensive theoretical works are required to develop models that address a broad range of issues essential to agent coordination research. This should lead to well-specified implementations of coordination algorithms which have clearly delimited ranges of applicability. More systematic evaluation of these coordination techniques can therefore be performed so that system designers can make their decisions based on empirical evidence instead of on ad hoc assumptions.

To pave the way for the discussions in the following chapters and to conclude this Chapter, The following summarizes the common coordination problems (in the area of subjective coordination research) that are closely related to the research reported in this thesis.

- **Coordinated resource sharing**: agents need to coordinate the sharing of their resources in order to achieve their goals due to the incompetence of any single agent or the global constraints. In Chapter 3, the FSTS model is proposed to model agents’ resources. In our research, agents do not share their resources directly. Instead, they depend on the resources to perform and share their actions.

- **Coordinated labor sharing**: similar with the resource sharing, in many situations, agents need to coordinate their sharing of labor. In this thesis, labor sharing is achieved through reinforcement learning methods in Chapter 4 and through dynamic optimization methods in Chapter 6.

- **Inconsistency management**: in order to organize their local behaviors
well, it is often necessary for agents to recognize and resolve disparities in their subjective belief, desires, and intentions. A highly abstract form would also involve the identification and resolution of conflicting plans and goals. Aiming at improving the learning performance, Chapter 5 proposes a protocol that ensures a consistent local knowledge of each agent.

- **Organization control**: for many cases, organizational knowledge is important for agents to decide (1) when they should coordinate; (2) with whom they should coordinate; and (3) how to resolve conflicts and achieve coordinated decisions. This thesis assumes that all agents are cooperative under a pre-defined organizational structure. However, agents still need to adjust their local behavior such that the whole organization can run smoothly.
Chapter 3

Fuzzy Subjective Task Structure Model

3.1 Introduction

Managing the interdependencies among agents is often a highly complicated task and challenges the successful application of the multi-agent system paradigm. In a task-oriented domain, this challenge results from the intricate relations among agents and tasks, or the uncertainties agents have about themselves, the relations with other agents, and the environment. This motivates our research in constructing a coordination model that deals with agents’ beliefs, intentions, and uncertainties in a consistent manner. Fuzzy logic techniques have been explored in the model to tackle the inherent uncertainties within agents’ local beliefs. Agent coordination is regarded as a series of decision-making processes in uncertain environments. This view is inspired by the extensive research in AI in Decision Theoretical Planning (DTP). DTP is considered as a general paradigm for planning and decision-making problems in uncertain settings [36], and roots in the Markov Decision Process (MDP) [23, 221, 288]. In this chapter, the Fuzzy Subjective Task Structure model (FSTS) is presented first. With FSTS, an agent coordination problem is further showed to be a DTP problem where the Markov property holds. The problem is then solved in the next chapter by the reinforcement learning techniques.

3.2 Related Work

In the literature, the modeling of the task-oriented domain is described in [90] where a model named TÆMS is proposed. TÆMS has three levels: generative, objective, and subjective. Only the subjective level describes agents’ local view of the objective problem-solving situation. The construction of the subjective level model is described as a subjective mapping that maps from the elements in the objective model to the agent’s subjective view of those elements. In comparison,
the FSTS model described in this chapter focuses mainly on agents’ subjective beliefs where the uncertainties about the application domain have been explicitly presented.

In essence, the FSTS model establishes the link between agent coordination and MDP, through which reinforcement learning algorithms are eligible to be applied. Generally, MDP lays the foundation for much of the work on stochastic planning. The rapid progress of this area impels researchers to explore and extend the basic model in order to cater for the multi-agent settings. One example of this is the Multi-agent Markov Decision Process (MMDP) proposed by Boutilier [36]. The MMDP is a straightforward extension of the MDP by factoring the action space into actions for multiple agents. The FSTS model follows basically the same approach. Nevertheless, in order to tackle the inherent complexities of MMDP, FSTS focuses on a refined category of applications termed task-oriented domains. The structures in tasks are explicitly modeled in FSTS and utilized by the reinforcement learning algorithms described in Chapter 4.

Other researchers have also taken a similar view as MMDP. Guestrin et. al. concentrates on interactions between agents through the reward function [130]. This approach is also taken in [19,123]. Without assuming that the global system state is fully observable, there are other models that are more of an extension of Partially Observable Markov Decision Processes (POMDPs) to multi-agent systems. Representative research includes the Partially Observable Identical Payoff Stochastic Game (POIPSG) proposed by Peshkin et. al. [218] and the Decentralized Markov Decision Process (DEC-MDP and DEC-POMDP) proposed by Bernstein et. al. [27].

Since partial observability will significantly increase the problem complexity, whenever possible agent communication should be considered as an important solution for maintaining a consistent global system view. This has encouraged many researchers to explicitly include agent communication into a MDP framework. Examples involve the Communicative Multiagent Team Decision Problem (COM-MTDP) proposed by Pynadath and Tambe [222] and the DEC-POMDP with Communication (DEC-POMDP-COM) proposed by Goldman and Zilberstein [128]. The FSTS model does not assume a fully observable system state since it models only agents’ subjective beliefs and intentions. However, in order to improve the learning performance, a communication protocol is proposed and utilized to ensure the availability of the latest global knowledge. The details can be found in Chapter 5.

To extend the modeling capabilities of MDP, recent research has also explored the game theory to model agent interactions. This includes the Markov game [156] and extended stochastic game [142,218]. The FSTS model does not rely on the
game theory. The payoff of each agent is defined through the reward function which measures the task completing performance.

3.3 The FSTS Model

Agent coordination models provide a conceptual foundation for describing and analyzing coordination problems in multi-agent systems. The model must be general enough to allow it applicable to various application domains and to be used in various multi-agent systems. On the other hand, it must be specific enough to provide specific modeling elements directly usable in particular application domains. The FSTS model proposed in this chapter attempts to strike a balance between these two but is designed for the task-oriented domains. As many application can be identified as task-oriented [230], the FSTS model is still quite general [58, 60].

A task-oriented environment is assumed to be cooperative. Agents share the common goals when completing a series of tasks. Informally, a task is a set of domain operations to be performed under various system constraints. The set of domain operations and system constraints constitute a task’s internal structure, which determines how the task is actually performed. Assume that both the number of tasks and the number of agents are finite. In a cooperative multiagent system, multiple agents, denoted by \( \mathcal{A} = \{A_1, A_2, ..., A_n\} \), coordinate their behaviors in order to fulfill their tasks, denoted by \( \mathcal{T} = \{T_1, T_2, ..., T_m\} \). Since each task \( T_k \in \mathcal{T} \) can be completed by performing a finite number of domain operations, the system will cease running definitely. Specifically, the task-oriented environment considered in this paper is of an episodic nature.

Agent coordination involves determining (1) a set of domain operations, and (2) the exact time to perform each operation. Every domain operation is modeled as a distinct domain method or method for short, \( M \). Generally, a task can be completed through performing different sets of methods.

A meta-method, denoted as \( \overline{M} \), is defined as a fuzzy set of methods that satisfy certain criteria \( (Cr) \) and are exchangeable with each other. It is a more abstract and higher level notion than methods, and allows for a compact representation of tasks. The methods are said to be exchangeable if the execution of one method renders other methods inapplicable. In essence, a meta-method is an abstraction of a cluster of exchangeable methods applicable for the fulfillment of a given task. Instead of listing explicitly all of the methods involved, the task can now be described compactly in terms of meta-methods.

The membership degree of any method \( M \) with respect to \( \overline{M} \), \( \mu_{\overline{M}}(M) \), is the similarity degree of \( M \). It indicates the degree of satisfaction of \( M \) with regard to the criteria \( Cr \) (each \( \overline{M} \) has a corresponding \( Cr \)). The criteria can be
given by users or provided \textit{a priori} by system designers. The criteria and criteria manipulation procedure may be directly coded into agents, enabling the agents to evaluate the similarity degree of any methods at run-time.

The internal structure of a task cannot be fully determined only by a set of meta-methods. Various system constraints exist and they are part of the internal structure of a task. There are two categories of system constraints: \textit{hard constraints} and \textit{soft constraints}. They determine the appropriate methods for a task and their execution order. The FSTS models the constraints as \textit{relations} among meta-methods. Thus, two types of relations, \textit{hard relation} and \textit{soft relation}, are used for describing hard constraints and soft constraints, respectively. Methods and their relations are represented using relation graphs. Formally, a relation graph $g$ is a directed graph, and is represented as a tuple of four components $g = (V, E, \epsilon, \beta)$ where

1. $V$ denotes a set of vertices, representing meta-methods;

2. $\epsilon : V \rightarrow L_V$ is the function assigning labels to a vertices; Specifically, $\epsilon$ assigns to each vertex $u$ a meta-method $\overline{M^u}$.

3. $E \subseteq V \times V$ denotes a set of edges representing relations, which are either hard relations or soft relations.

$\beta : E \rightarrow L_E$ is the function assigning a label (a particular relation) to each edge.

A hard relation graph and a soft relation graph is discernible. A hard relation graph represents hard constraints only and a soft relation graph contains merely soft relations. Two classes of \textit{hard relations} are of our major interests. They are \textit{enable relations} and \textit{cancel relations}. The following two rules govern the execution of two domain methods restricted by a hard relation:

**Enable rule** If the label of the edge $(u, v)$ in a hard relation graph $g$ is of an \textit{enable relation}, then any method $M' \in \overline{M^v}$ becomes performable after executing a method $M \in \overline{M^u}$.

**Cancel rule** If the label of the edge $(u, v)$ in $g$ is of a \textit{cancel relation}, then any method $m' \in \overline{M^v}$ is canceled by performing (or starting to perform) a method $M \in \overline{M^u}$.

A Cancel rule is illustrated in Figure 3.1 where a cancel relation has been established from meta-method $\overline{M}_1$ to $\overline{M}_2$. Following the Cancel rule, if a method $M \in \overline{M}_1$ has been performed, any attempt to perform a method $M' \in \overline{M}_2$ will definitely induce a failure. The description of hard constraints is usually
imprecise. Thus, the hard relations may only be partially tenable. For the cancel relation given in Figure 3.1, equation (3.1) is used to evaluate the degree to which this cancel relation may be violated. The operator $\wedge$ is the standard $T$-norm operator [295].

![Figure 3.1: The cancel relation between meta-methods $\overline{M}_1$ and $\overline{M}_2$.](image)

$$\mu_{\overline{M}_1}(M) \wedge \mu_{\overline{M}_2}(M')$$  \hspace{1cm} (3.1)

For a soft relation graph $g$ representing soft constraints, the function $\beta$ assigns to each edge of the graph a soft relation. In FSTS, we describe a soft relation through a group of relation parameters, a mechanism similar to the notion of non-local effects [90]. For example, due to the existence of soft relations, the execution of one method may alter the processing time and success rate of the other method where the processing time and success rate are two examples of relation parameters. The success rate refers to the probability that the corresponding method can be completed successfully. With these relation parameters, the function $\beta$ is defined as a mapping of the form $\beta: V \times V \rightarrow (x, y)$; that is, for any edge $(u, v)$ of the graph $g$, function $\beta$ assigns to it a label $(x, y)$ where $x$ and $y$ are two parameters that take real values between $-1$ and $+1$. As a soft constraint, it states that the execution of a method $M_1 \in \overline{M}^u$ may affect the execution of another method $M_2 \in \overline{M}^v$ through changing $M_2$’s processing time and success rate by a percentage of $x$ and $y$ respectively. The sign of $x$ and $y$ serves as the indication of the influence directions. To characterize the degree to which extent a method $M$ is affected by certain soft constraints, we will follow a simple procedure and utilize another concept termed method relation graph. Since this characterization is not unique (not eligible to be included in the FSTS model), its discussion is given in the next chapter where the two reinforcement learning algorithms are presented.

With the notions of methods, meta-methods, and relation graphs, a task $T$ is defined as a tuple of two components $T = (\overline{M}, \{g\})$. $\overline{M}$ is a set of meta-methods. $\{g\}$ is a group of relation graphs. We assume that for any task $T$, both sets $\{\overline{M}\}$ and $\{g\}$ are finite.

During the coordination process, a sequence of methods, denoted by $\text{Seq}_k$, that an agent $A_k$ decides to execute is called $A_k$’s local method sequence. Formally, $\text{Seq}_k$ is a list of method-time pairs, $(M, t)$, where $M$ is a domain method chosen by agent $A_k$, and $t$ is the time when $A_k$ starts to perform $M$. The local method
sequence represents the decision made by an agent under the assumption that
the agent will not execute simultaneously more than one domain methods (the
execution periods of two methods overlap).

The global method sequence, $Seq$, is defined as the ordered list of local method
sequences of all agents, that is, $Seq = (Seq_1, Seq_2, ..., Seq_n)$. By following $Seq$,
the tasks in $T$ will undergo a series of changes. A task is said concluded if it
is unnecessary to perform any domain methods in order to achieve the task. At
that time, a reward, $R$, represented by real numbers, is incurred to quantify the
degree of satisfaction of the corresponding system goals. A negative $R$ represents
a penalty [88].

Modelled in FSTS, the coordination is actually a decision-making process by
each agent. In the process, each agent makes decision that whether or not it will

- stay idle
- continue a chosen domain method
- select a new method to perform.

The outcome from the decision choices of all agents forms a global method se-
quence $Seq$. The performance of such $Seq$, and further the degree of coordination
among agents are to be evaluated from the rewards incurred by following $Seq$.
The objective of agent coordination is in fact to establish a proper “allocation”
relation between agents and domain methods (to allocate domain methods to each
agents to perform) in order to obtain a good system performance.

3.4 Agent Coordination as DTP Process

In this section, we provide a formal characterization that the FSTS model of
the multiagent coordination in a task-oriented environment actually formulates
a Decision-Theoretic Planning (DTP) problem. It allows agents to reason about
problems in which actions may have nondeterministic effects and to act rationally
to achieve their goals which may not be well defined. The DTP approach is
attractive to agent coordination in task-oriented environments which exhibits the
following features: (1) as the system constraints may only be partially satisfied,
the outcome of performing any method is not deterministic; (2) the reward given
to any concluded task is affected by multiple, potentially conflicting system goals.

The formulation of a DTP problem addresses the following four major aspects
of the problem.

1. the system states;
2. the decisions to be made by each agent;

3. the stochastic model of system transitions;

4. the quality of the agents’ decisions.

The following subsections present a much detailed discussion of these four aspects.

3.4.1 The System State

A system state is defined to be a description of the system at a particular point in time. The actual forms of states may vary with different applications. Nevertheless, the state has to capture all the information necessary to the agents’ decision-making process. Particularly, we assume that given a global method sequence $\text{Seq}$, the states satisfy the so-called Markov property which states that the knowledge of the present state renders information about the past irrelevant to predicting the future system states. In other words, the future state depends only on the present state, not on the past (not directly at least).

Let $S^t$ denote the system state at time $t$ and $S$ denote the set of all system states (state space). Suppose that the system starts running at time $t_0$. We use a list of time, $(t_0, t_1, t_2, ...)$, where $t_i > t_j$ whenever $i > j$, to denote the specific time sequence at which the system has changed its state, and is determined by the global method sequence $\text{Seq}$. We employ another list termed the “system history” to describe the system’s behavior under $\text{Seq}$. Specifically, one potential system history under $\text{Seq}$, $h$, is represented by $h = (S^t_0, S^t_1, S^t_2, ...)$). The set of all possible system histories is denoted by $\mathcal{H}$. For any history $h$, the Markov property requires,

$$
Pr(S^{t_{n+1}} \mid S^{t_n}, S^{t_{n-1}}, ..., S^{t_0}) = Pr(S^{t_{n+1}} \mid S^{t_n})
$$

The system states enable a factored representation if the state space is characterized by a set of variables or fluents $\mathcal{F} = \{F_1, ..., F_l\}$. The value of each fluent $F_i$ is denoted by $f_i$. In FSTS models, one way to identify these fluents is to utilize the internal structure of each task. Assume that a list of tasks from $T_1$ to $T_m$ in $\mathcal{T}$ are required to be performed. Assume further that each task $T_k$ contains at most $q$ meta-methods. Divide the $l$ fluents into $m$ groups. $\mathcal{F}$ is consequently represented as an ordered list $(\mathcal{F}_1, \mathcal{F}_2, ..., \mathcal{F}_m)$, where $\mathcal{F}_k$ for $\forall k \in \{1...m\}$ denotes a fluent group that contains a total of $q + 1$ fluents, and is used to represent the working status of task $T_k$. The first $q$ fluents of $\mathcal{F}_k$ record the sequence of methods performed or being performed in order to achieve task $T_k$. The last fluent
indicates whether $T_K$ has concluded. Since the future system state is determined only by the current working status of each task in $T$, this factored representation of system states maintains the required Markov property.

Notice that this is only one potential representation of system states. There are possibly many other alternatives. Nevertheless, we do not care about the specific fluents adopted. The only issue that matters is that the factored representation of system states should maintain the Markov property. With the set of fluents $\mathcal{F}$, the state space $\mathcal{S}$ is defined as the set of all valid combinations of fluent values. Every such combination is represented by a list $(f_1, ..., f_l)$. It represents uniquely a state $S \in \mathcal{S}$.

### 3.4.2 Agents’ Decisions

In FSTS, each agent’s decision is expressed as a method sequence. However, under the DTP paradigm, and with the concept of system states, the decisions are more appropriate to be represented indirectly through decision policies. A decision policy (or policy) $\pi$ is a mapping from the set of systems states to the decisions of performing certain domain method, that is, $\pi : \mathcal{S} \rightarrow \mathcal{M}$. One special method $M^0$ is included in $\mathcal{M}$ such that if $\pi$ maps a state to $M^0$, then the agent applying the policy $\pi$ will decide to perform no operations at that state.

An agent can only perform one domain method at a time. It makes a decision on selecting any new method only when it has no ongoing methods to perform. The decision process forms basically a loop. During each iteration, the agent updates its observation of the current system state, and uses the updated state information and policy $\pi$ to identify the next domain method to perform. The agent executes the chosen method until the method has been finished. It then loops back to re-update its system state information and begins the next iteration.

### 3.4.3 The Stochastic Model of System Transitions

In DTP, the dynamics of a system is modeled by system transitions (or state changes). Given the global method sequence $Seq$ or decision policy $\pi$ and assume that the transitions are stationary, the system state changes can be abstracted with a transition matrix $P$. The matrix is of size $N \times N$, where $N$ is the number of distinct system states. Every entry of the matrix $P$, $p_{ij}$, equals to $Pr(S^{t+1} = s_j \mid S^t = s_i)$, where $s_i$ and $s_j$ are two distinct system states. Using matrix $P$, the probability of obtaining any system history $h$ under the policy $\pi$ is evaluated through equation (3.2),

$$Pr(h \mid \pi) = \prod_{i=0}^{l} [(P)^i \cdot p^0]_{s_i, s_i}$$  (3.2)
where $\vec{p}^0$ is the vector representing the initial distribution over the system states, and $l$ is the history length. The operator $[\vec{p}]_S$ returns the probability of reaching state $S$, which is listed in the vector $\vec{p}$. With equation (3.2), it is obvious that the system transitions can be fully characterized by the vector $\vec{p}^0$ and the transition matrix $P$. $\vec{p}^0$ is given \textit{a priori} by system designers. In the FSTS model, it refers to the probability for the agents to complete various groups of tasks $T$. The transition matrix $P$ is determined by the internal structure of each task $T$, that is, ($\{M\}, \{g\}$). The set $\{M\}$ regulates the potential domain methods that can be performed in order to complete task $T$. The system constraints imposed on task $T$, $\{g\}$, affect the execution of $T$ through:

1. concluding the task $T$ if certain hard system constraint is violated or all the required domain methods have been performed; or

2. changing the characteristics (e.g., processing time and success rate) of certain domain method to be performed in the future.

Since the fulfillment of each task $T \in T$ is \textit{independent}, the system constraints play an important role in determining the overall system transitions through determining the execution of each task.

Unlike a DTP problem, it may not be possible to derive accurately the transition matrix $P$ from the FSTS model. The model of system constraints belongs to the subjective knowledge of each agent. The exact impact of these constraints might not be known \textit{a priori}. This difference makes the traditional dynamic programming techniques inapplicable. One solution to this problem is to depend the agents’ decision-makings upon the reinforcement learning, which is widely accepted as effective \textit{model-free} alternatives for dynamic programming problems (see Chapter 4). Notice that the system constraint information is important for the learning agents. Compared with other fluents, such information is more significant in determining the rewards of performing any domain methods:

1. Since the violation of any hard system constraint will induce a task failure, a method that leads to such violations will be offered with a low reward (possibly a penalty) and is apparently unacceptable.

2. Soft constraints affect the way agents perform future methods. The relevance to certain soft constraints will become useful decision-making criteria for the agents when the methods under consideration are similar (e.g., they belong to the same meta-method of a task and violate no hard constraints).
3.4.4 The Quality of the Agents’ Decisions

To quantify the quality of an agent’s decisions, the value function $V(\bullet)$ is used in the DTP paradigm to map the set of system histories $\mathcal{H}$ into real number. The function is assumed to be time-separable [37]. For any particular system history $h$, $V(\bullet)$ is represented as a combination of all the rewards incurred when the system evolves according to $h$. We define the reward function $R : S \times S \rightarrow \mathbb{R}$ to be a mapping that associates a reward with any system transitions. $R(S_1, S_2)$ returns $0$ if the system transition from state $S_1$ to $S_2$ induces no task conclusion. For any history $h$ of length $l$, the value of the history, $V(h)$, is defined as

$$V(h) = \sum_{t=0}^{l-2} \alpha(t_{i+1}) \cdot R(S_t^i, S_{t+1}^i)$$

where $\alpha(t)$ is the discount rate. It gives a reward incurred in the far future a lower discount such that the agents place more focus on their short-term performance. For distinct decision policies, the length of obtainable system histories might not be identical. To tackle this difference, each history $h$ is extended into an infinite-length list by repeatedly appending the last system state of $h$ to itself. $V(h)$ is consequently re-defined as

$$V(h) = \sum_{i=0}^{\infty} \alpha(t_{i+1}) \cdot R(S_t^i, S_{t+1}^i)$$

(3.3)

With this definition of $V(h)$, the expected value of any policy $\pi$ is evaluated according to:

$$EV(\pi) = \sum_{h \in \mathcal{H}} V(h) \cdot Pr(h | \pi)$$

(3.4)

where $Pr(h | \pi)$ is defined in equation (3.2). In the FSTS model, as each reward indicates the satisfaction of certain system goals, a better coordinated multiagent system is generally expected to achieve a higher total reward. Additionally, the degree of coordination can be further improved by adjusting the decision policies. With these characterizations, the formulation of expected values given in equation (3.4) can be directly applied by the FSTS model to measure the degree of coordination among agents. Taking this view, any agent coordination algorithm actually attempts to improve this measure.

3.5 Modeling Example: A multi-agent pathology lab system

To demonstrate the major modeling concepts in FSTS, a multi-agent pathology lab system is considered in this section. This system will also be used to examine
the effectiveness of the two reinforcement learning algorithms described in the next chapter. A pathology lab is a task-oriented environment. The objective of the lab is to produce pathological specimens, which are obtained from the original pathological samples through a series of inter-related domain operations. A typical pathology lab contains many devices designed for various domain operations. A simple conceptualized pathology lab is shown in Figure 3.2, and a simulated multi-agent system is developed to show the modeling techniques and experiment with the coordination methods.

Figure 3.2: The structure of a simplified pathology lab.

In Figure 3.2, each circle represents a specific type of device designed for certain domain operations. It includes also the number of such devices and their IDs. The devices are arranged around the sample storage unit and connected to it through conveyor belts for transporting pathological samples. The samples are initially stored in the sample storage unit, and are later passed to the devices to carry out the necessary domain operations. After all the operations required by a given sample are completed appropriately, the produced specimen will be stored in the specimen storage. The output of the lab is taken from the storage. New samples are the input to the lab, and are supplied to the system through the sample input unit.

A multiagent system is designed to automate the operation of the pathology lab. For the simple case, two agents (Agent1 and Agent2) are deployed. Agent1 manages two centrifugal and one freezing devices. The rest of devices (Ref. Figure 3.2) are managed by Agent2. By design, each agent is only capable of performing one domain operation with a device at a time.

Following FSTS, each domain operation performed on a specific sample is an atomic operation and is modeled as a method. A meta-method $\overline{M}$ is described as a tuple of three components, $(\tilde{A}_c, \tilde{E}_q, \tilde{O})$, where $\tilde{E}_q$ and $\tilde{O}$ denote a fuzzy set of devices and a fuzzy set of pathological samples respectively. In our implementation of the pathology lab system, each $\tilde{O}$ contains only one pathologic sample. $\tilde{E}_q$ is
also a simple set of all the devices of the same type. $\tilde{A}$ denotes a fuzzy set of actions. An action refers to the specific operation performed by a method. Any method $M$ with an action $a_c$, required device $r$, and pathological sample $o$ is considered belonging to $\tilde{M}$ if

$$\text{Similar}_{\tilde{M}}(M) = \mu_{\tilde{A}_c}(a_c) \wedge \mu_{\tilde{E}_q}(r) \wedge \mu_{\tilde{O}}(o) > 0$$

where $\mu_{\tilde{A}_c}$, $\mu_{\tilde{E}_q}$, and $\mu_{\tilde{O}}$ are the membership functions of the fuzzy sets $\tilde{A}_c$, $\tilde{E}_q$, and $\tilde{O}$, and $\wedge$ is the standard $T$-norm operator [295]. The simulated system can process a total number of six types of samples, (from $A$ to $F$), each having different sizes: (1) large sizes; (2) middle-sizes; and (3) small-sizes. As a convention, we use the symbol $A.1$ to denote large-sizes samples of type $A$.

To process these samples, the system is designed to have 25 distinct actions divided into 5 categories. Table 3.1 summarizes the actions for each categories, the necessary processing time, and the required devices. The processing time is measured in standard time intervals. The time interval is the basic unit of time that is sufficient for quantifying any domain-related time information in the system. To further illustrate the notion of meta-methods, Table 3.2 lists all the meta-methods of a task that produces a specimen from a sample $o$ of type $A.1$. In Table 3.2, $\tilde{A}_c$ is the fuzzy set of actions. The nominator in the description of each component of $\tilde{A}_c$ denotes the membership degree of that component with respect to $\tilde{A}_c$.

<table>
<thead>
<tr>
<th>Action Category</th>
<th>Centrifugal Operation</th>
<th>Deposition Operation</th>
<th>Freezing Operation</th>
<th>Heating Operation</th>
<th>Slicing Operation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processing Time &amp; Action ID</td>
<td>5–C₁, 6–C₂</td>
<td>5–D₁, 6–D₂</td>
<td>8–F₁, 9–F₂</td>
<td>3–H₁, 4–H₂</td>
<td>1–S₁, 2–S₂</td>
</tr>
<tr>
<td>Device (ID)</td>
<td>1 or 2</td>
<td>3 or 4</td>
<td>5</td>
<td>6</td>
<td>7</td>
</tr>
</tbody>
</table>

Table 3.1: All applicable actions, their action category and processing time.

<table>
<thead>
<tr>
<th>Meta-method</th>
<th>( A_c )</th>
<th>( E_q )</th>
<th>( O )</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tilde{M}_1$</td>
<td>( \left{ \frac{0.22}{C_1} + \frac{0.31}{C_2} \right} \cup \left{ \frac{0.11}{C_3} + \frac{0.01}{C_4} \right} }</td>
<td>{1, 2}</td>
<td>{o}</td>
</tr>
<tr>
<td>$\tilde{M}_2$</td>
<td>( \left{ \frac{0.5}{D_1} + \frac{0.61}{D_2} \right} \cup \left{ \frac{0.11}{D_3} + \frac{0.24}{D_4} \right} }</td>
<td>{3, 4}</td>
<td>{o}</td>
</tr>
<tr>
<td>$\tilde{M}_3$</td>
<td>( \left{ \frac{0.1}{S_1} + \frac{0.28}{S_2} + \frac{0.1}{S_3} \right} \cup \left{ \frac{0.18}{S_4} + \frac{0.01}{S_5} \right} }</td>
<td>{7}</td>
<td>{o}</td>
</tr>
</tbody>
</table>

Table 3.2: The set of meta-methods of task $T$ for large sizes sample of type $A$.

The successful fulfillment of a task $T$ depends on the satisfaction of certain stringent constraints imposed by the specimen production process. Some constraints are modeled in terms of enable relations (one kind of hard relations).
They constrain the order in which the methods in different meta-methods are performed. As an example, the hard relations among the meta-methods in Table 3.2 are modeled as a directed graph (Figure 3.3), which can be viewed as a workflow. It stipulates that the methods in $M_1$ should be performed first, while the methods in $M_3$ can only be executed after the methods in $M_2$ have completed.

![Figure 3.3: The hard relations among the meta-methods of task $T$. (Ref. Table 3.2)](image)

In addition to the hard relations, one type of soft relation exists. Specifically, the execution of a centrifugal operation ($M_4$), which consumes a long period of time, will improve the success rate and reduce the execution time of the deposition operation ($M_5$) that follows. The soft relation is represented as a directed graph in Figure 3.4.

![Figure 3.4: The soft relation between centrifugal and deposition meta-methods.](image)

Equation (3.1) is used to measure the extent to which a method is relevant to certain hard relations. The relevance with respect to any soft relations is determined through a graph similarity measure to be discussed in Chapter 4. The evaluated degree is interpreted as the possibility that the method may be affected by the corresponding relations, and takes its value between 0 and 1. This possibility belongs to agents' subjective knowledge. The actual impact is to be estimated through the two reinforcement learning algorithms introduced in the next Chapter.

Each time the multi-agent pathology lab system starts, a given number of samples are supplied to the lab. Their types and sizes are randomly chosen. A distinct task is created for each sample. The overall objective of the system is to successfully fulfill all these tasks. For every task $T$ that produces one specimen, equation (3.5) is used to evaluate the reward incurred when the task concludes.

$$ Reward_T = \begin{cases} rFac - pFac & \text{when task } T \text{ is fulfilled} \\
failPenalty & \text{when task } T \text{ fails} \end{cases} $$  \hspace{1cm} (3.5)

where $failPenalty$ is the amount of punishment incurred after the task $T$ fails, and $rFac$ and $pFac$ are the reward (positive) and penalty (negative) parts applicable to the fulfillment of $T$, and are evaluated through equation (3.6):
\[
\begin{align*}
\text{rFac} &= \text{Str} \cdot \left( e^{\frac{t_b - t}{t_b} \cdot r\text{Dis}} \right) \\
\text{pFac} &= \text{Str} \cdot \left( e^{\frac{t_b - t}{t_b} \cdot p\text{Dis}} - e^{-2 \frac{t - t_b}{t_b}} \right)
\end{align*}
\]

(3.6)

In (3.6), \(t\) denotes the actual time when task \(T\) concludes. \(r\text{Dis}\) and \(r\text{Pis}\) are two weight factors. \(\text{Str}\) is the amplitude of the rewards/penalties. \(t_b\) is the desirable conclusion time of task \(T\), and is determined before the pathology system starts. Given the rewards of concluding each task, the overall performance of the system is measured according to equation (3.3). The discount rate \(\alpha(t)\) is defined as \(\alpha(t) = e^{-\alpha^c \cdot t}\), where \(\alpha^c\) is a given discount constant.

With the above descriptions, it is evidenced that using the FSTS, the coordination problem in a multi-agent pathology lab system is explicitly presented from each agent’s subjective perspective. Any coordination methods to be used in this situation is actually to improve a system performance measure defined in equation (3.3). Due to the generality of the pathology lab application (e.g. many manufacturing systems can be described similarly), it is also evidenced that the FSTS model is flexible in dealing with the uncertainties and interdependencies between agents and their environments.

### 3.6 Summary

This chapter presented a Fuzzy Subjective Task Structure (FSTS) model to help agents identify coordination problems in a task-oriented domain through their subjective beliefs and intentions with uncertainties. The model is first introduced in concept and then applied to a multi-agent pathology lab system to show its usefulness. With FSTS, the agent coordination is a Decision Theoretical Planning (DTP) problem, where reinforcement learning methods are ideal to be used.

The proposed FSTS model is effective in dealing with the uncertainties agents have about themselves and the environment. It is developed for task-oriented domains and is widely applicable. Due to the extreme complexities of real-life applications, the model is expected to be extended to include other features essential to agent coordination. For example, in a multi-agent environment, the subjective beliefs and intentions of an agent are constantly changing. Sometimes, uncertainties about one thing may lead the agent to collect more information about it, and thus to be more certain of accessing its impacts (modeling information retrieval behavior). In addition, agents may exchange their information in order to be more clear about the current situation (modeling agent communication). They may also try to learn the outcomes of their decisions so as to enhance their performance when similar situations occur (modeling learning and decision making). Without
changing the FSTS model, the last two issues are covered respectively in Chapter 4 and 5 with proper coordination methods.
Chapter 4

Agent Coordination via Reinforcement Learning

4.1 Introduction

This chapter utilizes reinforcement learning methods to address coordination issues in a cooperative task-oriented environment [90], where multiple agents cooperate to fulfill the system goals by performing a series of tasks. The existence of constraints in such an environment affects the potential task fulfillment behaviors of each agent. As described in Chapter 3, the constraints can be classified into hard constraints and soft constraints. The hard constraints are stringent. Their violation will induce the failure of the corresponding tasks. The soft constraints are soft in a sense that their violation may affect task fulfillment, but not necessarily results in a failure. The interdependencies among agents are derived from the constraints imposed on the on-going tasks.

Two learning algorithms, “coarse-grained” and “fine-grained”, are proposed to address the hard and soft constraints, respectively [59,62]. The “coarse-grained” algorithm is designed to identify the agents’ decision-making policies that respect only hard system constraints. The “fine-grained” learning algorithm is applied after the hard system constraints have been dealt with. It exploits the learning results from the coarse-grained algorithm, and takes explicitly the soft constraints information into consideration when adjusting the corresponding policies. In effect, the two algorithms constitute two separate steps of the whole learning process to address both hard and soft constraints. As the experiments demonstrate, this effectively improves the decision quality and performance of agents.

The approach presented in this Chapter contributes to the previous learning-based coordination techniques (e.g., in [25, 277]) in the following two aspects. First, it is designed for general task-oriented environments in which the system

---

*Part of the research results shown in this chapter appears in the international journal of Autonomous Agents and Multi-Agent Systems, 2005.*
constraints dynamically determine the interdependencies among agents [100]. The constraints are explicitly modeled in FSTS (see Chapter 3) and handled by the learning algorithms. Second, the whole coordination issue is dealt with through the combination of two learning algorithms (coarse-grained and fine-grained), while only one learning algorithm is typically explored in the literature. In essence, our two-steps learning approach to the total learning work parallels with the system abstraction method reported in [88]. Particularly, the various system constraints can be characterized as a group of variables or fluents. A reward function is provided to measure the system performance in terms of system state changes. As the violation of hard constraints has a fatal consequence to the overall system performance, the fluents characterizing hard constraints are more closely related with the reward function. Agents are therefore trained initially in a simulated environment that emphasizes only hard constraints. This is a separation of concern, as different constraints impact the satisfaction of system goals at different levels and require different ways to be addressed.

Because of the curse of dimensionality [23], it is necessary to adopt certain approximation methods for practical learning applications [236]. In this chapter, the “abstract system states”, a new set of system states, are obtained from the concrete system states by state aggregation. State aggregation can be considered as one of the approximation techniques. In many domains, it has been shown to reduce exponentially the original problem size and make the traditional dynamic programming and reinforcement learning approaches directly applicable [36]. When designing the two learning algorithms, four new assumptions are made, which serve as the aggregation criteria. They guide system designers to identify similar states and aggregate them together. In the deterministic environment, the first three assumptions are analogous to but less stringent than the notion of equivalence identified in [125], while the fourth assumption can often be omitted practically. In this Chapter, a bound on the difference between the learning result obtained from the abstract system and the one from the concrete system is presented. It is interesting to note that these assumptions can serve as a proper aggregation concept and breaking them may introduce more deviations between the two learning results.

This Chapter is organized as follows. Section 4.2 studies the assumptions on which the two learning algorithms are based. A high-level overview of the algorithms are given in Section 4.3. The explicit explanation of each algorithm is arranged in Section 4.4 and Section 4.5, respectively. Section 4.6 examines theoretically the convergence properties of the learning algorithms. Experiment evaluation of their effectiveness is covered in Section 4.7. A discussion on the related work is presented in Section 4.8. Finally, Section 4.9 concludes this Chapter.
4.2 Learning Objectives and Basic Assumptions

As described in Chapter 3, the agents’ decision-making policy $\pi$ is a function that maps each system state to a specific domain method. Rather than directly constructing such a policy, one alternative that conventional reinforcement learning algorithms take is to estimate the expected value of the policy $\pi$ at any system states (or state changes). Particularly, the expected value of the policy $\pi$ at state $S$ is defined as

$$V^\pi(S) = \sum_{S' \in S} \{ Pr(S' | \pi(S), S) \cdot \alpha_{S'} \cdot [ R(S, S') + V^\pi(S') ] \}$$  \hspace{1cm} (4.1)

where $\alpha_{S'}$ denotes the discount rate at the time point when state $S'$ is reached from $S$. $Pr(S' | \pi(S), S)$ is the probability of reaching system state $S'$ if the agent makes a decision based on the policy $\pi$ at state $S$. From equation (4.1), the method to perform on state $S$ can be indirectly determined through equation (4.2):

$$\pi(S) = \arg\max_{M \in \mathcal{M}} \left( \sum_{S' \in S} \{ Pr(S' | M, S) \cdot \alpha_{S'} \cdot [ R(S, S') + V(S') ] \} \right)$$  \hspace{1cm} (4.2)

where $V(S)$ is the expected value of state $S$. Apparently, for any mapping $V : S \rightarrow \mathbb{R}$, there exists a corresponding policy $\pi$ that satisfy equation (4.2). Constructing the function $V(S)$ for every $S \in S$, agents indirectly identify their decision-making policies. Besides the function $V(\bullet)$, another alternative for reinforcement learning algorithms is to identify the so-called quality function $Q$.

Since the reward function is defined over all potential state changes, the quality function is presented in the form $Q(S, S', M)$, which estimates the expected value of performing method $M$ that transforms the system state from $S$ to $S'$. Given the quality function $Q(S, S', M)$, the method to perform at state $S$ should satisfy the following equation (4.3):

$$\pi(S) = \arg\max_{M \in \mathcal{M}} \left( \sum_{S' \in S} [ Pr(S' | M, S) \cdot Q(S, S', M) ] \right)$$  \hspace{1cm} (4.3)

Equation (4.3) evaluates the expected value of performing each method $M$ at system state $S$. The method that achieves the highest value will be chosen to be performed. Using a state pair in the quality function eliminates the necessity of enumerating the quality of performing every method. Suppose, for example, that within a given pair of states only the status of two tasks have been changed. It is unnecessary to evaluate the qualities of performing methods that do not contribute to these two tasks. In the simplest cases, the actual method to be evaluated by
Equation (4.3) indicates that its use requires agents to identify \textit{a priori} the stochastic model of system transitions. To address this issue, the following equation (4.4) is used to decide the method to be performed at each system state.

\[
\pi(S) = \arg\max_{M \in \mathcal{M}} \left\{ \frac{\text{Avg}}{S' \in S'_{S,M}} \left[ Q(S, S', M) \right] \right\} \quad (4.4)
\]

where $S'_{S,M}$ is a specific set of system states, \{\$' \mid Pr(S' \mid M, S) > 0\}. Following equation (4.4), agents choose the method that gives the highest average quality value. This decision strategy requires no \textit{prior} stochastic transition knowledge. Similar strategies (to determine a method without following equation (4.2) or (4.3) ) were also explored in the literature, such as the risk-sensitive reinforcement learning algorithm [134]. Taking into account equation (4.4), the learning objectives of our two learning algorithms are to identify a quality function $Q^*(S, S', M)$ that satisfies equation (4.5):

\[
Q^*(S_1, S_2, M) = R(S_1, S_2) + \alpha_{S_2} \cdot \frac{\text{Avg}}{(S_3, M') \in S_{S_2}} \left( Q^*(S_2, S_3, M') \right) \quad (4.5)
\]

where $S_{S_2}$ refers to a set of state-method pairs, such that for every pair $(S_3, M')$ in the set, $Pr(S_3 \mid M', S_2) > 0$. The methods are characterized in terms of a group of \textit{fluents}, called method fluents. Typical fluents may indicate, for example, the particular meta-method to which the method belongs and the potentials of satisfying certain system constraints if the method is performed. In this manner, the triplet $(S, S', M)$ for a quality function $Q$ is identified by three respective groups of fluents. The space size of the triplets equals to the number of valid combinations of the fluent values. In practical applications, this space size can be quite large. To handle this issue, one approach is to aggregate similar system states and domain methods so as to form an \textit{abstract state space} and an \textit{abstract method space}, respectively. This aggregation approach is in fact a kind of partitions on both sets $S$ and $M$.

In general, a partition $E$ of the set $S = \{S_1, \ldots, S_n\}$ is a set of sets $\{B_1, \ldots, B_r\}$ such that each $B_i$ is a subset of $S$, $B_i$ are disjoint from one another, and the union of all $B_i$ returns the set $S$. Each member of a partition is called a \textit{block}. In the succeeding discussion, each block of system states is denoted as $B^S$ and each block of domain methods is denoted as $B^M$. Given the partitions, our learning algorithms to be described later work for the \textit{aggregated quality function} of the form $Q^*(B^{S_1}, B^{S_2}, B^M)$, instead of the quality function $Q^*(S, S', M)$, as follows:
\[ Q^*(B^{S_1}, B^{S_2}, B^M) = \text{Avg}_{S_1 \in B^{S_1}, S_2 \in B^{S_2}, M \in B^M, \Pr(S_2|M, S_1) > 0} (Q^*(S_1, S_2, M)) \quad (4.6) \]

In equation (4.6), the quality of the triplet \((B^{S_1}, B^{S_2}, B^M)\) is defined as the average of the qualities of all the triplets \((S_1, S_2, M)\) such that \(S_1 \in B^{S_1}, S_2 \in B^{S_2}, M \in B^M, \) and \(\Pr(S_2|M, S_1) > 0\). This definition facilitates a direct extension from the learning algorithm based on function \(Q^*(S, S', M)\) to one based on function \(Q^*(B^{S_1}, B^{S_2}, B^M)\). Notice that the use of the average operation in estimating the expected value at each system state is also recommended by some DTP researchers [36]. With equation (4.6), the method selected at each system state \(S\) is to satisfy equation (4.7) as follows:

\[ \pi(S) = \arg\max_{M \in M} \left\{ \text{Avg}_{S' \in S', S \in B^S, S' \in B^{S'}, M \in B^M} [Q^*(B^S, B^{S'}, B^M)] \right\} \quad (4.7) \]

Equation (4.7) follows equation (4.4) simply by replacing each quality \(Q(S, S', M)\) with its corresponding aggregated quality function. It should be noted that both equations impose nearly no requirements for agents to know a priori the stochastic model of system transitions. However, in order to utilize them in practice, the agents may still need to answer the following question: given a system state \(S\) and a domain method \(M\) to perform in \(S\), which system state \(S'\) can probably be reached when \(M\) is finished? Facing this question, one alternative is to avoid it by making a few assumptions regarding the partition of sets \(S\) and \(M\). In practice, the partition is often represented by a group of partition fluents, i.e., the system states or domain methods are classified into different blocks if they induce different partition fluent values. The partition fluents may be selected directly from the fluents characterizing system states or domain methods. They may also work as functions that take as their input variables multiple state fluents (or method fluents). Selecting varied partition fluents leads to different system partitions. To ease the discussion, assume that:

\(A^*\) If when method \(M\) starts to perform in system state \(S\), the expected system state when \(M\) finishes is \(S'\) (denoted by \(S \xrightarrow{M} S'\)), then \(S'\) is said to be reachable from \(S\) with probability 1 at the time when \(M\) finishes.

The assumption \(A^*\) can be relaxed by requiring that for any possible state-method pair \((S, M)\), there exists one block \(B^S\) such that \(\sum_{S' \in B^S} \Pr(S' | M, S) = 1\). Nevertheless, the discussion of following partition assumptions is based on the assumption \(A^*\), and the two learning algorithms are designed to
handle the violation of $A^*$. The four assumptions regarding the system partitions are presented as follows:

A1 If $S \xrightarrow{M} S', S \in B^S, S' \in B^{S'}$, and $M \in B^M$, then $B^S \xrightarrow{B^M} B^{S'}$.

A2 If $B^S \xrightarrow{B^M} B^{S'}$, then for any $S \in B^S$, there exist $S' \in B^{S'}$ and $M \in B^M$, such that $S \xrightarrow{M} S'$.

A3 If $S \xrightarrow{M} S', S \in B^S, S' \in B^{S'}$, and $M \in B^M$, then there exist no other $M'$, $M' \in B^M$, such that $S \xrightarrow{M'} S'', S'' \in B^{S'}$.

A4 If $B^S \xrightarrow{B^M} B^{S'}$, then among all the triplets $(S, S', M)$ such that $S \in B^S$, $S' \in B^{S'}$, $M \in B^M$, and $S \xrightarrow{M} S'$, each $S'$ in $B^{S'}$ appears exactly once.

Note that $B^S \xrightarrow{B^M} B^{S'}$ implies generally the existence of a triplet $(S, S', M)$ such that $S \xrightarrow{M} S'$, $S \in B^S$, $S' \in B^{S'}$, and $M \in B^M$. Suppose that for two system blocks $B^S$ and $B^{S'}$, and one method block $B^M$, $B^S \xrightarrow{B^M} B^{S'}$ is valid, the assumptions A1–A3 essentially require that for each state $S \in B^S$, there must exist another state $S' \in B^{S'}$ such that by performing a method in $B^M$, $S'$ is reachable from $S$. Meanwhile, for any other methods in $B^M$, they are either inapplicable in state $S$ or the expected system state after method execution lies outside of $B^{S'}$ (Ref. Figure 4.1).

![Figure 4.1: An example partition of the system states and methods that satisfies assumptions A1–A3.](image)

Figure 4.1 shows a partition of three state blocks and two domain method blocks. There are two groups of system transitions, denoted as $B^{S_1} \xrightarrow{B^{M_1}} B^{S_2}$ and $B^{S_1} \xrightarrow{B^{M_2}} B^{S_3}$ respectively. In order to satisfy assumption A1, for each system state $S$ in $B^{S_1}$, there exists at least one state $S'$ in $B^{S_2}$ or $B^{S_3}$ such that after performing certain method in $B^{M_1}$ or $B^{M_2}$, $S'$ is reachable. The satisfaction of assumption A3 further regulates that if $S'$ is reachable from $S$, there exists no other method in $B^{M_1}$ or $B^{M_2}$ such that by performing that method, $S'$ is still reachable from $S$. That is to say that given any system state $S$, the
effects of performing the various domain methods in $S$ (i.e., the system state after execution) have been classified into different state blocks. This literally avoids the case that prevents the agents from using equation (4.7). A triplet of blocks $(B^S, B^{S'}, B^M)$ is said applicable if $B^S \xrightarrow{B^M} B^{S'}$. Assume without loss of generality that the aggregated quality function is defined over all applicable triplets, $(B^S, B^{S'}, B^M)$. The average quality of performing one method $M \in B^M$ at system state $S \in B^S$ can be expressed as

$$\text{Avg}_{S \in B^S, M \in B^M} \left[ Q^*(B^S, B^{S'}, B^M) \right]$$

From equation (4.8), the qualities of all the applicable triplets $(B^S, B^{S'}, B^M)$ such that $S \in B^S, M \in B^M$ are averaged to provide an average quality of performing a method $M \in B^M$. Compared with equation (4.7), this equation requires no information about system transitions. The method that achieves the highest value in the equation is the one to be selected. Notice that the three assumptions (A1–A3) are similar to the stochastic bisimulation concept ([125]). More specifically, the stochastic bisimulation for aggregating system states requires:

- **B1** for each state $S \in B^S$, $R(S)$ is well-defined and equals to $R(B^S)$.
- **B2** for any two states $S_1$ and $S_2$ in the same block $B^S$, and for any block $B^{S'}$ and method $M$, $Pr(B^{S'} | M, S_1) = Pr(B^{S'} | M, S_2)$.

where $Pr(B^{S'} | M, S) = \sum_{S' \in B^{S'}} Pr(S' | M, S)$. If each method block $B^M$ is considered as an individual domain method, assumptions A2 and A3 are actually identical with B2 above. In fact, assumption A3 extends B2 by describing the bisimulation relation in terms of method blocks rather than individual methods. Despite the apparent similarity, our approach differs from the bisimulation relation in that the reward function is defined over all potential state changes. In addition, the reward, $R(B^S, B^{S'})$, over any state pair $(S_1, S_2)$ with $S_1 \in B^S, S_2 \in B^{S'}$ is not required to be a fixed value. In this sense, our assumptions A1–A3 can be considered as a relaxed version of the stochastic bisimulation. However, the assumption A4 is much more stringent (stronger) than the stochastic bisimulation condition. It imposes a one-to-one correspondence among the system states of different state blocks as shown in Figure 4.2. Nevertheless, the violation of A4 does not affect the applicability of equation (4.8).

The major difference between Figure 4.2 and 4.1 lies in that for any system state $S'$ that belongs to block $B^S_2$ or $B^S_3$, there exists a unique state $S$ of block $B^S_1$ such that $S'$ is reachable from $S$ by performing a method in $B^M_1$ or $B^M_2$. The significance of this one-to-one correspondence is the ability to reduce the
Figure 4.2: An example partition of the system states and methods that satisfies assumptions A1–A4.

variations between the two quality functions $Q^*(S, S', M)$ and $Q^*(B^S, B^{S'}, B^M)$. To see this, notice that for any system partition $E$ that satisfies assumptions A1–A3, there exists a refined partition $E'$ of $E$ such that assumption A4 is also valid. A refined partition tends to more accurately estimate the original system. Two error bounds are provided later for these assumptions. The first bound refrains the maximum error between $Q^*(S, S', M)$ and $Q^*(B^S, B^{S'}, B^M)$, and the second bound indicates that an extra gap might be introduced into the error when the partition violates assumption A4. Similar error bounds were given in [88]. These error bounds validate the importance of assumption A4, which also helps when describing the two learning algorithms.

Suppose there exists at least one method block $B^M$, which links two state blocks $B^S$ and $B^{S'}$ by making $B^S \xrightarrow{B^M} B^{S'}$ valid. The reward span for the two blocks $B^S$ and $B^{S'}$ is defined as the maximum range of possible rewards:

$$\text{span}(B^S, B^{S'}) = \max_{S_1 \in B^S, S_2 \in B^{S'}} [R(S_1, S_2)] - \min_{S_1 \in B^S, S_2 \in B^{S'}} [R(S_1, S_2)]$$

The maximum reward span for a partition $E$ is then

$$\delta = \max_{(B^S, B^{S'})} \left( \text{span}(B^S, B^{S'}) \right)$$

**Theorem 1** For any triplet $(S_1, S_2, M)$ such that $S_1 \xrightarrow{M} S_2$, assume (1) the partition $E$ satisfies assumptions A1–A4; (2) the difference between the quality functions $Q^*(S_1, S_2, M)$ and $Q^*(B^S_1, B^{S_2}, B^M)$ is finite, then

$$\left| Q^*(S_1, S_2, M) - Q^*(B^S_1, B^{S_2}, B^M) \right| \leq \frac{\delta}{1 - \alpha}$$

where $S_1 \in B^S_1$, $S_2 \in B^{S_2}$, $M \in B^M$, and $\alpha$ is the maximum among all the discount rates $\alpha_S$. 

---
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Proof. From traditional dynamic programming theories, the quality function $Q^*(S, S', M)$ defined in equation (4.5) is estimated through a sequence of quality functions $Q^k$, that is

$$Q^0(S, S', M) = R(S, S')$$

$$Q^k(S, S', M) = R(S, S') + \alpha_S \cdot \sum_{(S'', M') \in S_{S'}} \left( Q^k(S', S'', M') \right)$$

The major step is to treat each average operation as an expectation operation, and the details are omitted here. Accordingly, the quality function $Q^*(B^S, B^{S'}, B^M)$ is estimated through another sequence of aggregated quality functions. That is

$$Q^k(B^S, B^{S'}, B^M) = \sum_{S \in B^S, S' \in B^{S'}, M \in B^M, P(M | S, S') > 0} \left( Q^k(S, S', M) \right)$$

This theorem is proved inductively by showing that for all $k$,

$$\left| Q^k(S, S', M) - Q^k(B^S, B^{S'}, B^M) \right| \leq \sum_{i=0}^{k} \delta \cdot \alpha^i$$

Since $Q^*(S, S', M) = \lim_{k \to \infty} Q^k(S, S', M)$ and $Q^*(B^S, B^{S'}, B^M) = \lim_{k \to \infty} Q^k(B^S, B^{S'}, B^M)$, the theorem is thus proved.

Since,

$$\left| Q^0(S, S', M) - Q^0(B^S, B^{S'}, B^M) \right| \leq \delta$$

the base of the induction is immediate. Now assume that for some fixed $k$,

$$\left| Q^k(S, S', M) - Q^k(B^S, B^{S'}, B^M) \right| \leq \sum_{i=0}^{k} \delta \cdot \alpha^i$$

therefore

$$\left| Q^{k+1}(S, S', M) - Q^{k+1}(B^S, B^{S'}, B^M) \right|$$

$$= \left[ R(S, S', M) + \sum_{(S'', M') \in S_{S'}} \left( Q^k(S', S'', M') \right) \right]$$

$$\left[ \sum_{(S, S', M) \in S_{S'}} \left( Q^k(S, S', M) \right) \right]$$

In equation (4.9), the average operation is taken over all $Q^k(S, S', M)$ such that $S \in B^S$, $S' \in B^{S'}$, $M \in B^M$, and $S \rightarrow S'$ can be written as

$$\sum_{(S, S', M) \in S_{S'}} \left( Q^k(S, S', M) \right)$$

$$= \sum_{(S, S', M) \in S_{S'}} R(S, S') + \sum_{(S, S', M) \in S_{S'}} \alpha_S \cdot \sum_{(S'', M') \in S_{S'}} \left( Q^k(S', S'', M') \right)$$
where the first term of the above equation is identical with $Q^0(B^S, B^{S'}, B^M)$, and the last term of the equation can be expressed alternatively with the sequence $Q^k$ of aggregated quality functions as

$$\begin{align*}
\text{Avg}_{S' \in B^{S'}} \alpha_{S'} \cdot \left[ \text{Avg}_{(S'', M')} (Q^k(S', S'', M')) \right] \\
= \alpha_{S'} \cdot \text{Avg}_{(B^{S''}, B^{M'})} (Q^k(B^{S'}, B^{S''}, B^{M'}))
\end{align*}$$

(4.10)

With these transformations, equation (4.9) is extended as

$$\begin{align*}
&\left| Q^{k+1}(S, S', M) - Q^{k+1}(B^S, B^{S'}, B^M) \right| \\
\leq & \left| Q^0(S, S', M) - Q^0(B^S, B^{S'}, B^M) \right| + \\
& \alpha_{S'} \cdot \left| \text{Avg}_{(S'', M')} (Q^k(S', S'', M')) - \text{Avg}_{(B^{S''}, B^{M'})} (Q^k(B^{S'}, B^{S''}, B^{M'})) \right| \\
\leq & \delta + \alpha \cdot \text{Avg}_{(B^{S''}, B^{M'})} \left| Q^k(S', S'', M') - Q^k(B^{S'}, B^{S''}, B^{M'}) \right| \\
\leq & \delta + \alpha \cdot \sum_{i=0}^{k} \delta \cdot \alpha^i \\
= & \sum_{i=0}^{k+1} \delta \alpha^i
\end{align*}$$

(4.11)

The derivation of the above inequalities is from the fact that $Q^0(S, S', M) = R(S, S')$ and is based on the assumptions A1–A4 for partition $E$, particularly the one-to-one correspondence among system states of different state blocks. By the inductive hypothesis and inequality (4.11), the theorem is thus proved. \textbf{Q.E.D}

The violation of assumption A4 breaks the one-to-one correspondence among system states of different state blocks. Within all the triplets $(S, S', M)$ such that $S \in B^S$, $S' \in B^{S'}$, $M \in B^M$, and $S \rightarrow M \rightarrow S'$, any state $S' \in B^{S'}$ might appear from 0 to multiple times. As shown in Figure 4.1, state $S_7 \in B^{S_2}$ is not reachable from any states of $B^{S_1}$ by performing methods belong to $B^{M_1}$. On the other hand, states $S_5, S_6 \in B^{S_2}$ are reachable from two distinct states of $B^{S_1}$. This variation prevents the transformation given in equation (4.10). In order to maintain a bounded difference between the quality functions $Q(S, S', M)$ and $Q(B^S, B^{S'}, B^M)$, it is necessary to assume that certain information about the quality functions is available. Specifically,
Theorem 2 For any triplet \((S_1, S_2, M)\) such that \( S_1 \xrightarrow{M} S_2\), and assume (1) the partition \(E\) satisfies assumptions A1–A3; (2) equation (4.12) is valid with finite \(\Delta\), then
\[
|Q^*(S_1, S_2, M) - Q^*(B^S_1, B^{S'}_2, B^M)| \leq \frac{\delta + \alpha \cdot \Delta}{1 - \alpha}
\]
where \( S_1 \in B^{S_1}, S_2 \in B^{S_2}, \) and \( M \in B^M \). \(\alpha\) refers to a positive constant that is smaller than 1.

Proof. This result is proved inductively similar to the proof of Theorem 1. Therefore, the focus is put only on the inductive step. The inductive hypothesis is
\[
|Q^k(S, S', M) - Q^k(B^S, B^{S'}, B^M)| \leq \sum_{i=0}^{k} \delta \cdot \alpha^i + \sum_{i=1}^{k} \Delta \cdot \alpha^i
\]
which clearly holds for \( k = 0 \). The inductive step is treated as follows:

\[
\begin{align*}
|Q^{k+1}(S, S', M) - Q^{k+1}(B^S, B^{S'}, B^M)| \\
= \left| R(S, S') + \alpha_{S'} \cdot \text{Avg}_{(S'', M')} (Q^k(S', S'', M')) \right| \\
- \left| \text{Avg}_{(S, S', M)} (R(S, S')) + \text{Avg}_{(S, S', M)} \left( \alpha_{S'} \cdot \text{Avg}_{(S'', M')} Q^k(S', S'', M') \right) \right| \\
\leq \left| Q^k(S, S', M) - Q^k(B^S, B^{S'}, B^M) \right| \\
+ \alpha \cdot \left| \text{Avg}_{(S'', M')} (Q^k(S', S'', M')) \right| - \text{Avg}_{(S, S', M)} \left( \text{Avg}_{(S'', M')} Q^k(S', S'', M') \right)
\end{align*}
\]

Further expanding the last term of the above inequality,
\[
\leq \alpha \cdot \left| \frac{\text{Avg}}{(S'', M')} (Q^k(S', S'', M')) - \frac{\text{Avg}}{S'' \in B^{S'}} \left( \frac{\text{Avg}}{(S'', M')} Q^k(S', S'', M') \right) \right| + \alpha \cdot \Delta
\]

\[
= \alpha \cdot \left| \frac{\text{Avg}}{(B^{S''}, B^{M'})} \left( Q^k(B^{S'}, B^{S''}, B^M) - Q^k(S', S'', M') \right) \right| + \alpha \cdot \Delta
\]

\[
\leq \sum_{i=1}^{k+1} \delta \cdot \alpha^i + \sum_{i=1}^{k+1} \Delta \alpha^i
\]

With the above inequality, the inductive step is concluded by showing that

\[
\left| Q^{k+1}(S, S', M) - Q^{k+1}(B^S, B^{S'}, B^M) \right|
\]

\[
\leq \delta + \sum_{i=1}^{k+1} \delta \cdot \alpha^i + \sum_{i=1}^{k+1} \Delta \alpha^i
\]

\[
\leq \sum_{i=0}^{k+1} (\delta + \alpha \cdot \Delta) \cdot \alpha^i
\]

By taking the above inequality in the limit that \( k \to \infty \), the result of the theorem yields.

Q.E.D

Compared with Theorem 1, Theorem 2 indicates that the violation of assumption A4 may introduce another gap into the difference between the quality function \( Q^*(S, S', M) \) and the quality function \( Q^*(B^S, B^{S'}, B^M) \). Nevertheless, these error bounds are derived from worst cases. In actual applications, the difference introduced by a system partition \( E \) may be relatively smaller. In other words, assumption A4 might be omitted in practice, and only assumptions A1–A3 need to be ensured. The satisfaction of A1–A3 does not rely on the exact model of system transitions. The system designers can explore their domain knowledge to construct a partition that respect the three assumptions. Furthermore, as shown in Section 4.6, the violation of A1–A4 does not affect the convergence property of the coarse-grained learning algorithm. In this sense, they serve simply as a group of criteria that determines the properness of the partition fluents selected by system designers. The experiments described in Section 4.7 also demonstrate these ideas and show that the two learning algorithms work well without respecting assumption A4.

### 4.3 Overview of Learning Algorithms

Two learning algorithms (“coarse-grained” and “fine-grained” learning algorithms) maintain the final learning results in the form of Takagi-Sugeno fuzzy systems [259]. The coarse-grained learning algorithm is devised for managing hard constraints. Its general structure is illustrated in Figure 4.3.

With this structure (Ref. Fig. 4.3), the coarse-grained learning algorithm can insert, modify, or delete data items from a table of the database, which is used
The general structure of the first learning algorithm.

for storing the temporary learning results. Each row of the table contains several fields for partition fluents and one field for the estimated quality. When some tasks are concluded, agents re-approximate the qualities of performed methods and store the derived information into the table. The size of the table is fixed to $N$. The clustering method is applied to combine similar items into a single one if the number of data items exceeds $N$. The final fuzzy rules are induced from the table by exploiting a fuzzy rule induction algorithm. It will lead to some information lost and therefore degrade the overall performance of the learning algorithm. However, if $N$ is of a manageable size, each item of the table is applied to construct a distinct fuzzy rule in order to minimize the impact of the rule induction procedure. The algorithm is termed "coarse-grained" because the learning process is carried out assuming the existence of only hard constraints. Besides, the learning result is obtained from the simulated data before the actual running of the system.

The fine-grained learning algorithm exploits the linear architecture of the Takagi-Sugeno fuzzy system. It is designed for managing soft constraints, and is used to estimate the expected quality changes $\Delta Q'$ resulting from soft constraints. Since it considers both hard and soft system constraints, it is therefore termed as "fine-grained". The fuzzy rule base is constructed before the learning process begins. Whenever a method $M$ is completed, agents re-estimate the quality of $M$ and modify the corresponding fuzzy rules. This algorithm directly use the learning results from the coarse-grained learning algorithm and is adopted from the $TD(\lambda)$ algorithm with linear approximation architectures. The amount
of computation required during each learning step is adjustable (by incorporating a proper number of fuzzy rules) and can be comparably smaller than that for the coarse-grained learning algorithm.

By executing these two learning algorithms, the agents obtain the final learning result, \( Q' + \Delta Q' \), which is the estimated quality when performing each method in the presence of both the hard and soft constraints. The overall relations between the two algorithms is illustrated in Figure 4.4. Upon determining which method to perform, agents first consult their coarse-grained learning results, then utilize their fine-grained learning algorithm to decide which method to perform. There are several ways to construct the decision policies from the learning results. In this paper, a simple approach is used: (1) during the learning process, the method most probably selected to perform is the one with the highest average quality; and (2) during the system execution, the method with the highest average quality is selected with probability 1.

![Diagram](image)

**Figure 4.4**: The relations between the two learning algorithms.

### 4.4 Coarse-grained Learning Algorithm

In the coarse-grained learning algorithm, the partition fluents of each row of the table are divided into three groups (ref. Figure 4.3), denoted by \( D_s \), \( D'_s \), and \( A_f \) respectively. \( D_s \) refers to the set of fluents characterizing the current system state \( S \). \( A_f \) is the set of fluents representing the specific domain method \( M \) executable in \( S \). The degrees to which the relevant hard system constraints are satisfied by method \( M \) are included in \( A_f \) as individual fluent members. \( D'_s \) denotes the fluents characterizing the expected system state \( S' \) when the method \( M \) finishes. As these fluents establish a specific system partition \( E \) on the system states and
domain methods, the coarse-grained learning algorithm is used to estimate the corresponding aggregated qualities as defined in equation (4.6). The quality of performing each method can be written as:

$$Q(S, S', M) = R(S, S') + \alpha \cdot \frac{\text{Avg}_{(S'', M')} (Q(S'', M'))}{(S'', M')}$$

(4.13)

To simplify the description, equation (4.13) has omitted the differences among the discount rates at the various system states, and the discount rate is denoted uniformly by $\alpha$. Assume initially that the application domain satisfies assumption $A^*$, and the system partition $E$ satisfies assumptions $A1$–$A4$. Assumption $A4$ can be omitted in practice. As shown later, the coarse-grained learning algorithm is able to handle the violation of assumptions $A^*$. For now, let $\Psi(B^S, B^{S'}, B^M)$ denote the set of triplets $(S, S', M)$ such that $S \in B^S, S' \in B^{S'}, M \in B^M$, and $S \rightarrow S'$. The definition of the aggregated quality function is expanded as

$$Q^*(B^S, B^{S'}, B^M) = \frac{\text{Avg}_{(S, S', M) \in \Psi(B^S, B^{S'}, B^M)} (Q^*(S, S', M))}{\text{Avg}_{(S, S', M) \in \Psi(B^S, B^{S'}, B^M)} (Q^*(S, S', M))}$$

$$= \frac{\sum_{(S, S', M) \in \Psi(B^S, B^{S'}, B^M)} R(S, S') + \alpha \cdot \frac{\text{Avg}_{(S'', M')} (Q^*(S'', M'))}{(S'', M')}}{\left\|\Psi(B^S, B^{S'}, B^M)\right\|} + \alpha \cdot \frac{\eta(B^{S'})}{\left\|\Psi(B^S, B^{S'}, B^M)\right\|}$$

where

$$\eta(B^{S'}) = \sum_{S'' \in B^{S'}} \left[\frac{\text{Avg}_{(S'', M')} (Q^*(S'', M'))}{(S'', M')}\right]$$

For each $S' \in B^{S'}$, the number of triplets $(S'', S'', M')$ such that $S' \rightarrow S''$ is the same (due to assumption $A3$), and is represented as $\varphi(B^{S'})$. Then $\eta(B^{S'})$ can be written as

$$\eta(B^{S'}) = \sum_{S'' \in B^{S'}} \left\{\frac{\sum_{(S'', M')} Q^*(S', S'', M')}{\varphi(B^{S'})}\right\}$$

$$= \frac{1}{\varphi(B^{S'})} \cdot \sum_{S'' \in B^{S'}} \sum_{(S'', M')} Q^*(S', S'', M')$$

Let $\omega(B^{S'})$ denote the set of triplets $(B^{S'}, B^{S''}, B^{M'})$ for which $B^{S'} \rightarrow B^{S''}$ is valid. By assumptions $A1$–$A4$,

$$\eta(B^{S'}) = \frac{1}{\varphi(B^{S'})} \cdot \sum_{(B^{S'}, B^{S''}, B^{M'}) \in \omega(B^{S'})} \left\|\Psi(B^{S'}, B^{S''}, B^{M'})\right\| \cdot Q^*(B^{S'}, B^{S''}, B^{M'})$$

(4.14)
The equation for aggregated quality functions can now be written as

$$Q^*(B^S, B^{S'}, B^M) = \frac{\text{Avg}}{(S,S',M) \in \Psi(B^S, B^{S'}, B^M)} R(S, S')$$

$$+ \alpha \cdot \frac{1}{\varphi(B^{S'}) \cdot \| \Psi(B^S, B^{S'}, B^M) \|} \sum_{(B^{S'}, B^M) \in \omega(B^{S'})} \| \Psi(B^{S'}, B^{S''}, B^M) \| \cdot Q^*(B^{S'}, B^{S''}, B^M)$$

(4.15)

Equation (4.15) is the Bellman equation [23] for the coarse-grained learning problem. The corresponding updating rule of the algorithm therefore is

$$Q(B^S, B^{S'}, B^M) \leftarrow (1 - \frac{1}{n(B^S, B^{S'}, B^M)}) \cdot Q(B^S, B^{S'}, B^M)$$

$$+ \frac{1}{n(B^S, B^{S'}, B^M)} \left[ R(S, S') + \alpha \cdot \frac{1}{\varphi(B^{S'}) \cdot \| \Psi(B^S, B^{S'}, B^M) \|} \sum_{(B^{S'}, B^M) \in \omega(B^{S'})} \| \Psi(B^{S'}, B^{S''}, B^M) \| \cdot Q(B^{S'}, B^{S''}, B^M) \right]$$

(4.16)

An agent will carry out the learning process determined by the above updating rule when it finishes executing a method $M \in B^M$. The function $n(B^S, B^{S'}, B^M)$ returns the number of times $Q(B^S, B^{S'}, B^M)$ (i.e., the estimation of $Q^*$) has been updated (Ref. equation (4.16)). The inverse of this function serves as the learning rate $\gamma(B^S, B^{S'}, B^M)$ of the updating rule. This updating rule can be modified to cover the case where assumption $A^*$ is violated. Specifically, the quality of performing a method $M$ is re-defined as

$$Q^*(S, S', M) = \sum_{S'' \in \{S'' \mid Pr(S'' \mid S', M) > 0\}} Pr(S'' \mid S', M) \cdot \left[ R(S, S'') + \alpha \cdot \frac{\text{Avg}}{(S'', M') \in \Psi(S'', M')} Q^*(S'', M') \right]$$

where $Pr(S'' \mid S', M)$ is the probability of reaching the system state $S''$ when $M$ is finished. By performing similar mathematical manipulations to the one in the previous discussions, the updating rule for the modified coarse-grained learning algorithm is obtained as follows:

$$Q(B^S, B^{S'}, B^M) \leftarrow (1 - \gamma_t) \cdot Q(B^S, B^{S'}, B^M) + \gamma_t \cdot \left[ R(S, S'') + \gamma_t \cdot \alpha \cdot \frac{1}{\varphi(B^{S''}) \cdot \| \Psi(B^S, B^{S'}, B^M) \|} \sum_{(B^{S''}, B^M) \in \omega(B^{S''})} \| \Psi(B^{S''}, B^{S''''}, B^M) \| \cdot Q(B^{S''}, B^{S''''}, B^M) \right]$$

(4.17)
An important premise of adopting this updating rule is that the agents should know \textit{a priori} the cardinality of each set $\Psi(B^S, B^{S'}, B^M)$. Unfortunately, this is often an impractical requirement for many application domains. In order to obtain a practically applicable updating rule, the updating rule in equation (4.17) is further simplified as follows:

$$Q(B^S, B^{S'}, B^M) \leftarrow (1 - \gamma_t) \cdot Q(B^S, B^{S'}, B^M) + \gamma_t \cdot \left( R(S, S'') + \gamma_t \cdot \alpha \cdot \sum_{(B^{S''}, B^{S'''}, B^M') \in \omega(B^{S''})} Q(B^{S''}, B^{S'''}, B^M') \right) \right)$$

This is the updating rule adopted in the coarse-grained learning algorithm. The algorithm in procedural form is presented in Figure 4.5. It should be noted that this updating rule cannot guarantee that the learning algorithm converges towards the desired estimation of \textit{qualities}, $Q^*$, due to the removal of the terms $\|\Psi(B^S, B^{S'}, B^M)\|$ and $\varphi(B^S)$. Nevertheless, as shown in Section 4.6, the algorithm can still converge towards a sub-optimal learning result. This property is much more desirable than that of an algorithm which may achieve optimality but is with highly stringent requirements, especially for the real-world applications with complex dynamics.

\begin{tabular}{|l|}
\hline
\textbf{Initialize} $Q(B^S, B^{S'}, B^M)$  \\
\textbf{Repeat} (for each Simulated Running of the System) \\
\hspace*{1cm} Determine the initial system state $S^0$  \\
\hspace*{1cm} \textbf{Repeat} (for each Learning Step)  \\
\hspace*{2cm} (1) Determine the current system state $S$  \\
\hspace*{2cm} (2) Choose a method $M$ to perform using the learning policy derived from the current learning results.  \\
\hspace*{2cm} (3) Perform the method $M$ until it is completed. Record the reward $R$ incurred and the afterwards system state $S'$.  \\
\hspace*{2cm} (4) Update the learning results using equation (27).  \\
\hspace*{1cm} Until the system terminate  \\
\hline
\end{tabular}

Figure 4.5: The coarse-grained learning algorithm.

\section{4.5 Fine-grained Learning Algorithm}

Different from the coarse-grained learning algorithm, the fine-grained learning algorithm estimates the expected quality changes when the execution of each
domain method is under the restrictions of soft system constraints. To characterize the specific soft constraints pertinent to each candidate method $M$, a so-called method relation graph, $G_M$, is constructed for $M$. Similar with the soft relation graphs, $G_M$ is represented as a tuple of four components, $G_M = (V, E, \epsilon, \beta)$. The function $\beta$ maps each edge $e \in E$ to a soft relation. The function $\epsilon$ assigns to each $v \in V$ either a meta-method $\overline{M}'$ or a domain method $M'$. Particularly, there must be one vertex $u \in V$ such that $\epsilon(u) = M$.

For any method $M$, the corresponding method relation graph $G_M$ is constructed directly from the soft relation graph $g$. The construction procedure is summarized in Figure 4.6. A soft relation graph in a FSTS model is typically comprised of several (e.g. $k$) disconnected subgraphs. The similarity degree between each subgraph and the method relation graph of $M$, $G_M$, is consequently considered as forming one individual domain fluent. A group of fluents $S_g = \{S_{g1}, S_{g2}, \ldots, S_{gk}\}$ is used to characterize the soft relations pertinent to $M$, where $S_{gn}$ denotes the similarity degree between the $n$-th subgraph of the soft relation graph and the method relation graph. The notion of the graph similarity measure is adapted from the concept of error-tolerant graph matching (etgm) [44].

**Figure 4.6:** The procedure for constructing the method relation graph $G_M$ of a method $M$.

This group of fluents $S_g$ belongs to $A_f$. They refine the partition $E$ adopted by the coarse-grained learning algorithm. For each method block $B^M$ in $E$, there may be multiple method blocks in the refined partition. However, as soft constraints take a significant role in the fine-grained learning algorithm, the fluent group $S_g$ is represented explicitly in the following discussions. Let $I_{sg}$ denote any valid combination of fluent values of $S_g$. And let $G_M$ be any particular method
relation graph characterized by \( I_{S_g}, G_M \in I_{S_g} \). The expected quality changes of performing a method \( M \) due to the existence of \( G_M \) is defined as

\[
\Delta Q^*(S, S', M, I_{S_g}) = \ \text{Avg}_{G_M \in I_{S_g}} \left( Q^*(S, S', M, G_M) - Q^*(S, S', \hat{M}) \right) \quad (4.19)
\]

This definition is based upon the assumption that any expected change of system states by performing method \( M \) under the existence of soft relations \( G_M \) is achievable by performing another method \( \hat{M} \) when \( G_M \) does not exist. By exploiting assumptions A1–A4, the expected quality changes in the case of aggregated systems are

\[
\Delta Q^*(B^S, B^{S'}, B^M, I_{S_g}) = \ Q^*(B^S, B^{S'}, B^M, I_{S_g}) - Q^*(B^S, B^{S'}, B^M) \quad (4.20)
\]

where

\[
Q^*(B^S, B^{S'}, B^M, I_{S_g}) = \ \text{Avg}_{G_M \in I_{S_g}} \left( \text{Avg}_{(S, S', M) \in \Psi(B^S, B^{S'}, B^M, G_M)} Q^*(S, S', M, G_M) \right) \quad (4.21)
\]

\( \Psi(B^S, B^{S'}, B^M, G_M) \) denotes the set of tuples \((S, S', M, G_M)\) such that (1) the condition \( S \xrightarrow{M} S' \) is valid; and (2) the soft constraints relevant to the method \( M \) is characterized by \( G_M \). Assume that \( Q^*(B^S, B^{S'}, B^M) \), which is estimated by the coarse-grained learning algorithm, is known a priori. It is therefore obvious that estimating \( Q^*(B^S, B^{S'}, B^M, I_{S_g}) \) and \( \Delta Q^*(B^S, B^{S'}, B^M, I_{S_g}) \) are actually identical. Consider first the case of estimating \( Q^*(B^S, B^{S'}, B^M, I_{S_g}) \).

Notice that each \( Q^*(S, S', M, G_M) \), \( S \in B^S \), \( S' \in B^{S'} \), \( M \in B^M \), and \( G_M \in I_{S_g} \), can be regarded as one specific estimation of \( Q^*(B^S, B^{S'}, B^M, I_{S_g}) \) with a corresponding error term \( w \). Specifically, by adopting the Robbins-Monro algorithm \([65, 227]\), the corresponding updating rule for estimating \( Q^* \) is

\[
Q(B^S, B^{S'}, B^M, I_{S_g}) \leftarrow (1 - \gamma_t) \cdot Q(B^S, B^{S'}, B^M, I_{S_g}) + \gamma_t \cdot Q^*(S, S', M, G_M) \quad (4.22)
\]

Now consider the estimation of \( Q^*(S, S', M, G_M) \). Suppose that a method \( M \) starts to be performed at a system state \( S \), and the system state is changed to \( S' \) when \( M \) finishes. The corresponding temporal difference \( d_{S,S'} \) is

\[
d_{S,S'} = R(S, S') + \alpha \cdot \text{Avg}_{(S', S'', M', G'_{M})} \left( Q(S', S'', M', G'_{M}) \right) - Q(S, S', M, G_M) \quad (4.23)
\]
where \( Q(S, S', M, G_M) \) is the current estimation of \( Q^*(S, S', M, G_M) \). The fine-grained updating rule for estimating \( Q^*(S, S', M, G_M) \) is then constructed as

\[
Q(S, S', M, G_M) \leftarrow Q(S, S', M, G_M) + \gamma_m \\
\cdot Z_m(S, S', M, G_M) \cdot d_{s_m,s_{m+1}}
\]

(4.24)

where \( Z_m \) is the eligibility coefficient, and is defined as

\[
Z_m(S, S', M, G_M) = \begin{cases} 
\alpha \lambda Z_{m-1}(S, S', M, G_M), & (S_m, S_{m+1}, M_m, G_{Mm}) \\
\neq (S, S', M, G_M) \\
\alpha \lambda Z_{m-1}(S, S', M, G_M), & (S_m, S_{m+1}, M_m, G_{Mm}) \\
= (S, S', M, G_M)
\end{cases}
\]

(4.25)

By extending this algorithm for the aggregated systems, and incorporating it into equation (4.22), the updating rule for estimating \( Q^*(B^S, B^{S'}, B^M, I_{S_g}) \) is obtained as follows:

\[
Q(B^S, B^{S'}, B^M, I_{S_g}) \leftarrow Q(B^S, B^{S'}, B^M, I_{S_g}) \\
+ \gamma_m \cdot Z_m(B^S, B^{S'}, B^M, I_{S_g}) \cdot d_{s_m,s_{m+1}}
\]

(4.26)

where \( Z_m(B^S, B^{S'}, B^M, I_{S_g}) \) is defined similarly to \( Z_m(S, S', M, G_M) \). Following this updating rule and the assumption that \( Q^*(B^S, B^{S'}, B^M) \) is known a priori, the corresponding updating rule to estimate \( \Delta Q^* \) is

\[
\Delta Q(B^S, B^{S'}, B^M, I_{S_g}) \leftarrow \Delta Q(B^S, B^{S'}, B^M, I_{S_g}) \\
+ \gamma_m \cdot Z_m(B^S, B^{S'}, B^M, I_{S_g}) \cdot d_{s_m,s_{m+1}}
\]

(4.27)

For the aggregated systems, the evaluation of the temporal difference \( d_{s_m,s_{m+1}} \) in equation (4.23) is slightly altered as follows:

\[
d_{s_m,s_{m+1}} = R(S_m, S_{m+1}) + \alpha \cdot \\
\cdot \frac{\text{Avg}}{(B^{S_{m+2}}, B^{M_{m+1}}, I_{S_{g_{m+1}}})} \left( Q(B^{S_{m+1}}, B^{S_{m+2}}, B^{M_{m+1}}, I_{S_{g_{m+1}}}) \right) - Q(B^{S_m}, B^{S_{m+1}}, B^{M_m}, I_{S_{g_m}})
\]

(4.28)

where \( B^{S_m} \) refers to the state block such that \( S_m \in B^{S_m} \). Similar conventions are used for the notations \( B^{M_m} \) and \( I_{S_{g_m}} \).

Basically, the fine-grained learning algorithm follows an updating rule determined by equation (4.27). However, the actual form needs to be modified in order to work efficiently with the Takagi-Sugeno fuzzy rule base, which is used to maintain the learning results. Particularly, suppose that there are \( N \) fuzzy rules in the rule base. Use \( b_k \) to denote the output of the \( k \)-th fuzzy rule. Let

\[
\phi_k(S, S', M, G_M) = \frac{\mu_k(S, S', M, G_M)}{\sum_{i=1}^{N} \mu_i(S, S', M, G_M)}
\]

(4.29)
where $\mu_k(\bullet)$ refers to the similarity degree of any tuple $(S, S', M, G_M)$ with respect to the preconditions of the $k$-th fuzzy rule of the rule base. Since the fuzzy rule base serves only as an approximation of $\Delta Q^*$, the actual number of fuzzy rules is adjustable. The system designers can choose a proper number such that the fine-grained learning algorithm does not impose too much computational requirements.

Denote $\phi$ to be the $N$-vector of $\phi_k$. The output of the Takagi-Sugeno fuzzy system (an estimation of $\Delta Q^*(B^S, B^{S'}, B^M, I_{s_g})$) is:

$$\Delta Q(B^S, B^{S'}, B^M, I_{s_g}) = \sum_{k=1}^{N} \phi_k(S, S', M, G_M) \cdot b_k$$  \hspace{1cm} (4.30)

where $(S, S', M, G_M)$ can be any tuple that belongs to $\Psi(B^S, B^{S'}, B^M, I_{s_g})$. Equation (4.30) shows that the value of $\Delta Q$ is actually determined by the outputs $(b_k)$ of each fuzzy rule. Consequently, without updating the estimation of $\Delta Q$, the updating rule of the fine-grained learning algorithm adjusts the value of each $b_k$, instead. Let the output vector $\vec{b}$ be the vector $(b_1, b_2, \ldots, b_N)^T$. According to [29], $\vec{b}$ can be actually updated through

$$\vec{b} \leftarrow \vec{b} + \gamma_m \cdot Z_m \cdot d_{s_m, s_{m+1}}$$  \hspace{1cm} (4.31)

where $Z_m$ is defined as

$$Z_m = \sum_{i=1}^{m} (\alpha \cdot \lambda)^{m-1} \cdot \phi(S_i, S_{i+1}, M_i, G_{M_i})$$  \hspace{1cm} (4.32)

This is the updating rule that is used in the fine-grained learning algorithm. The updating procedure is carried out each time when certain domain method $M$ has been finished. When applying this fine-grained learning algorithm, two learning strategies are applicable.

In the fixed policy learning strategy, the decision policy is derived directly from the coarse-grained learning algorithm. At each decision point, agents will most probably perform the methods that achieve the highest quality $Q'$ estimated by the coarse-grained learning algorithm. The estimated quality changes $\Delta Q'$ are incorporated into each agents’ decision-making procedure only after the conclusion of the fine-grained learning algorithm. From the perspective of policy iterations [29], this strategy improves only once the decision policies which are determined by the coarse-grained learning algorithm. Adopting this strategy, the convergence of the fine-grained learning algorithm is ensured (Ref. Section 4.6). However, since this strategy improves policies only once, the expected improvement of the system performance may not justify the extra computational consumption introduced by the fine-grained learning algorithm. A possible approach to this concern is optimistic policy iterations, where the fine-grained learning algorithm is comprised
of a sequence of learning phases. Within any particular phase, the expected quality changes $\Delta Q'$ under a fixed policy $\pi$ is estimated. The policy $\pi$ is replaced by another policy $\pi'$ when the algorithm progresses from one phase to another. Policy $\pi'$ is considered as an improvement of policy $\pi$ since the method that achieves the highest $Q' + \Delta Q$ in $\pi$ will most probably be selected by $\pi'$.

At a first glance, optimistic policy iterations may improve further the system performance achievable by the first learning strategy described above. Nevertheless, as investigated in [29], the fine-grained learning algorithm may not be convergent with this approach. In order to attain certain convergence guarantees, the restricted policy iteration learning strategy is proposed where the policies adopted by each agent are continually altered. The overall learning process is similar to the optimistic policy iterations, but they differ in the following two aspects:

1. the adjustment of the outputs of the fuzzy rules ($\vec{b}$) in the restricted policy iteration cannot exceed a predetermined bound;

2. for any two consecutive learning phases, the differences between the two groups of fuzzy rule outputs are bounded and decreasing in general.

This restricted learning strategy is shown in Figure 4.7. During each learning phase, two groups of fuzzy rule outputs will be identified as $1\vec{b}$ and $2\vec{b}$. The first group $1\vec{b}$ approximates the quality changes $\Delta Q'$ of performing each method under the current learning policy $\pi$. The agents use the second group $2\vec{b}$ derived from $1\vec{b}$ to establish another policy $\pi'$ which is to be adopted during the next learning phase. The policy $\pi'$ will most probably choose the method that achieves the highest $Q' + \Delta Q'$ under $2\vec{b}$.

![Figure 4.7: The restricted policy iteration process.](image)

During each learning phase, the updating process follows equation (4.31) to produce the vector $1\vec{b}$. Different from optimistic policy iterations where $1\vec{b}$ is used to construct directly the policy $\pi'$ of the next learning phase, the vector $2\vec{b}$ is used. The procedure that derives $2\vec{b}$ from $1\vec{b}$ demonstrates the above two aspects that distinguish the restricted policy iteration from the optimistic policy iterations. To make the two aspects explicit, several regulations have been proposed. First, the
initial fuzzy rule outputs $\vec{0}_b$ are set to be a zero vector $\vec{0}$. In order to respect the first aspect, a trapping function $\text{trap}(\vec{b})$ is used to map any vector $\vec{b}$ which is far from $\vec{0}_b$ (i.e. $\|\vec{b}\|$ is large) to another vector $\vec{b}'$, which is much more closer to $\vec{0}_b$. An example trapping function is given in equation (4.33).

$$\forall b_i \text{ of } \vec{b}, b_i' = \frac{b_i}{\|\vec{b}\|} \cdot \text{trap}^* \left( \|\vec{b}\| \right) \tag{4.33}$$

where $\|\vec{b}\|$ can be any vector norm of $\vec{b}$, and the function $\text{trap}^*(\bullet)$ is a one-dimensional real function (Ref. Figure 4.8).

![Diagram of trapping function](image)

**Figure 4.8:** The general shape of the function $\text{trap}^*(\bullet)$.

In Figure 4.8, $\nu$ and $\kappa$ are two variables. They jointly control the shape and bound of the corresponding trapping function $\text{trap}(\vec{b})$. $\kappa$ serves as the function bound, that is, the norm of any vector produced by the trapping function cannot exceed $\kappa$. Additionally, if $\|\vec{b}\|$ is smaller than $\nu$, the trapping function maps $\vec{b}$ to itself.

Second, a step-weight $\delta$, which adjusts the differences between the vectors $\vec{2}_b$ of any two consecutive learning phases, is introduced. Let $\vec{2}_b'$ denote the output vector that establishes the decision policy $\pi$ of the current learning phase, and $\vec{1}_b$ denote the output vector identified by the fine-grained learning process of the same phase. The vector $\vec{2}_b$, which is used to determine the policy $\pi'$ of the next learning phase, is obtained from the $H$ function

$$H(\vec{2}_b', \vec{1}_b) = \delta \cdot \vec{1}_b$$

Since vector $\vec{1}_b$ is actually determined by vector $\vec{2}_b'$, the $H$ function can be re-written as $H(\vec{2}_b')$. In order to ensure that the differences between $\vec{2}_b$ and $\vec{2}_b'$ are decreasing in general, an updating rule given in equation (4.34) is adopted to determine the vector $\vec{2}_b$ at each learning phase. It is frequently used in stochastic approximation algorithms.
\[ 2\vec{b} \leftarrow \text{trap}\left((1 - \gamma_t) \cdot 2\vec{b} + \gamma_t \cdot H(2\vec{b})\right) \]  

(4.34)

Note that \( \gamma_t \) in equation (4.34) is a positive real number and stands for a phase-level learning rate of the fine-grained learning algorithm. The subscript \( t \) indicates the number of learning phases completed previously. The value of \( \gamma_t \) decreases as \( t \) increases, and satisfies the typical requirements of learning rates. For the detailed discussion on it, see the next Section where the fine-grained learning algorithm is proved to converge under the restricted policy iterations by choosing a proper step-weight \( \delta \).

### 4.6 Theoretical Analysis of the Learning Algorithms

This section is dedicated to the theoretical analysis focusing on the convergence of the learning algorithms described in Sections 4.4 and 4.5. Four convergence results are presented. The first two results are derived for the coarse-grained learning algorithm. They show that the algorithm adopting the updating rule provided in either equation (4.16) or equation (4.18) is convergent under proper conditions. The third and fourth theoretical results are derived for the fine-grained learning algorithm. They indicate that the algorithm is convergent for both learning strategies described in Section 4.5. However, the convergence results require system designers to properly select both the discount rate \( \alpha \) and the step-weight \( \delta \).

Before presenting the four theoretical results, the two theorems from [264], which form the basis of the proof of the first convergence result, will be introduced.

Let \( T : B \rightarrow B \) be an arbitrary operator, where \( B \) is the space of uniformly bounded functions over a given set. Let \( \Gamma = (T_0, T_1, \ldots, T_t, \ldots) \) be a sequence of operators, and \( T_t : B \times B \rightarrow B \). Let \( F \subseteq B \) be a subset of \( B \) and let \( F_0 : F \rightarrow 2^B \) be a mapping that associates subsets of \( B \) with the elements of \( F \). If, for all \( f \in F \) and all \( m_0 \in F_0(f) \), the sequence generated by the recursion \( m_{t+1} = T_t(m_t, f) \) converges to \( Tf \), then \( \Gamma \) is said to approximate \( T \) for initial values from \( F_0(f) \) and on the set \( F \subseteq B \). Further, the subset \( F \subseteq B \) is invariant under \( T' : B \times B \rightarrow B \) if, for all \( f, g \in F \), \( T'(f, g) \in F \). If \( \Gamma \) is an operator sequence as above, then \( F \) is said to be invariant under \( \Gamma \) if for all \( i \geq 0 \), \( F \) is invariant under \( T_i \). The two theorems from [264] are presented as Theorem 3 and Theorem 4.

**Theorem 3** Let \( \chi \) be an arbitrary set and assume that \( B \) is the space of bounded functions over \( \chi \), \( B(\chi) \). \( T : B(\chi) \rightarrow B(\chi) \). Let \( v^* \) be a fixed point of \( T \), and \( \Gamma = (T_0, T_1, \ldots, T_t, \ldots) \) approximate \( T \) at \( v^* \) for initial values from \( F_0(v^*) \). Assume that \( F_0 \) is invariant under \( \Gamma \). Let \( V_0 \in F_0(v^*) \), and define \( V_{t+1} = T_t(V_t, V_t) \). If
there exist random functions $0 \leq F_t(x) \leq 1$ and $0 \leq G(x) \leq 1$ satisfying the conditions below with probability 1, then $V_t$ converges to $v^*$ with probability 1:

1. For all $U_1$ and $U_2$, $U_1, U_2 \in F_0$, and for all $x \in \chi$, $|T_t(U_1, v^*)(x) - T_t(U_2, v^*)(x)| \leq G_t(x) \cdot |U_1(x) - U_2(x)|$

2. For all $U$ and $V$, $U, V \in F_0$, and all $x \in \chi$, $|T_t(U, v^*)(x) - T_t(U, V)(x)| \leq F_t(x) \cdot (\|v^* - V\| + \lambda_t)$ where $\lambda_t \to 0$ with probability 1 as $t \to \infty$.

3. For all $k > 0$, $\prod_{t=k}^{\infty} G_t(x)$ converges to 0 uniformly in $x$ as $n \to \infty$.

4. There exists $0 \leq \gamma < 1$ such that for all $x \in \chi$ and large enough $t$, $F_t(x) \leq \gamma \cdot (1 - G_t(x))$

**Theorem 4** Considering the updating process $Q_{t+1} = (1 - \gamma_t) \cdot Q_t + \gamma_t w_t$, if $\sum_{t=1}^{\infty} \gamma_t = \infty$, $\sum_{t=1}^{\infty} (\gamma_t)^2 < C < \infty$, $E[w_t|h_t, \gamma_t] = A$, and $E[w_t^2|h_t] < B < \infty$, where $h_t$ is the system history at time $t$, and $B, C > 0$, then the updating process converges to $A$ with probability 1.

Now the coarse-grained learning algorithm governed by equation (4.16) can be proved to converge.

**Proposition 1** Suppose that the updating process of the coarse-grained learning algorithm follows equation (4.16). The algorithm converges to the aggregated quality function $Q(B^S, B^S', B^M)$ defined in equation (4.6) if the following three conditions are met, and the initial learning rate $\gamma_0$ is small enough\(^1\):


2. The application domain satisfies assumption $A^*$.

3. The learning rate $\gamma_t$ satisfies the conditions:

$$\sum_{t=0}^{\infty} \gamma_t = \infty, \sum_{t=0}^{\infty} \gamma_t^2 < C < \infty$$

where $C$ is a positive real number.

**Proof:** Examining the updating rule of the coarse-grained learning algorithm, a sequence of random operators, $\tilde{\Gamma} = (\tilde{T}_1, \tilde{T}_2, \ldots, \tilde{T}_n, \ldots)$, can be identified. Each operator takes the form:

\(^1\)What exactly is meant by “small enough” will become clear in the proof of this proposition.
\[
\tilde{T}_t(Q', Q) = (1 - \gamma_t) \cdot Q' + \gamma_t \cdot \left[ R + \alpha \cdot \frac{1}{\varphi: \|\Psi\|} \cdot \sum \|\Psi\| \cdot Q \right]
\]

For a specific case where the quality of the triplet \((B^S, B^{S'}, B^M)\) is to be updated, \(Q\) and \(Q'\) in the above equation can be detailed as \(Q(B^{S'}, B^{S''}, B^{M'})\) and \(Q'(B^S, B^{S'}, B^M)\), respectively. As a consequence, \(\varphi\) refers to \(\varphi(B^{S'})\), \(R\) denotes \(R(S, S')\) such that \(S \in B^S, S' \in B^{S'}\). \(\Psi\) and \(\Psi'\) stand for \(\Psi(B^S, B^{S'}, B^M)\) and \(\Psi(B^{S'}, B^{S''}, B^{M'})\). And the summation is around all potential triplets \((B^{S'}, B^{S''}, B^{M'})\) such that \((B^{S'}, B^{S''}, B^{M'}) \in \omega(B^{S'})\).

Now consider a special updating process using the above sequence of operators. That is, \(Q'_{t+1} = \tilde{T}_t(Q'_t, Q^*)\). If

\[
w_t = R(S, S') + \alpha \cdot \frac{1}{\varphi(B^{S'}) \cdot \|\Psi(B^S, B^{S'}, B^M)\|} \cdot \sum_{(B^{S'}, B^{S''}, B^{M'}) \in \omega(B^{S'})} \left( \|\Psi(B^{S'}, B^{S''}, B^{M'})\| \cdot Q^*(B^{S'}, B^{S''}, B^{M'}) \right)
\]

By Theorem 4, the updating sequence \(Q'_{t+1} = \tilde{T}_t(Q'_t, Q^*)\) converges to

\[E[w_t|h_t, \gamma_t]\]

Notice the following three points that apply to this updating process:

1. Because the updating process is carried out within a simulated environment, the initial system state can be selected at random. Thus, the probability of choosing each state \(S\) in the same state block \(B^S\) is identical.

2. For any triplet \((S, S', M)\) satisfying the condition: \(S \in B^S, S' \in B^{S'}, M \in B^M\), and \(S \stackrel{M}{\rightarrow} S'\), the corresponding quality given by the aggregated quality function is equivalent. Therefore, with any fixed aggregated quality function, the learning policy (i.e. the policy adopted during the learning process) will give each triplet with the same condition an equal probability of being observed.

3. Due to the one-to-one correspondence among the system states in different state blocks, for any initial state that belongs to the same state block \(B^S\) and any learning policy \(\pi\), the probability for the afterwards system state to lie within another state block \(B^{S'}\) is the same.

Therefore, the probability of observing each triplet \((S, S', M)\) such that \(S \in B^S, S' \in B^{S'}, M \in B^M\), and \(S \stackrel{M}{\rightarrow} S'\), is identical and equals to:

\[
\frac{1}{\|\Psi(B^S, B^{S'}, B^M)\|}
\]
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Then, $Q'_t$ will converge to

$$
\text{Avg} \left\{ \frac{R(S, S') + \alpha \cdot \frac{1}{\varphi(B^{S'}) \cdot \|\Psi(B^{S}, B^{S'}, B^{M})\|} \cdot \sum_{(B^{S'}, B^{S''}, B^{M}) \in \omega(B^{S'})} \|\Psi(B^{S'}, B^{S''}, B^{M'})\| \cdot Q^*(B^{S'}, B^{S''}, B^{M'})} {\|\Psi(B^{S'}, B^{S''}, B^{M'})\|} + 1 \right\} = Q^*(B^{S}, B^{S'}, B^{M})
$$

It implies that the sequence of operators $\tilde{\Gamma}$ approximates the operator $\tilde{T}$ at $Q^*$ such that $\tilde{T}Q^* = Q^*$.

Given the fact that the updating process $Q'_{t+1} = \tilde{T}_t(Q'_t, Q^*)$ converges to $Q^*$, consider now the process $Q'_{t+1} = \tilde{T}_t(Q'_t, Q'_t)$, which is the updating rule of the coarse-grained learning algorithm. In the following, this process is shown to converge to $Q^*$ by verifying that the four conditions of Theorem 3 are satisfied:

1. $|\tilde{T}_t(U_1, Q^*) - \tilde{T}_t(U_2, Q^*)| \leq (1 - \gamma_t)|U_1 - U_2|

Let $G_t = 1 - \gamma_t$, then $|\tilde{T}_t(U_1, Q^*) - \tilde{T}_t(U_2, Q^*)| \leq G_t \cdot |U_1 - U_2|

Condition 1 is therefore satisfied.

2. 

$$
\gamma_t \cdot \alpha \cdot \frac{1}{\varphi(B^{S'}) \cdot \|\Psi(B^{S}, B^{S'}, B^{M})\|} \cdot \sum_{(B^{S'}, B^{S''}, B^{M'}) \in \omega(B^{S'})} \|\Psi(B^{S'}, B^{S''}, B^{M'})\| \cdot \left| \frac{Q^*(B^{S'}, B^{S''}, B^{M'}) - Q(B^{S'}, B^{S''}, B^{M'})}{Q(B^{S'}, B^{S''}, B^{M'})} \right|
\leq \gamma_t \cdot \alpha \cdot \frac{1}{\varphi(B^{S'}) \cdot \|\Psi(B^{S}, B^{S'}, B^{M})\|} \cdot \sum_{(B^{S'}, B^{S''}, B^{M'}) \in \omega(B^{S'})} \|\Psi(B^{S'}, B^{S''}, B^{M'})\| \cdot \left| \frac{Q^*(B^{S'}, B^{S''}, B^{M'}) - Q(B^{S'}, B^{S''}, B^{M'})}{Q(B^{S'}, B^{S''}, B^{M'})} \right|
\leq \gamma_t \cdot \alpha \cdot \frac{1}{\varphi(B^{S'}) \cdot \|\Psi(B^{S}, B^{S'}, B^{M})\|} \cdot \|\omega(B^{S'})\| \cdot \|\Psi''(B^{S'}, B^{S''}, B^{M'}) - Q(B^{S'}, B^{S''}, B^{M'})\|_\infty
$$

$\|\cdot\|_\infty$ is the maximum norm. $\Psi''$ is defined as

$$
\Psi'' = \max_{(B^{S'}, B^{S''}, B^{M'}) \in \omega(B^{S'})} \|\Psi(B^{S'}, B^{S''}, B^{M'})\|
$$

Introducing a constant $Con$

$$
Con = \max_{(B^{S}, B^{S'}, B^{M})} \left( \alpha \cdot \frac{1}{\varphi(B^{S'}) \cdot \|\Psi(B^{S}, B^{S'}, B^{M})\|} \cdot \|\omega(B^{S'})\| \cdot \Psi'' \right)
$$

and defining the function $F_t$ as

$$
F_t = \gamma_t \cdot Con
$$
the inequality

\[ |\tilde{T}_t(U, Q^*) - \tilde{T}_t(U, Q)| \leq F_t \cdot \|Q^* - Q\|_\infty \]

is obtained under the assumption that Con < 1 or \( F_t|_{t=0} < 1 \). Condition 2 of theorem 3 is therefore satisfied.

Note that for many applications, it is convenient to have an assumption of Con < 1, which can be achieved by selecting a proper discount value \( \alpha \) or by adjusting the initial learning rate, \( \gamma|_{t=0} \), so that \( \gamma_0 \cdot Con < 1 \).

3. As described previously, define \( \gamma_t \) as \( \gamma_t = \frac{1}{t} \), \( G_t \) is then written as

\[ G_t = \frac{t - 1}{t}, \text{ so that} \]

\[ \prod_{t=k}^{n} = \frac{k - 1}{k} \cdot \frac{k}{k + 1} \cdot \ldots \cdot \frac{n - 1}{n} = \frac{k - 1}{n} \]

\[ \lim_{n \to \infty} \left( \prod_{t=k}^{n} G_t \right) = 0 \]

Condition 3 is therefore satisfied.

4. Since \( 1 - G_t = \gamma_t \), the condition 4 of theorem 1 consequently implies that Con < \( \gamma \), where \( \gamma \) is another positive constant that is lower than 1. Due to the assumption that Con < 1, this condition is trivially satisfied.

The four conditions of theorem 3 under proper assumptions are all met, and the coarse-grained learning algorithm therefore converges to the aggregated quality function defined in equation (4.6).

Q.E.D

Next the coarse-grained learning algorithm governed by equation (4.18) is shown to converge.

**Proposition 2** If the updating process of the coarse-grained learning algorithm follows the equation (4.18), the algorithm converges.

**Proof:** To show that the updating process described by equation (4.18) finally converges, it is suffice to consider the update carried out for any triplet \((B^S, B^{S'}, B^M)\).

First, equation (4.18) is re-written as

\[ Q(B^S, B^{S'}, B^M) \leftarrow (1 - \gamma_t) \cdot Q(B^S, B^{S'}, B^M) + \gamma_t \cdot \left[ (HQ)(B^S, B^{S'}, B^M) + w_t(B^S, B^{S'}, B^M) \right] \]

where \((HQ)\) is defined as
\[(HQ)(B^S, B^{S'}, B^M) = \]
\[E \left[ \frac{R(S, S'')|_{S'' \in B^{S''}} + Q(B^{S''}, B^{S'''}, B^{M'})}{\alpha \cdot \frac{\sum_{(B^{S''}, B^{S'''}, B^{M'}) \in \omega(B^{S''})} Q(B^{S''}, B^{S'''}, B^{M'}) - (HQ)(B^S, B^{S'}, B^M)}{\|\omega(B^{S''})\|}} \right] \]

\[w_t\] refers to the noises inherent in the updating process, and is represented as

\[w_t(B^S, B^{S'}, B^M) = R(S, S'')|_{S'' \in B^{S''}} + \alpha \cdot \operatorname{Avg}_{(B^{S''}, B^{S'''}, B^{M'}) \in \omega(B^{S''})} Q(B^{S''}, B^{S'''}, B^{M'}) - (HQ)(B^S, B^{S'}, B^M)\]

It can be verified that \(E[w_t | h_t, \gamma_t] = 0\). Since \(w_t\) defined above is bounded, there exist positive constants \(A\) and \(B\), such that

\[E[w_t^2 | h_t, \gamma_t] \leq A + B \cdot \|Q_t\|_2^2\]

In addition, \((HQ)\) is a contraction mapping. For two different estimation of qualities \(Q\) and \(\bar{Q}\),

\[|(HQ)(B^S, B^{S'}, B^M) - (H\bar{Q})(B^S, B^{S'}, B^M)| \leq \alpha \cdot \sum_{B^{S''}} \left[ P_T(B^{S''} | B^S, B^{S'}, B^M) \cdot \max Q(B^{S''}, B^{S'''}, B^{M'}) - \bar{Q}(B^{S''}, B^{S'''}, B^{M'}) \right] \leq \alpha \cdot \max |Q(B^{S''}, B^{S'''}, B^{M'}) - \bar{Q}(B^{S''}, B^{S'''}, B^{M'})| \leq \alpha \cdot \|Q - \bar{Q}\|_{\infty}\]

where \(\max\) is taken over all triplets \((B^{S''}, B^{S'''}, B^{M'}) \in \omega(Id_s^n)\), and \(\|\cdot\|_{\infty}\) is the maximum vector norm. Taking the maximum over the left side of inequality (4.35), then

\[\|(HQ) - (H\bar{Q})\|_{\infty} \leq \alpha \cdot \|Q - \bar{Q}\|_{\infty}\]

where the discount rate \(\alpha < 1\), since the mapping \((HQ)\) is contractive. Besides, the noise term \(w_t\) is bounded and has zero as its expected value. By utilizing traditional stochastic approximation theories (i.e. Proposition 4.4 in [29]), the updating process described by equation (4.18) converges to \(\bar{Q}\), which is the solution of the equation of the form \((H\bar{Q}) = \bar{Q}\). Due to the difference between the definitions of \((HQ)\) and the aggregated quality function \(Q^*\), the learning algorithm adopting this updating rule is not guaranteed to produce the aggregated

\[97\]
qualities given in equation (4.6).

Q.E.D

Notice that the proof of Proposition 2 does not rely on assumptions A1–A4 made in Section 4.2. This observation shows that the coarse-grained learning algorithm converges even without the four assumptions.

**Proposition 3** By adopting a fixed learning policy \( \pi \) (i.e. the fixed policy learning strategy), the fine-grained learning algorithm converges, provided that the discount rate \( \alpha \) is chosen properly\(^2\) and the learning rate \( \gamma_m \) (as in equation (4.31)) satisfies:

\[
\sum_{m=0}^{\infty} \gamma_m = \infty, \quad \sum_{m=0}^{\infty} \gamma_m^2 < C < \infty
\]

In order to prove Proposition 3, one theoretical result from the stochastic approximation research [65,227] is used. It is presented as Theorem 5.

**Theorem 5** Suppose that the updating rule of a learning algorithm is of the form

\[
\vec{b} \leftarrow \vec{b} + \gamma_m \cdot \left( A \cdot \vec{b} + D + w \right)
\]

where \( w \) is a zero mean noise term, and is independent from one learning iteration to another. \( A \) is a \( N \times N \) matrix. \( D \) is a \( N \)-vector. Here, \( N \) denotes the dimension of vector \( \vec{b} \). The learning rate \( \gamma_m \) satisfies

\[
\sum_{m=0}^{\infty} \gamma_m = \infty, \quad \sum_{m=0}^{\infty} \gamma_m^2 < C < \infty
\]

If the matrix \( A \) is negative definite, the algorithm converges to a vector \( \vec{b}^* \), which is the solution of the equation

\[
A \cdot \vec{b}^* + D = \vec{0}
\]

Relying on Theorem 5, the proof of Proposition 3 is as follows.

**Proof:** Suppose that there are \( N \) fuzzy rules within the fuzzy rule base, and \( \vec{b} \) is a real vector of \( N \) dimensions. Further assume that at most \( N \) domain methods can be performed in order to achieve all the given tasks. At each time when all the tasks conclude, the output vector \( \vec{b} \) is updated according to

\(^2\)The conditions satisfied by the discount rate \( \alpha \) will be clarified during the proof of this Proposition.
\[
\vec{b} \leftarrow \vec{b} + \gamma_t \sum_{i=0}^{N-1} Z_i \cdot d_{S_i, S_{i+1}} \\
= \vec{b} + \gamma_t \sum_{i=0}^{N-1} \left\{ Z_i \cdot \begin{pmatrix} \text{Avg} \\ (S_{i+2}, M_{i+1}, (G_M)_{i+1}) \end{pmatrix} \begin{pmatrix} R(S_i, S_{i+1}) + \alpha \cdot \phi(S_{i+1}, S_{i+2}, M_{i+1}, (G_M)_{i+1})^T \cdot \vec{b} \\ -\phi(S_i, S_{i+1}, M_i, (G_M)_{i})^T \cdot \vec{b} \end{pmatrix} \right\}
\]

Obviously, the updating process determined by the above equation is equivalent to the fine-grained updating rule given in equations (4.31) and (4.32). Making this statement, assumption A3 is implicitly utilized, which implies that for each tuple \((S, S', M, G_M)\) with the fixed system state \(S\), the blocks to which \(S'\) or \(M\) belongs must be different.

Notice that for any tuple \((S, S', M, G_M)\) such that \(S \in B^S\), \(S' \in B^{S'}\), \(M \in B^M\), \(G_M \in I_{sg}\), and \(S \xrightarrow{M} S'\), \(\phi(S, S', M, G_M)\) is identical. Therefore, the average operation presented in equation (4.36) returns the same vector, denoted as \(\tilde{\phi}(S, S', M, G_M)\). \(\tilde{\phi}\) is a function that maps any tuple \((S, S', M, G_M)\) satisfying the same condition above to a single vector. As a result, a more compact representation of the updating process is arrived as in equation (4.37).

\[
\vec{b} \leftarrow \vec{b} + \gamma_t \sum_{i=0}^{N-1} \left\{ Z_i \cdot \begin{pmatrix} \text{Avg} \\ (S_{i+2}, M_{i+1}, (G_M)_{i+1}) \end{pmatrix} \begin{pmatrix} R(S_i, S_{i+1}) + \alpha \cdot \tilde{\phi}(S_{i+1}, S_{i+2}, M_i, (G_M)_{i})^T \cdot \vec{b} \\ -\phi(S_i, S_{i+1}, M_i, (G_M)_{i})^T \cdot \vec{b} \end{pmatrix} \right\}
\]

Defining a matrix \(A\) and a vector \(D\) as

\[
A = E \left\{ \sum_{i=0}^{N-1} Z_i \cdot \left[ \alpha \cdot \tilde{\phi}(S_i, S_{i+1}, M_i, (G_M)_{i})^T - \phi(S_i, S_{i+1}, M_i, (G_M)_{i})^T \right] \right\}
\]

and

\[
D = E \left\{ \sum_{i=0}^{N-1} Z_i \cdot R(S_i, S_{i+1}) \right\}
\]

The updating process given in equation (4.37) is simplified as

\[
\vec{b} \leftarrow \vec{b} + \gamma_t (A \cdot \vec{b} + D + w)
\]

where \(w\) is a zero mean noise term. By utilizing Theorem 5, if the matrix \(A\) is negative definite, then the corresponding fine-grained learning algorithm is convergent. The proposition is consequently proved.

The remaining part of this proof considers the condition under which the matrix \(A\) is negative definite. Particularly,
\[ A = E \left\{ \sum_{i=0}^{N-1} Z_i \cdot \left[ \alpha \cdot \tilde{\phi}(S, S_{i+1}, M, (G_M)_i)^T - \phi(S, S_{i+1}, M, (G_M)_i)^T \right] \right\} \]

\[ = E \left\{ \sum_{i=0}^{N-1} \sum_{m=0}^{i} \left[ (\alpha \lambda)^{i-m} \phi(S_m, S_{m+1}, M_m, (G_M)_m) \right] \right\} \]

\[ = E \left\{ \sum_{i=0}^{\infty} \sum_{m=0}^{i} \left[ (\alpha \lambda)^{i-m} \phi(S_m, S_{m+1}, M_m, (G_M)_m) \right] \right\} \]

The last step takes the convention \( \phi(S, S_{i+1}, M, (G_M)_i) = \tilde{\phi} \) for \( i \geq N \).

Let \( Q_m \) be a diagonal matrix with diagonal entries indicated by \( q_m(S, S', M, G_M) \). For any tuple \((S, S', M, G_M)\), \( q_m(S, S', M, G_M) \) refers to the probability of observing the tuple when the system has undergone state changes \( m \) times. \( Q_m \) is therefore a \( n^2 \cdot |\mathcal{M}| \) dimensional square matrix, where \( n \) is the cardinality of the set \( S \). \( |\mathcal{M}| \) is the cardinality of the set \( \mathcal{M} \).

Define a \( (n^2 \cdot |\mathcal{M}|) \times N \) matrix \( \Phi \). For each tuple \((S, S', M, G_M)\), the row vector \( \phi(S, S', M, G_M)^T \) becomes one separate row of \( \Phi \). Additionally, the \( n^2 \cdot |\mathcal{M}| \) dimensional square matrix \( P \) gives us the transition probabilities among the tuples \((S, S', M, G_M)\). Each entry of \( P, p_{ij} \), indicates the probability of observing the tuple indexed by \( j \) when the tuple indexed by \( i \) has been observed. With these notations, the following two equations, which have been proved in [29], are obtained.

\[ E \left[ \phi(S_m, S_{m+1}, M_m, (G_M)_m) \cdot \phi(S, S_{i+1}, M, (G_M)_i)^T \right] = \Phi^T Q_m P^{i-m} \Phi \]

and

\[ E \left[ \tilde{\phi}(S_m, S_{m+1}, M_m, (G_M)_m) \cdot \phi(S, S_{i+1}, M, (G_M)_i)^T \right] = \Phi^T Q_m P^{i-m} \tilde{\Phi} \]

where the matrix \( \tilde{\Phi} \) is similarly defined as the matrix \( \Phi \). Each row of \( \tilde{\Phi} \) gives the row vector \( \tilde{\phi} \) for a specific tuple \((S, S', M, G_M)\). Using these two equations, matrix \( A \) is further represented as

\[ A = \Phi^T \left[ \sum_{i=0}^{\infty} \sum_{m=0}^{i} \alpha \cdot Q_m \cdot (\alpha \lambda P)^{i-m} \right] \tilde{\Phi} \]

\[ -\Phi^T \left[ \sum_{i=0}^{\infty} \sum_{m=0}^{i} Q_m \cdot (\alpha \lambda P)^{i-m} \right] \Phi \]

\[ = \Phi^T \alpha \cdot \mathcal{Q} \left[ \sum_{i=0}^{\infty} (\alpha \lambda P)^i \right] \tilde{\Phi} - \Phi^T \cdot \mathcal{Q} \cdot \left[ \sum_{i=0}^{\infty} (\alpha \lambda P)^i \right] \Phi \]
where the matrix \( Q \) is defined as

\[
Q = \sum_{i=0}^{\infty} Q_i
\]

Because \( Q_m \) decays exponentially with \( m \) (one property of Markov Process), matrix \( Q \) is finite. It has positive diagonal entries and is positive definite. Since \( \tilde{\Phi} \) is derived from \( \Phi \) through certain average operations (refer to equation (4.36)), a relation between \( \tilde{\Phi} \) and \( \Phi \) is established as

\[
\tilde{\Phi} = \tilde{P} \cdot \Phi
\]

where \( \tilde{P} \) is a \( n^2 \cdot \| M \| \) dimensional square matrix. Since matrix \( P \) is of the same dimension, there exists one matrix \( \tilde{P} \) such that

\[
\tilde{P} = P + P_E
\]

With this equation,

\[
A = \Phi^T Q \left[ \sum_{i=0}^{\infty} \lambda^i (\alpha P)^{i+1} \right] \Phi - \Phi^T Q \left[ \sum_{i=0}^{\infty} (\lambda P)^i \right] \Phi
\]

\[
+ \phi^T Q \left[ \sum_{i=0}^{\infty} (\alpha \lambda P)^i P_E \right] \Phi
\]

\[
= \Phi^T Q \left[ (1 - \lambda) \sum_{i=0}^{\infty} \left( \lambda^i (\alpha P)^{i+1} \right) - I \right] \Phi
\]

\[
+ \alpha \Phi^T Q \left[ \sum_{i=0}^{\infty} (\alpha \lambda P)^i P_E \right] \Phi
\]

\[
= \Phi^T Q (M - I) \Phi + \alpha \Phi^T Q \left[ \sum_{i=0}^{\infty} (\alpha \lambda P)^i P_E \right] \Phi \quad (4.39)
\]

where \( M \) is defined as

\[
M = (1 - \lambda) \cdot \sum_{i=0}^{\infty} \left[ \lambda^i (\alpha P)^{i+1} \right]
\]

As the matrix \( A \) is an \( N \times N \) matrix, denote the vector produced by the product \( A \cdot \tilde{b} \) as \( \tilde{J} \). If \( \tilde{b} \) is the fuzzy rule output vector, \( \tilde{J} \) actually becomes the list representation of the function \( \Delta Q' \). Now consider the multiplication performed on the first term of equation (4.39).
\[ \vec{b}^T \cdot [\phi Q(M - I)\phi] \cdot \vec{b} = \vec{J}^T Q(M - I)\vec{J} \]

Define the vector norm \( \| \cdot \|_Q \) to be

\[ \| \vec{J} \|^2_Q = \vec{J}^T Q \vec{J} \]

According to the research presented in [29],

\[ \| P \vec{J} \|_Q \leq \| \vec{J} \|_Q \]

and

\[ \| P^m \vec{J} \|_Q \leq \| \vec{J} \|_Q, \forall \vec{J}, m \geq 0 \]

Subsequently,

\[
\| M \vec{J} \|_Q \leq (1 - \lambda) \sum_{i=0}^{\infty} \left[ \lambda^i \alpha^{i+1} \| \vec{J} \|_Q \right] = \frac{\alpha(1 - \lambda)}{1 - \alpha \lambda} \| \vec{J} \|_Q \\
\leq \alpha \| \vec{J} \|_Q
\]

With the above inequality,

\[
\vec{J}^T Q(M - I)\vec{J} = \vec{J}^T QM \vec{J} - \vec{J}^T Q\vec{J} \\
= \vec{J}^T Q^{1/2} Q^{1/2} M \vec{J} - \| \vec{J} \|_Q^2 \\
\leq \| Q^{1/2} \vec{J} \|_2 \cdot \| Q^{1/2} M \vec{J} \|_2 - \| \vec{J} \|_Q^2 \\
= \| \vec{J} \|_Q \cdot \| M \vec{J} \|_Q - \| \vec{J} \|_Q^2 \\
\leq \alpha \| \vec{J} \|_Q^2 - \| \vec{J} \|_Q^2 \\
= -(1 - \alpha) \| \vec{J} \|_Q^2
\]

\( \| \cdot \|_2 \) is the Euclidean vector norm. Suppose that the discount rate \( \alpha \leq \alpha^c \), where \( 0 < \alpha^c < 1 \), then for any vector \( \vec{J} \neq \vec{0} \),

\[ \vec{J}^T Q(M - I)\vec{J} \leq -(1 - \alpha^c) \| \vec{J} \|_Q^2 < 0 \]

Consequently, for any \( N \) dimensional vector \( \vec{b} \), \( \vec{b} \neq \vec{0} \),
\[
\vec{b}^T A \vec{b} \leq (\alpha^c - 1)\|\vec{J}\|^2_Q + \alpha \Lambda(\vec{J})
\]

where \(\vec{J} = \Phi \cdot \vec{b}\), function \(\Lambda(\vec{J})\) is defined as

\[
\Lambda(\vec{J}) = \vec{J}^T Q \left[ \sum_{i=0}^{\infty} (\alpha \lambda P)^i P_E \right] \vec{J}
\]

As \(P^i\) decreases to 0 exponentially with \(i\), function \(\Lambda(\vec{J})\) is continuous. For any vector \(\vec{b}\) with bounded vector norm, \(\Lambda(\Phi \vec{b})\) is bounded as well. Suppose that the output vector \(\vec{b}\) adjusted by the fine-grained learning algorithm is bounded within a region \(Re\) (this assumption can be ensured by adopting the trapping function introduced in Section 4.5), there exists correspondingly a discount rate \(\alpha \leq \alpha^c\) such that

\[
\vec{b}^T A \vec{b} \leq (\alpha^c - 1)\|\Phi \vec{b}\|^2_Q + \alpha \cdot \Lambda(\Phi \vec{b}) < 0
\]

From this inequality, it is concluded that by properly choosing the discount rate \(\alpha\), the matrix \(A\) is negative definite for all vectors \(\vec{b}\) within the region \(Re\). Consequently, the fine-grained learning algorithm with fixed learning policy (i.e. the fixed policy learning strategy) is convergent. This ends the proof of Proposition 3. \textbf{Q.E.D}

In the last part of this Section, the fourth theoretical result regarding the fine-grained learning algorithm is presented.

**Proposition 4** The fine-grained learning algorithm, which adopts an updating process governed by equation (4.34), converges, provided that Proposition 3 is valid, the step-weight \(\delta\) is properly selected, and the learning rate \(\gamma_t\) of equation (4.34) satisfies the following conditions:

\[
\sum_{t=0}^{\infty} \gamma_t = \infty, \sum_{t=0}^{\infty} \gamma_t^2 < C < \infty
\]

**Proof:** To simplify the discussion, only the case where the output vector \(\vec{b}\) to be updated by equation (4.31) is within a bounded region around 0 will be considered. Actually, due to the trapping function \(\text{trap}(\cdot)\), the vector \(\vec{b}\), which is produced by equation (4.31) and is outside the bounded region, is re-mapped into the region. Thus, equation (4.34) can be re-written as

\[
\begin{align*}
2\vec{b} &\leftarrow (1 - \gamma_t) \cdot 2\vec{b} + \gamma_t \cdot H(2\vec{b}) \\
2\vec{b} &\leftarrow 2\vec{b} + \gamma_t \cdot H(2\vec{b})
\end{align*}
\]
By utilizing traditional stochastic approximation theories (i.e. Proposition 4.4 in [29]), if \( H(\bullet) \) is a contraction mapping, the corresponding learning algorithm is then convergent. The remaining part of this proof therefore examines the circumstances under which the mapping \( H(\bullet) \) are contractive. Notice that for differed fuzzy rule output vectors \( \vec{b}_1 \) and \( \vec{b}_2 \), the corresponding learning policies are different. This difference leads to varied matrix \( A \) and vector \( D \) of equation (4.38). Denote the specific matrix \( A \) determined by the vector \( \vec{b} \) as \( A_{\vec{b}} \), and \( D_{\vec{b}} \) for vector \( D \) obtained by setting the fuzzy rule output vector as \( \vec{b} \). Additionally, since the vectors \( \vec{b} \) to be updated by the fine-grained learning algorithm are bounded within a pre-defined region (due to the trapping function), \( Re \) is used to denote the set of all possible vectors \( \vec{b} \) that can be processed by the algorithm. Define further \( E_A(\vec{b}_1, \vec{b}_2) \) and \( E_D(\vec{b}_1, \vec{b}_2) \) respectively as

\[
E_A = \| A_{\vec{b}_1} - A_{\vec{b}_2} \|
\]

and

\[
E_D = \| D_{\vec{b}_1} - D_{\vec{b}_2} \|
\]

where \( \| \bullet \| \) is any matrix norm. In order to show that \( H(\bullet) \) is a contractive mapping, for any two vectors \( \vec{b}_1 \) and \( \vec{b}_2 \) of \( Re \), the following inequality must be valid:

\[
\| H(\vec{b}_1) - H(\vec{b}_2) \| < \| \vec{b}_1 - \vec{b}_2 \| \tag{4.40}
\]

According to Theorem 5, suppose that the vectors \( ^2\vec{b}_1 \) and \( ^2\vec{b}_2 \) satisfy the conditions:

\[
A_{\vec{b}_1} \cdot ^2\vec{b}_1 + D_{\vec{b}_1} = \vec{0},
\]

\[
A_{\vec{b}_2} \cdot ^2\vec{b}_2 + D_{\vec{b}_2} = \vec{0}
\]

Inequality (4.40) can be re-written as

\[
\delta \cdot \| ^2\vec{b}_1 - ^2\vec{b}_2 \| < \| \vec{b}_1 - \vec{b}_2 \| \tag{4.41}
\]

Consequently, to show that \( H(\bullet) \) is contractive is to show that inequality (4.41) is valid for all \( \vec{b}_1, \vec{b}_2 \in Re \). Derived from the error bounds on solutions of linear systems [141],

\[
\| ^2\vec{b}_1 - ^2\vec{b}_2 \| \leq X \cdot E_A(\vec{b}_1, \vec{b}_2) + Y \cdot E_D(\vec{b}_1, \vec{b}_2)
\]
where $X$ and $Y$ are two positive numbers. Since both functions $E_A$ and $E_D$ are continuous and bounded for all $\hat{b}_1,\hat{b}_2 \in Re$, there exists a step-weight $\delta$ such that inequality (4.41) is valid. Thus, by choosing a proper $\delta$, the fine-grained learning algorithm under the restricted policy iterations is convergent. Q.E.D

The proof of Proposition 4 suggests that during each learning phase, the updating process of determining the vector $1^{\hat{b}}$ need not to converge. Several updating iterations might suffice. After that, the algorithm proceeds and another learning phase begins. This is due to the fact that the updating rule given in equation (4.34) permits an additional noise term $w$, provided that $H(\bullet)$ is a contractive mapping.

Complementing to this theoretical analysis, which shows that the two learning algorithms are convergent, the experimental studies of the learning algorithms is presented in the next section.

### 4.7 Experimental Evaluation: A multi-agent pathology lab system

The multi-agent pathology lab system introduced in Section 3.5 is used to evaluate the effectiveness of the two learning algorithms. In the implementation, 5 randomly selected samples will be supplied to the lab at each time when the system starts. A distinct task is created for every sample. The overall system performance is measured according to Equation (3.5) and (3.6). Specifically, Table 4.1 summarizes the actual values of those constants used in the evaluation of rewards and the system performance. As shown in Table 4.1, each task failure results in a heavy penalty, highlighting the importance of managing hard system constraints.

<table>
<thead>
<tr>
<th>Str</th>
<th>rDis</th>
<th>pDis</th>
<th>failPenalty</th>
<th>$\alpha^c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.1</td>
<td>2.3</td>
<td>-20</td>
<td>0.95</td>
</tr>
</tbody>
</table>

Table 4.1: Constants used in the evaluation of rewards and the system performance.

To investigate the effectiveness of the two learning algorithms, several experiments have been performed. The first experiment is designed around the coarse-grained learning algorithm for managing hard system constraints. One agent uses the coarse-grained learning algorithm to estimate the actual impact of hard constraints on the qualities of performing various methods. In order to decrease the overall computational complexity, $D_s$ (see Section 4.4) in the implementation contains only one fluent which gives the current number of active tasks (i.e., tasks haven’t concluded). Accordingly, $D'_f$ includes a single fluent which counts the number of active tasks after the execution of the method. $A_f$ also
involves only one fluent. It indicates the satisfaction degree of the method with respect to the hard relations of the corresponding task. Two criteria are used to measure the performance of our learning algorithm, the *failure probability* and the *total reward* obtained. The *failure probability* refers to the probability of task failures during each run of the simulated system, and the total reward is evaluated by simple summations of the rewards incurred. The learning results are shown in Table 4.2. They are obtained by averaging 500 independent evaluations of the learning algorithm.

<table>
<thead>
<tr>
<th>Learning Times</th>
<th>500</th>
<th>1000</th>
<th>2000</th>
<th>3000</th>
<th>4000</th>
<th>5000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Failure Prob.</td>
<td>0.35</td>
<td>0.154</td>
<td>0.104</td>
<td>0.116</td>
<td>0.076</td>
<td>0.054</td>
</tr>
<tr>
<td>Avg. Performance</td>
<td>-36.3</td>
<td>-18.0</td>
<td>-13.3</td>
<td>-14.6</td>
<td>-11.1</td>
<td>-9.06</td>
</tr>
</tbody>
</table>

Table 4.2: The performance of the coarse-grained learning algorithm by one learning agent.

The experiment shows that the learning result converges after 5000 times of learning (Ref. Table 4.2). No more improvement can be achieved afterwards. In addition, the failure probability did not decrease to 0. This is because certain hard relations cannot be strictly satisfied. Notice that this performance result can be further improved if the coarse-grained learning algorithm exploits extra fluents, as the third experiment to be described shortly shows.

The second experiment employs two learning agents. The fluents utilized are identical to the previous experiment. The learning results are stored in the same table and updated simultaneously by the two agents. The data obtained from the experiment is shown in Table 4.3.

<table>
<thead>
<tr>
<th>Learning Times</th>
<th>500</th>
<th>1000</th>
<th>2000</th>
<th>3000</th>
<th>4000</th>
<th>5000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Failure Prob.</td>
<td>0.362</td>
<td>0.206</td>
<td>0.170</td>
<td>0.072</td>
<td>0.056</td>
<td>0.054</td>
</tr>
<tr>
<td>Avg. Performance</td>
<td>-34.8</td>
<td>-20.0</td>
<td>-16.3</td>
<td>-5.41</td>
<td>-3.84</td>
<td>-3.61</td>
</tr>
</tbody>
</table>

Table 4.3: The performance of the coarse-grained learning algorithm for the situation of two learning agents.

Compared with data in Table 4.2, Table 4.3 indicates that the convergence rate of the coarse-grained learning algorithm is around 30% faster than the case of a single learning agent. In addition, due to the concurrent operations of the two agents, the average performance of the learned policies is about 1.8 times higher than the one in the first experiment.

In the third experiment, system performance is further improved by introducing more fluents into the coarse-grained learning algorithm. Specifically, $D_s$ is extended with one additional fluent which gives the information about the ex-
pected processing time that remains in order to conclude all the active tasks. Accordingly, a new fluent is included in $D'_s$, which provides the expected total processing time after the completion of the corresponding method. The experiment is carried out with two learning agents. The obtained results are summarized in Table 4.4.

<table>
<thead>
<tr>
<th>Learning Times</th>
<th>500</th>
<th>1000</th>
<th>2000</th>
<th>3000</th>
<th>4000</th>
<th>5000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Failure Prob.</td>
<td>0.384</td>
<td>0.252</td>
<td>0.204</td>
<td>0.076</td>
<td>0.062</td>
<td>0.054</td>
</tr>
<tr>
<td>Avg. Performance</td>
<td>-37.0</td>
<td>-25.3</td>
<td>-21.2</td>
<td>-6.01</td>
<td>-3.62</td>
<td>-2.51</td>
</tr>
</tbody>
</table>

Table 4.4: The performance of the coarse-grained learning algorithm with an extended fluent set and two learning agents.

Table 4.4 highlights that the system performance can be indeed further improved by introducing extra fluents into the coarse-grained learning algorithm. However, as our third experiment shows, the difference is sometimes not salient enough as compared with the increased computational complexity. The data given in Table 4.2, 4.3, and 4.4 are compared in Figure 4.9.

![Figure 4.9: Performance of the coarse-grained learning algorithm.](image)

To investigate the scalability of the algorithm in terms of the number of learning agents, similar experiments for 3 to 8 agents have been performed. A total of 3 fluents are utilized by the learning algorithm. The learning procedure generally converges more quickly than the cases of 1 and 2 learning agents. The system performance achieved after the learning procedure converges is summarized in Table 4.5, and the changes of performance with respect to the number of learning agents is shown in Figure 4.10.

Table 4.5 and Figure 4.10 show that by employing more learning agents, the system performance is further improved. Nevertheless, no extra performance improvement can be observed after 5 learning agents are used. This is not surprising
Table 4.5: The performance of the coarse-grained learning algorithm with respect to the number of learning agents.

<table>
<thead>
<tr>
<th>Number of Agents</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Failure Prob.</td>
<td>0.056</td>
<td>0.055</td>
<td>0.056</td>
<td>0.054</td>
<td>0.055</td>
<td>0.56</td>
</tr>
<tr>
<td>Avg. Performance</td>
<td>-2.75</td>
<td>-2.61</td>
<td>-2.52</td>
<td>-2.49</td>
<td>-2.51</td>
<td>-2.53</td>
</tr>
</tbody>
</table>

as within the simulated pathology lab, at most 5 pathological samples can be processed concurrently. As a consequence, any system performance improvement cannot be observed since, at any time, only 5 agents can contribute effectively to the production of pathological specimens.

Besides showing that the learning algorithms are effective, the algorithms also appear to be good choices for task-oriented domains. Specifically, the learning results are compared with a genetic algorithms-based learning scheme similar to the one proposed in [34]. Instead of using reinforcement learning methods, this approach uses the genetic algorithms to adjust the fuzzy rules. Within the fuzzy rule base, 40 fuzzy rules are constructed to estimate the aggregated quality function in the presence of only hard system constraints. The preconditions of these rules are taken directly from the fuzzy rules established through the learning results of our first experiment. The outputs of these rules form a vector, which is treated as an individual chromosome of the genetic algorithm. In the implementation of the scheme, 20 chromosomes form a generation. In order to carry out one generation iteration, each of the 20 chromosomes must be evaluated independently. For any chromosome to be evaluated, each fuzzy rule output is first adjusted according to the chromosome. The derived fuzzy rule base is consequently employed by each
agent (2 agents are deployed in the experiment) of the simulated pathology lab system. The system performance observed with this configuration is then treated as the fitness value of that chromosome. In order to ensure that the fitness value does not deviate too much under repeated evaluations of the same chromosome, an average of 50 independently observed system performances is used as the evaluated fitness. Given this brief description of the GA-based scheme, Figure 4.11 shows the average system performance achieved with respect to 50 consecutive generation iterations.

![Figure 4.11: The average system performance achieved for 50 consecutive generation iterations.](image)

As shown in Figure 4.11, it takes around 20 generation iterations before the system performance reaches -5. After that, the performance vibrates constantly around -3.8. The best performance achieved is -3.456 at the 25th generation. This performance is slightly worse than that achieved by the coarse-grained learning algorithm.

Compared with the experiments described previously, at least two major advantages of the learning algorithms can be identified:

1. Since the fitness value evaluated for each chromosome is not deterministic, there is no guarantee that the GA-based scheme converges. In contrast, the learning algorithms can offer certain convergence guarantees as the theoretical analysis (Ref. Section 4.6) has already shown.

2. The computational complexity of the genetic algorithm tends to be significantly higher than that of the learning algorithms. For instance, to reach a system performance of -5, the genetic algorithm requires a total of
20 × 50 × 20 = 20000 independent runs of our simulated pathology lab system. Conversely, to achieve a similar system performance, the coarse-grained learning algorithm requires only 4000 independent simulations. These results suggest that the learning algorithms can be 5 times faster than the GA-based scheme.

This provides a further argument that the algorithms proposed in this Chapter can be efficient learning approaches for agent coordination in task-oriented environments.

Besides investigating the coarse-grained learning algorithm, the last two experiments are performed to evaluate the fine-grained learning algorithm. The fine-grained algorithm is designed to be used in conjunction with the coarse-grained learning algorithm to adjust the output parts of 4 previously given fuzzy rules. Each rule gives an estimation of the expected quality changes, taking into account of the soft relation (Ref. Figure 3.4). The learning results obtained from the second experiment are utilized to facilitate the fine-grained learning process. Figure 4.12 depicts the overall changing process of fuzzy rule outputs when \( \lambda \) is set to 0.3. The experiment is carried out with two learning agents under the fixed policy learning strategy (Ref. Section 4.5).

Figure 4.12: The changing process of the 4 fuzzy rule outputs. The fine-grained learning algorithm takes the fixed policy learning strategy. The horizontal axis denotes the times of learning.

Figure 4.12 shows that the learning algorithm converges after about 10000 times of learning. The convergence rate slightly changes with the variation of \( \lambda \). Basically, a value around 0.5 for \( \lambda \) in the simulated system contributes to
a faster convergence rate and a higher system performance. Table 4.6 gives the experimental data obtained for $\lambda$ equals to 0.3, 0.5, and 0.9 respectively. Although the system performance for these three settings is different, it is evidenced that the fine-grained learning algorithm is effective in managing soft system constraints.

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>Failure Probability</th>
<th>Average Performance Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3</td>
<td>0.054</td>
<td>1.58</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0538</td>
<td>2.31</td>
</tr>
<tr>
<td>0.9</td>
<td>0.054</td>
<td>1.73</td>
</tr>
</tbody>
</table>

Table 4.6: The performance of the fine-grained learning algorithm.

Figure 4.13 shows the performance of the fine-grained learning algorithm under the restricted policy iterations (Ref. Section 4.5). As implemented in this experiment, during each learning phase, the updating procedure determined by equation (4.31) is carried out only once. As indicated in Section 4.6, this treatment would not prevent the algorithm from converging, assuming that $H(\bullet)$ is a contractive mapping. The specific configuration is as follows: $\nu$ and $\kappa$ of the function $\text{trap}^*(\bullet)$ are set to 10 and 15, respectively; the step-weight $\delta$ equals to 0.5; and $\lambda$ takes value 0.5.

Figure 4.13: The changing process of the 4 fuzzy rule outputs. The fine-grained learning algorithm takes the restricted policy iteration learning strategy.

As compared with Figure 4.12, Figure 4.13 shows a much smoother changing process of each fuzzy rule output. This suggests that the corresponding system performances do not undergo drastic changes after incorporating these fuzzy rules into agents’ decision-making procedures. Besides, the algorithm converges after
about 5000 times of learning. This result shows that the restricted policy iteration is more time efficient than the fixed policy learning strategy. Nevertheless, contrary to the expectation when introducing the restricted policy iteration, the improvement of the system performance after the learning process ends is around 1.94. It is lower than that achieved by the fixed policy learning strategy when $\lambda$ equals to 0.5. It seems that the introduction of the step-weight $\delta$, which changes artificially the actual fuzzy rule outputs learned through equation (4.31), should take the blame. However, for some applications, the step-weight $\delta$ is necessary to ensure that the algorithm is convergent. These results indicate that the two learning strategies of the fine-grained learning algorithm are equally important, and they will find their practical use in various application domains.

4.8 Related Work

The agent coordination issues have been originally addressed in the Distributed Artificial Intelligence (DAI) research [35]. Coordination among agents is usually achieved through distributed planning and scheduling techniques [91, 103, 244]. Recently, agent coordination via reinforcement learning has received much research interests [56, 155, 260, 266, 286]. It provides a new way of designing agents in which agents’ interaction experiences are explored without specifying a priori how the requirements are to be satisfied [29]. The success in agent-based reinforcement learning also suggests that learning methods may provide effective, near-optimal solutions to complex planning and decision-making problems under uncertain environments [83, 256]. For example, the Q-learning algorithm has been exploited to coordinate multiple agents controlling elevators [83, 285]. The learning results are stored in a neural network, and the Q-learning algorithm constantly adjusts network’s weights. Different from this approach, the research reported in this Chapter utilizes state aggregation techniques, and the learning algorithms are designed to estimate an aggregated quality function, which is different from typical Q-learning algorithms. Besides, the learning results are provided as a set of fuzzy rules. Adopting the fuzzy rules, agents are capable of handling a variety of system fluents, which take either numerical or symbolic values. The adoption of aggregation techniques enable the two learning algorithms to operate with a potentially huge state space. Compared with using neural networks, the learned rules are also more intuitive to human designers.

Learning based approach, particularly via reinforcement learning, to coordinating agents was reported in [3, 7, 25, 249]. Similar to ours, much of these works is centered around the issue of job and resource allocations among multiple agents [25, 286]. Nevertheless, they differ in both the applied problem domains and
the interaction mechanisms explored. For example, the ACE and AGE algorithms proposed by Weiss have adopted the bidding mechanism to facilitate the overall learning process [286]. On the other hand, in the work of Abul et al., the effects of other agents’ behaviors can only be acquired through self-observations [3]. Although their results are promising, most of works take the information of agents’ dependencies implicitly. Where approximation techniques were used, some approximation structures as adopted (e.g. fuzzy rules) may fail to utilize such important information as agents’ dependencies, and thus the overall system performance suffers. This is the case in [25], which has applied reinforcement learning methods in a grid-world environment. Without considering the relations among the actions of different agents, the decision policy derived directly from the fuzzy rules as given in [25] may lead to uncoordinated behaviors among multiple agents. For example, the agents may concurrently pursue one action, and thus waste their resources and efforts. The downgrading of the overall system performance results.

The importance of exploring coordination-specific information (e.g. the interdependencies among agents) in learning algorithms was noticed in the literature, such as [277]. However, no systematic approach to utilizing that kind of information was proposed. The focus was placed only on specific application domains. Additionally, theoretical analysis of their learning algorithms was not provided.

The two reinforcement learning algorithms proposed in this chapter relies on the FSTS model (see Chapter 3) that models agent coordination as a Decision Theoretical Planning problem (DTP) [36]. DTP in turn roots in the Markov Decision Process (MDP). In recent years, Markov based approach has become a hot topic to model various kinds of agent interactions. Besides reinforcement learning, the literature abounds and presents a variety of system assumptions and solution methods [18, 20, 156, 224, 284, 294]. Several research works that follow the Markov based approach will be introduced in the sequel in order to give a high-level picture of the recent research progress in this field.

In [284], coordinating actions with a single agent is considered. The agent’s behavior is modeled as a Partially Observable Markov Decision Process (POMDP). The research intends to identify good responses to the actions of the agent. The scope and focus is different from the two reinforcement learning algorithms proposed in this chapter. In this chapter, the task-oriented application domain instead of an agent is model as a MDP where multiple agents cooperate with each other in order to finish a given group of tasks. The learning objective is to enhance the inter-agent cooperation by recognizing and utilizing both hard and soft relations. No concepts such as the "best responses" are involved in the research.

The research reported in [224] takes a similar methodology as in [284]. In [224], Rabinovich and Rosenschein extends the applicability of Markov tracking
to cater the situation of more than 2 agents. Each agent estimates the exhibited system dynamics based on its own observational data, choose the joint action, and perform its part in it. To identify a well-fitted joint action, dynamic programming methods are used to solve the MDP recognized. Differing from this research, the two reinforcement learning methods in this chapter seeks to identify joint actions without estimating a MDP in the first place. Meanwhile, structures in tasks are utilized to aggregate system states and domain methods. Through this technique, the two learning algorithms are easily extendable to handle large problem spaces. In comparison, performance issues for dynamic programming are omitted in [224].

In [20], Becker et. al. summarize a series of research work on solving a particular class of Decentralized Markov Decision Processes (DEC-MDP). The research is carried out by Prof. Lesser’s group at University of Massachusetts Amherst. The initial result was published in [19] and the application domain was to control multiple planetary exploration rovers. They assume that the global system state is factorable in which the agents’ transitions are independent. The class consists of independent collaborating agents that are tied together through a structured global reward function. Agents’ decision policies are determined offline by using a so-called Coverage Set Algorithm (CSA), which means that these agents cannot constantly improve their performance during run-time. Focusing on a wider scope of applications that can be categorized as task-oriented domains, the two learning algorithms proposed in this chapter handles the situations where agents’ local states are tightly coupled and one agent can affect other agents’ actions by changing its local state. As clearly stated in [20], except specific types of constraints, general soft and hard relations considered in this chapter may not be covered properly by their model. Another distinct difference lies in the problem solving methodologies. Becker et. al. assume that the system dynamics are known a priori and the agents’ policies are fixed before the system starts operation. In comparison, this chapter assumes that the system dynamics are unknown to agents, who can instead use fine-grained learning algorithms during run-time to constantly improve their coordination decisions.

In another research paper [18], Becker et. al. apply the same problem solving methodology proposed in [19,20] to a different domain. Rather than restricting agents’ local states to be independent, Becker et. al. considers the case when agents’ actions can interact with each other through enable and facilitate relations. In order to achieve this, the global reward function is simplified to become a linear summation of every agent’s local reward. With this assumption, agents are decoupled from the global reward function, which is an essential character in [20]. As a major difference, the reward function considered in chapters 3 and 4 is to evaluate the task completing performance, which is defined globally without
necessarily involving agents’ local rewards.

Other than taking actions, agents can also interact with each other through communication. In [294], Xuan et. al. seek to model communication activities within a MDP framework. In addition to decide which action to perform, agents have to determine when they should exchange information of their local states. The research focused on evaluating the impact of communication to agents’ local decision-making. Our research, however, provides a communication protocol (see Chapter 5) to ensure the availability of the latest global knowledge. Xuan et. al. also take the assumption that the global system state is a combination of agents’ local states. This chapter does not rely on such assumptions.

MDP and reinforcement learning alone may not be capable of handling all types of agent interactions. In [142,156], game theory is explored to solve agent interaction problems. The research objective is to find equilibrium policies between learning agents. In order to achieve this, a quality function that combines every agent’s local activities is used by the learning method. However, due to the curse of dimensionality, the learning problem can easily become highly complicated as the number of agents increases. In order to manage the learning cost incurred during exploration, a bayesian model is used in [56] for optimal exploration in a Multiagent MDP.

4.8.1 Equivalent Approaches

In discussing the related work, it often helps if some statements can be made on a possible equivalence between the related work and the one presented in this Chapter. But the different assumptions (sometimes drastically different) and different models tend to make it difficult to present a pertinent discussion on the “equivalence” issue. Nevertheless, an attempt is made in this Subsection to present one perspective on the “equivalent approaches”.

Under different contexts, the concept of “equivalence” can have varied explanations. For example, consider a DTP problem. If it can be shown that the decision policies derived from the two corresponding aggregated systems are actually the same, the two different partitions of the same system are said to be equivalent [125]. Within the context of this Chapter, however, because most of learning algorithms execute basically similar iterative updating procedures, two learning based coordination approaches are considered equivalent if the system models adopted or domain information utilized by the learning algorithms are identical. With this perspective in mind, two related work reported in the literature will be discussed and shown to be equivalent to the one reported in this Chapter [130,277].

Vengerov et al proposed an adaptive coordination approach to distributed
dynamic load balancing among fuzzy reinforcement learning agents [277]. Agents are designed to work in a distributed dynamic web caching environment which is presented as a grid world. The environment is a task-oriented domain in our context. The overall task is to satisfy all the demands for information located at every grid. Each method in the task takes the responsibility of satisfying the exact demand located at a particular grid. Since such demand can only be satisfied by moving an agent to that grid, the notion of meta-methods is not required. There exists one hard system constraint, that is, no more than one agents can be located at the same node at the same time. In the term of FSTS model, the constraint states that no more than one agent can perform concurrently a same method. There are also soft system constraints. Specifically, when multiple agents are satisfying the demands located at a small area, the rewards they can get will be reduced. In other words, the methods can affect each other in terms of rewards obtained. In the view of FSTS, the fine-grained learning algorithm can achieve the agent coordination in the dynamic web caching application in an equivalent way. Essentially, the two fluents utilized by the learned fuzzy rules in [277] characterize the state blocks $B^S$ and the soft relations $I_{sg}$, respectively. The aggregated quality function they are trying to estimate is consequently of the form $Q^* (B^S, I_{sg})$. It can be seen as a specific instance of a more general type of quality functions, $Q^* (B^S, B^{S'}, B^M, I_{sg})$. From this perspective, it is reasonable to say that the approach as described in [277] serves as an application example of the learning approaches described in this Chapter.

Notice that the concept of the method relations was not clearly identified in [277]. This shortage was amended in [130]. Guestrin et al considered the problem of context specific multiagent coordination and planning with Factored MDPs [130]. In their approach, the relations among various methods to be performed by each agent are represented through coordination graphs. A coordination graph for a set of agents is a directed graph. Its nodes, $V$, correspond to the agents within the system. There is an edge $v_1 \rightarrow v_2$, $v_1, v_2 \in V$, if the methods to be performed by one agent ($v_2$) are relevant to determining the quality of those methods to be performed by another agent ($v_1$). It is interesting to note that in contrast to FSTS, this formalism lacks generality in at least two aspects: (1) The coordination graph can only represent the relations among those methods to be performed at present. The affects of previously performed methods cannot be modeled. The graph is unable to represent hard system constraints, which establish actually a specific work-flow among the various domain methods. (2) In the coordination graph, each node corresponds to an individual agent. This formalism is inflexible in a sense that it stipulates that two methods are related if they are performed respectively by two agents who are connected in the graph
(e.g. $v_1 \rightarrow v_2$). Generally, as is the case in FSTS, the relations among agents are determined by the methods they are performing or have performed.

To be fair, given the exact system transition models, the agent coordination problem was nicely dealt with using linear programming techniques in [130]. In this aspect, it is hard to compare their approaches with the two learning algorithms in this Chapter.

4.9 Summary

In this Chapter, reinforcement learning methods have been explored for coordinating multiple agents in a task-oriented environment. Using the FSTS model, the agent coordination can be boiled down to a decision problem and modeled as a Markov Decision Process (MDP). It enables a DTP approach for agent coordination, where reinforcement learning methods can be appropriately applied.

Two learning algorithms, “coarse-grained” and “fine-grained”, were proposed to address agents’ coordination behavior at two different levels. The “coarse-grained” algorithm operates at one level and tackles hard system constraints, and the “fine-grained” at another level and for soft constraints. This is a separation of concern, as different system constraints impact the satisfaction of system goals at different level and require different way to address. The experiments demonstrated that the two learning algorithms are effective in coordinating multiple agents, and thus in improving the overall system performance. Additionally, as compared with one genetic algorithm-based learning scheme, the two algorithms also appear to be good learning approaches for task-oriented environments.
Chapter 5

A Protocol to Maintain System State Information in a Multi-agent Environment for Effective Learning

5.1 Introduction

In Chapter 4, agent coordination is viewed as a learning problem where reinforcement learning methods (i.e. the coarse-grained and fine-grained learning algorithms) are applicable. Traditionally in a single agent setting, the problem is typically modeled as a Markov Decision Process (MDP). The overall goal of an agent is to learn a policy in order to maximize the long-term performance (e.g. the accumulation of discounted rewards). In a multi-agent setting such as a task-oriented domain, the MDPs are extended to multi-agent MDPs (MAMDPs) to allow concurrent learning of multiple agents [174]. A MAMDP of \( m \) agents is defined as a tuple of the form \( M = (S, A^m, \delta, \gamma^m) \), where \( S \) is a set of potential system states, \( A^m \) is a set of possible actions\(^1\) executable by the \( m \) agents, \( \delta \) is a system transition function, and \( \gamma \) is a set of reward functions for the \( m \) agents.

As described in Chapter 3, a system state is considered as a signal from the environment [260] where the agents reside in and interact with through performing actions. A system state should include those information that satisfies the Markov property. The Markov property states that the next state of a system is determined solely by the current state of the system and actions taken by agents in this state, that is, \( \delta : S \times A^m \rightarrow S \). Since the behavior of a MAS system is determined by the whole group of autonomous agents who act independently and concurrently,

---

\(^1\)Following the terminology of the FSTS model (see Chapter 3), the actions are domain methods to be performed by agents. In this Chapter, to comply with the widely adopted terminology of MDPs, the term action will be used instead.
the current system state and an agent’s discounted reward are not only dependent upon the agent’s own policy, but also affected by policies of other agents. Clearly, in a MAS setting, an agent may only observe the partial system state, and thus the introduction of the MAMDP (and Markov property) poses one severe challenge as to how an agent obtains and maintains the current system state.

The case where an agent only observes the partial system state is modeled as the Partially Observable Markov Decision Process (POMDP) [108]. A POMDP problem is hard to solve even in the situation of a single learning agent. Within a multiagent setting, it was often approached under stringent assumptions [174], but no general theoretical results were reported in this regards. In this chapter, a new approach is proposed to help agents maintain a global view which is consistent with the most updated system state [63]. This approach attempts to ensure the Markov property of a MAS system. A token-ring-based distributed protocol is presented which satisfies three properties. These properties are theoretically analyzed to guarantee a global system view that respects the Markov property.

The two reinforcement learning algorithms presented in Chapter 4 assume the observation of the full system state and agents utilize the token-ring-based protocol to maintain a consistent view of the global system. The effectiveness of the two algorithms demonstrates the significance of the research reported in this Chapter. In the literature, it has been shown that the algorithms that assume the fully observable system states are both easily understandable and theoretically guaranteed to be effective [142,143]. While being devised for providing an effective multi-agent learning environment, the protocols are expected to find their applications in other context where a most updated system-level information of a distributed system is required.

The organization of this Chapter is as follows. Section 5.2 models the behaviors and interactions of agents in a multi-agent system. Section 5.3 proposes all the desirable properties of any protocols designed to maintain a global system view. Built on top of these properties, a token-ring-based protocol is presented in Section 5.4. The effectiveness of the protocol is evaluated in Section 5.5 through experiments in the context of two learning algorithms. Finally, Section 5.6 summarizes this Chapter.

5.2 Multi-agent System Model

In a multiagent system, an agent fulfills its missions by executing actions. When an agent starts or finishes the execution of an action, a corresponding event $e$ is said to be fired. An event $e$ occurs at time $t$ is denoted by a tuple $(e, t)$. Assume that there exists a synchronized global time clock with an adequate resolution
for timestamping events. The history at time $t$, denoted as $h^t$, is defined as\n\n$$\{(e, t') | t' \leq t\}.$$\nThe firing of an event is considered as the result of the decisions made by an agent. It is highly desirable that the agents make their decisions based on the information with the desired Markov property. In other words,

**R1** whenever an event fires, the corresponding agent must have the most updated information of the system state.

A multiagent system $\pi$ at time $t$ is defined as a tuple:

$$\pi^t = (s^t, h^t, \alpha^t), s^t \in S, h^t \in H, \alpha^t \subseteq Agent$$

where $S$ and $H$ refer to a set of all possible system states and a set of all possible system histories respectively. $\alpha^t$ denotes a set of agents active at time $t$ and is a subset of all agents, $Agent$. To simplify the discussion, it is assumed that $\alpha^t$ does not change over time.

The system dynamics of $\pi$ is represented by a predicate $Different(\pi^{t_1}, \pi^{t_2})$ which is defined as follows:

$$Different(\pi^{t_1}, \pi^{t_2}) \leftrightarrow ((s^{t_1} \neq s^{t_2}) \lor (h^{t_1} \neq h^{t_2}) \lor (\alpha^{t_1} \neq \alpha^{t_2}))$$

When the system $\pi$ changes its state, history, or the set of active agents, $Different(\pi^{t_1}, \pi^{t_2})$ becomes true. In fact, as long as an event occurs between $t_1$ and $t_2$, a system $\pi$ at time $t_1$ is by definition different from the system at time $t_2$, that is,

$$Different(\pi^{t_1}, \pi^{t_2}) \leftrightarrow \exists (e, t) \left\{ (e, t) \in h^{t_2}, t_1 \leq t \leq t_2 \right\}$$

Assume that agents who fire events will observe the corresponding system changes. The system state information of agent $a$ at time $t$ is denoted by $(I_s)_a^t$. This information is consistent with the system state at time $t_1$ $(s^{t_1})$, denoted by a predicate $T((I_s)_a^{t_1}, t_1)$, iff $(I_s)_a^t$ uniquely identifies $s^{t_1}$, that is, $(I_s)_a^t \cong s^{t_1}$.

$$T((I_s)_a^{t_1}, t_1) \leftrightarrow (I_s)_a^t \cong s^{t_1}$$

Since an agent is unable to know a priori the future state of the system,

$$T((I_s)_a^{t_1}, t_1) \rightarrow t_1 \leq t$$

Notice that there may be several different time points $(t_1)$ at which the predicate $T((I_s)_a^{t_1}, t_1)$ becomes true, and they form a set:

$$\left\{ t_1 \left| T((I_s)_a^{t_1}, t_1) = true \right\} \right.$$
The function $\text{MaxT} \left( (I_s)_a^t \right)$ returns the latest $t_1$ from the set. Thus, an agent $a$ is said to have the latest system state information at time $t$ if

$$\forall b \in \text{Agent}, \text{MaxT} \left( (I_s)_b^t \right) \leq \text{MaxT} \left( (I_s)_a^t \right)$$

Notice that the latest state information of the system that an agent has may not be the most updated state information of the system, and $(I_s)_a^t$ might not be consistent with the system state at time $t$. That is, $T((I_s)_a^t, t)$ can be false, although agent $a$ has the latest system state information at time $t$.

### 5.3 Desired Properties of the Protocol

This section analyzes the desired properties of a distributed protocol that agents execute in order to satisfy requirement $\textbf{R1}$. While an agent executes the protocol, it requires the cooperation of a number of other agents for its successful completion, and thus the protocol is based on the quorum consensus. A quorum is any such set of agents. The basic idea of quorum consensus is that the agent applies for and acquires the permission of multiple agents in a quorum before it can fire an event [171]. In terms of $\textbf{R1}$, it requires that the quorum only grants the permission to the agent which holds the most updated system state information. As shown in Figure 5.1, a quorum consists of three agents: Agent2, Agent3 and Agent4. Agent1 must make application for approval of Agent2, Agent3, and Agent4 in order to fire an event.

![Figure 5.1: Distributed approach based on a quorum consensus.](image)

Let $\text{Agent}(A)$ denote the agent who makes the application $A$, and $\text{App}$ is a set of all possible applications. Let $\text{Qrm}(A), A \in \text{App}$, denote the quorum for approving the application $A$. Assume the time when the quorum $\text{Qrm}(A)$ approves $A$ is $\text{Time}(A)$, and the set of agents that have approved the application $A$ is $\text{Approve}(A), A \in \text{App}$. $\textbf{R1}$ can be formally stated as follows:
$R1: \ (Qrm(A) \subseteq Approve(A)) \rightarrow T\left(\left(I_s\right)_a^t, t\right)$

As will be proved shortly, the satisfaction of $R1$ is amount to satisfying the following three properties:

1. The quorum approves the application of an agent only if that agent has the latest system state information.

2. When the system starts up, all agents know the initial system state which is believed by each agent as the latest system state information it has at that time.

3. An agent’s system state information evolves over time. In other words, $MaxT\left(\left(I_s\right)_a^t\right)$ is nondecreasing in time $t$.

Let $t_0$ denote the time when system $\pi$ starts up. Let $Bel^t_a, a \in Agent$, denote the set of agents that are believed by agent $a$ at time $t$ to have the latest system state information. The above three properties can be formalized as

1. $A \in App, a = Agent(A), t = Time(A), (Qrm(A) \subseteq Approve(A)) \rightarrow \forall b \in Agent, MaxT\left(\left(I_s\right)_b^t\right) \leq MaxT\left(\left(I_s\right)_a^t\right)$

2. $\forall a \in Agent \left[T\left(\left(I_s\right)_a^{t_0}, t_0\right) = true, Bel^t_a = \alpha^{t_0}\right]$ 

3. $\forall a \in Agent, \forall t_1, t_2, t_1 \leq t_2, MaxT\left(\left(I_s\right)_a^{t_1}\right) \leq MaxT\left(\left(I_s\right)_a^{t_2}\right)$

These three properties induce the satisfaction of requirement $R1$. It is proved as follows.

**Proof:** The satisfaction of requirement $R1$ can be proved by mathematical induction.

**a.** When $t = t_0$, and an application $A \in App$ has been approved by the quorum $Qrm(A)$ at time $t$. That is, $Time(A) = t = t_0, Qrm(A) \subseteq Approve(A), a = Agent(A)$. By property 2, $T\left(\left(I_s\right)_a^{t_0}, t_0\right) = true$. This implies, $(Qrm(A) \subseteq Approve(A)) \rightarrow T\left(\left(I_s\right)_a^t, t\right)$.

Meanwhile, if agent $a$ fires an event at time $t$, at the next time clock, $a$ will still maintain the latest information of the system state.

**b.** When $t > t_0$, and there is no $(e, t_1) \in h^t, t_0 \leq t_1 \leq t$. An application $A \in App$ has been approved by the quorum $Qrm(A)$ at time $t$. $a = Agent(A)$. 
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Since there is no \((e, t) \in h^t, t_0 \leq t_1 \leq t, \text{Different}(\pi^{t_0}, \pi^{t_1}) = false, s^{t_0} = s^t, h^{t_0} = h^t\).

Because \(Time(A) = t\), as \(Qrm(A) \subseteq Approve(A)\), by property 3,

\[MaxT ((I_s)^{t_0}_{a_0}) \geq MaxT ((I_s)^{t_1}_{a_1})\]

As \(s^{t_0} = s^t, h^{t_0} = h^t\), then \(MaxT ((I_s)^{t_0}_{a_0}) = t\). This implies,

\((Qrm(A) \subseteq Approve(A)) \rightarrow T ((I_s)^{t_0}_{a_0}, t)\)

c. Assume that at the time \(t, t > t_0\), there is an application \(A_1, A_1 \in App\), that has been approved by the quorum \(Qrm(A_1)\), and satisfies the condition

\((Qrm(A_1) \subseteq Approve(A_1)) \rightarrow T ((I_s)^{t_1}_{a_1}, t),\)

where \(a_1 = Agent(A_1), t = Time(A_1).\)

d. For another application \(A_2, A_2 \in App\), if \(Qrm(A_2) \subseteq Approve(A_2), Time(A_2) = t_2 > t, a_2 = Agent(A_2)\), and there is no \( (e, t_1) \in h^{t_2}, t \leq t_1 \leq t_2\). By properties 1 and 3,

\[MaxT ((I_s)^{t_2}_{a_2}) \geq MaxT ((I_s)^{t_1}_{a_1})\]

As \(s^t = s^{t_2}, h^t = h^{t_2}\), it is easy to check that

\(MaxT ((I_s)^{t_2}_{a_2}) = t_2\). This implies,

\((Qrm(A_2) \subseteq Approve(A_2)) \rightarrow T ((I_s)^{t_2}_{a_2}, t_2)\)

By mathematical induction, it is therefore proved that the above three properties ensure the satisfaction of requirement \(R1\).

Q.E.D

Properties 2 and 3 can be satisfied trivially. The difficulty in implementing such a protocol is to satisfy property 1. As verified later, property 1 is fulfilled if the following three conditions are ensured.

1.1 The quorum of any two applications must have at least one agent in common.

1.2 An agent \(a\) belongs to the quorum approves the application of agent \(b\) only when agent \(b\)'s system state information is consistent with the system at a time, which is later than that of the agent which \(a\) believes to have the latest state information.

1.3 When an application is approved by the quorum, all agents in the quorum should believe that the agent, who makes the application, has the latest system state information.

Let \(Time_a(A)\), where \(A \in App, a \in Qrm(A)\), denote the time when agent \(a\) approves application \(A\). Let \(Finish(A)\) denote the time when the processing
of application $A$ has been finished (no matter whether it is approved or not). The processing of an application is said finished if all agents involved (the agents belong to the quorum and the agent who makes the application) recognize the result of the application. Finally, let $\text{Start}(A)$ denote the time when application $A$ is made. The three conditions 1.1 – 1.3 are re-written as

1.1 $\forall A, B \in \text{App}, (\text{Qrm}(A) \cap \text{Qrm}(B)) \neq \emptyset$

1.2 If $A \in \text{App}, b = \text{Agent}(A)$, then

$$(a \in \text{Approve}(A)) \rightarrow \forall t', \text{Time}_a(A) \leq t' \leq \text{Finish}(A),$$

$$\text{MaxT} \left((I_s)_{\text{Bel}_a}^{t'}\right) \leq \text{MaxT} \left((I_s)_b^{t'}\right)$$

In fact, we can further regulate that,

$$\forall t'', t' < t'' \leq \text{Finish}(A), b \in \text{Bel}_a^{t''}$$

1.3 If $A \in \text{App}, b = \text{Agent}(A)$, then

$$(\text{Qrm}(A) \subseteq \text{Approve}(A)) \rightarrow \forall a \in \text{Qrm}(A) (t = \text{Time}(A), b \in \text{Bel}_a^t)$$

The following proposition shows that the obedience of conditions 1.1 – 1.3 ensures the satisfaction of property 1.

**Proposition 5** Property 1 is ensured through satisfying conditions 1.1-1.3, assuming that condition 2’ and property 3’ are also satisfied.

In this proposition, property 3’, called the updating property, is an extension of property 3:

a. $\forall a \in \text{Agent}, \forall t_1, t_2, t_1 \leq t_2, \text{MaxT} \left((I_s)_a^{t_1}\right) \leq \text{MaxT} \left((I_s)_a^{t_2}\right)$.  

b. $\text{MaxT} \left((I_s)_a^{t_1}\right) \leq \text{MaxT} \left((I_s)_{\text{Bel}_a}^{t_1}\right)$

c. $\forall a \in \text{Agent}, \forall t_1, t_2, t_1 \leq t_2, \text{MaxT} \left((I_s)_{\text{Bel}_a}^{t_1}\right) \leq \text{MaxT} \left((I_s)_{\text{Bel}_a}^{t_2}\right)$

d. When an agent makes no applications, it will not change its system state information. That is,

$$\forall a \in \text{Agent}, \forall t_1, t_2, t_1 \leq t_2,$$

$$\neg \exists A \left[ (A \in \text{App}) \land (a = \text{Agent}(A), t_s = \text{Start}(A), t_f = \text{Finish}(A)) \land ((t_1 \leq t_s \leq t_2) \lor (t_1 \leq t_f \leq t_2)) \right] \rightarrow ((I_s)_a^{t_1} = (I_s)_a^{t_2})$$
The updating property is very intuitive and can be easily implemented by the protocol. For example, 3'b basically requires that each agent, who belongs to \( Bel_a^t \), should have later information compared with that of agent \( a \).

Condition 2' in Proposition 5, however, is more technical. Its discussion will be postponed until it is exploited in the proof of Proposition refcha-prot-prop1.

**Proof of Proposition 5:**

Proposition 5 will be proved in two steps. In the first step, the case when agent \( a \) belongs to the quorum of an application \( A \) (\( a \in Qrm(A), b = Agent(A) \)) is considered. The second step handles the case when agent \( a \) is outside the quorum.

**Step 1:**
For any agent \( a, A \in App, a \in Qrm(A) \), if \( Qrm(A) \subseteq Approve(A) \), by condition 1.3,

\[
MaxT ((I_s)_b^t) \geq MaxT ((I_s)_{Bel_a}^t)
\]

where \( b = Agent(A), t = Time(A) \). By property 3'b,

\[
MaxT ((I_s)_b^t) \geq MaxT ((I_s)_a^t)
\]

This implies,

\[
\forall a, a \in Qrm(A), (Qrm(A) \subseteq Approve(A)) \rightarrow MaxT ((I_s)_b^t) \geq MaxT ((I_s)_a^t)
\]

**Step 2:**
For any agent \( a, A \in Agent, A \in App, a \notin Qrm(A) \), assume

\[
Qrm(A) \subseteq Approve(A), b = Agent(A), t = Time(A).
\]

The same result as in step 1 will be reached by mathematical induction.

**a.** When \( t = t_0 \), by property 2, \( T ((I_s)_b^{t_0}, t_0) = true \). According to the definition of the function \( MaxT \), and the predicate \( T \),

\[
MaxT ((I_s)_a^{t_0}) = t_0 \leq MaxT ((I_s)_b^{t_0}) = t_0
\]

Because \( t = t_0 \), we obtain

\[
\forall a, a \in Qrm(A), (Qrm(A) \subseteq Approve(A)) \rightarrow MaxT ((I_s)_b^t) \geq MaxT ((I_s)_a^t)
\]

**b.** When \( t > t_0 \), and there is no \((e, t_1) \in h^t, t_0 \leq t_1 \leq t\), similar with the previous discussions,

\[
Different(\pi^{t_0}, \pi^t) = false, s^{t_0} = s^t, h^{t_0} = h^t.
\]

It is easy to verify that \( MaxT ((I_s)_b^t) = t \). As for any agent \( a, A \in Agent, a \notin Qrm(A), MaxT ((I_s)_a^{t_1}) \leq t \). This implies,

\[
(Qrm(A) \subseteq Approve(A)) \rightarrow MaxT ((I_s)_b^t) \geq MaxT ((I_s)_a^t)
\]
c. Assume that every application \( B \), which has been approved before time \( t \), satisfies,
\[
(Qrm(B) \subseteq Approve(B)) \rightarrow \left(\text{MaxT} \left( (I_s)^t_{c} \right) \geq \text{MaxT} \left( (I_s)^t_{d} \right) \right)
\]
where \( c = Agent(B), t' = Time(B), a' \in Agent, t' \leq t \).

d. Assume that there is an agent \( d, d \in Agent, d \notin Qrm(A) \), such that,
\[
\text{MaxT} \left( (I_s)^t_{d} \right) > \text{MaxT} \left( (I_s)^t_{b} \right).
\]
Let \( t_1 = \text{MaxT} \left( (I_s)^t_{d} \right), t_2 = \text{MaxT} \left( (I_s)^t_{b} \right) \), \( t_1 > t_2 \). By the definition of the function \( \text{MaxT} \), and the general assumptions about our system, there exists \( (e, t_3) \in h^{t_1}, t_2 \leq t_3 \leq t_1 \). This implies that there is an application \( B_1 \), which has been approved by the quorum \( Qrm(B_1) \) at time \( t_3 \). That is,
\[
Qrm(B_1) \subseteq Approve(B_1), t_3 = Time(B_1).
\]
By the assumption made in part c and condition 1.3, for every agent \( d_1 \in Qrm(B_1) \),
\[
\text{MaxT} \left( (I_s)^{t_3}_{\text{Bel} d_1} \right) \geq \text{MaxT} \left( (I_s)^{t_3}_{b} \right)
\]
and
\[
\text{MaxT} \left( (I_s)^{t_3}_{\text{Bel} d_1} \right) \geq \text{MaxT} \left( (I_s)^{t_3}_{d} \right)
\]
By condition 1.1, there exists \( d_2 \in Qrm(B_1), d_2 \in Qrm(A) \), such that,
\[
\text{MaxT} \left( (I_s)^{t_3}_{\text{Bel} d_2} \right) \geq \text{MaxT} \left( (I_s)^{t_3}_{b} \right)
\]
and
\[
\text{MaxT} \left( (I_s)^{t_3}_{\text{Bel} d_2} \right) \geq \text{MaxT} \left( (I_s)^{t_3}_{d} \right)
\]
If the assumptions made in part d can induce the existence of an agent \( d' \), \( d' \in Qrm(A), \text{MaxT} \left( (I_s)^{t}_{\text{Bel} d_2} \right) > \text{MaxT} \left( (I_s)^{t}_{d} \right) \), a contradiction is then produced. The induction part of the proof will therefore be verified.

1. According to property 3', if during the time period \( (t_3, t) \), agent \( d \) makes no applications,
\[
\text{MaxT} \left( (I_s)^{t}_{\text{Bel} d_3} \right) \geq \text{MaxT} \left( (I_s)^{t}_{d} \right) > \text{MaxT} \left( (I_s)^{t}_{b} \right)
\]
This implies that \( d_2 \notin Approve(A) \), therefore \( Qrm(A) \supset Approve(A) \). A contradiction occurred.

2. Now consider the case that, during the time period \( (t_3, t) \), agent \( d \) has made an application \( B_2 \) at time \( t_4, t_4 < t \).
If the application $B_2$ has been approved before $t$, $\text{Time}(B_2) = t_5$, $t_5 < t$, there exists $d_4, d_4 \in Q_{rm}(B_2), d_4 \in Q_{rm}(A)$, such that
\[
\begin{align*}
\text{MaxT}\left((I_s)^{t}_{\text{Bet}_{d_4}^{t}}\right) & \geq \text{MaxT}\left((I_s)^{t_5}_{\text{Bet}_{d_4}^{t_5}}\right) \\
= \text{MaxT}\left((I_s)^{t_5}_{d_4}\right) & = \text{MaxT}\left((I_s)^{t_5}_{b}\right) > \text{MaxT}\left((I_s)^{t_5}_{b}\right)
\end{align*}
\]
It therefore leads to $Q_{rm}(A) \succeq \text{Approve}(A)$. A contradiction occurred.

Generally, if $Q_{rm}(B_2) \supset \text{Approve}(B_2)$, $\text{Finish}(B_2) = t_5 < t$, then $\forall d_4 \in Q_{rm}(B_2)$,
\[
\begin{align*}
\text{MaxT}\left((I_s)^{t}_{\text{Bet}_{d_4}^{t}}\right) & \geq \text{MaxT}\left((I_s)^{t_5}_{\text{Bet}_{d_4}^{t_5}}\right) \\
= \text{MaxT}\left((I_s)^{t_5}_{d_4}\right) & = \text{MaxT}\left((I_s)^{t_5}_{b}\right) > \text{MaxT}\left((I_s)^{t_5}_{b}\right)
\end{align*}
\]
For similar reason, it also leads to a contradiction.

If the application $B_2$ has been approved after $t$, $\text{Time}(B_2) = t_5$, $t_5 > t$, in this case, in order to ensure the satisfaction of property 1, condition 2' mentioned previously will be utilized.

**Condition 2’**: for any agent $a, a \in Q_{rm}(A) \land a \in Q_{rm}(B)$, $A, B \in \text{App}$, let $t = \text{Finish}(A)$, if $\text{Start}(B) \leq t \leq \text{Finish}(B)$, then $\text{Time}_a(B) \leq t$.

By condition 2’, there exists an agent $d_5, d_5 \in Q_{rm}(B_2) \land d_5 \in Q_{rm}(A)$, such that $\text{Time}_{d_5}(B_2) < t$. By condition 1.2,
\[
\begin{align*}
\text{MaxT}\left((I_s)^{t}_{d_5}\right) & \geq \text{MaxT}\left((I_s)^{t}_{d_5}\right) > \text{MaxT}\left((I_s)^{t}_{a}\right)
\end{align*}
\]
It implies that $d_5 \notin \text{Approve}(A), Q_{rm}(A) \supset \text{Approve}(A)$. A contradiction occurs. Similar arguments can also be applied to the general case when application $B_2$ is finished after $t$. The corresponding discussion is omitted here. Through the above discussions, it is evident that the assumptions made in part d will always lead to a contradiction. It is therefore concluded that

\[
(Q_{rm}(A) \subseteq \text{Approve}(A)) \rightarrow \text{MaxT}\left((I_s)^{t}_{b}\right) \geq \text{MaxT}\left((I_s)^{t}_{a}\right)
\]
By mathematical induction (from part a to d), Proposition 5 is consequently proved. Q.E.D

In this Section, a total of four properties (properties 1, 2, 3, and 3’) and 4 conditions (conditions 1.1, 1.2, 1.3, and 2’) have been identified. A protocol that satisfies these properties is presented in the next Section.
5.4 A Protocol for Maintaining the System State Information

In this section, a token-ring-based protocol that satisfies the properties and conditions discussed in the previous Section will be presented. The protocol assumes the *quorum* of each application to be all the active agents excluding one that makes the application. This assumption can be inefficient as every agent has to contribute efforts to each application. However, the protocol is both simple to describe and easy to implement, and is presented here for illustration purposes.

The protocol is based on the use of a token ring. All active agents are logically organized in a communicating ring. Each agent has a predefined position in the ring so that every agent knows who its successor is. There is a token that circulates the ring. It is defined as a tuple of \( m \) entries. \( m \) is the number of agents. Specifically, a token \( T_o \) is represented as

\[
\left((e_1, t_1)^1, (e_2, t_2)^2, \ldots, (e_m, t_m)^m\right).
\]

Each entry of the token, \((e_k, t_k)^k\), indicates that an event \( e_k \) has been fired by agent \( k \) at time \( t_k \).

When the system \( \pi \) starts up, a token is allocated to a randomly chosen agent and takes an initial value with each entry being a blank value (NIL). It begins to circulate across the ring. The initial value of the token implies that no agents have fired any events. When an agent wants to fire an event, it waits for token’s arrival. This is the behavior of *making an application* for firing an event. Upon receiving the token, the agent examines the token to identify another agent that has fired the latest event (based on the timestamps in the token), and then updates its own information according to the system state information of that agent. In effect, holding a token is an indication that all agents in the ring grant the permission of firing an event to the agent who holds it. Thereafter, the agent fires an event, stores the event information in the corresponding entry of the token, and passes the token to the next agent (giving its implicit approval to other agents). If the agent does not want to fire an event, it simply passes the token to the next agent in the ring. The token-ring mechanism implements the *quorum consensus*.

The protocol is formalized using the state machine approach [245] as follows:
Protocol of agent $i$.

**Var:**
- $busy \in \text{Boolean}$, initially $false$
- $(I_s)_i$, system state information of agent $i$
- $t$, current system time

**Receive Token:** command \{
(token:  \{(e_1, t_1), (e_2, t_2), \ldots, (e_m, t_m)\})  

\begin{align*}
t & := \text{currentTime()} //\text{synchronized current time.} \\
\text{if } busy = true \text{ then} & \quad \text{Send token to the next agent in the ring.} \text{else if agent } i \text{ does not want to fire an event then} \\
& \quad \text{Send token to the next agent in the ring.} \text{else} \\
& \quad \text{Update } (I_s)_i \text{ by } (I_s)_x, \text{ where } x \text{ refers to the agent} \\
& \quad \text{Fire an event } e_t. \\
& \quad \text{Update the } i\text{th token entry with } (e_t, t)^i \\
& \quad \text{Send token to the next agent in the ring.}
\end{align*}

Notice that the token is the key to the global knowledge about all agents. The agent, who holds the token and has updated its system knowledge, is believed by all agents in the quorum to be the agent that has the latest system state information.

The satisfaction of properties 2 and 3 can be verified trivially. For property 2, it is a direct consequence of the regulation that each entry of the token will be assigned a blank value initially. The satisfaction of property 3 can be shown by the fact that agents will have to update their system state information before firing any event. Consequently, as time passes, they may either obtain a more updated system state information or remain as original. However, neither cases violate property 3.

To satisfy property 1, the token-ring-based protocol is shown instead to satisfy conditions 1.1–1.3, property 3’ and condition 2’. Since the quorum of any application has $|Agent| - 1 \geq |Agent|/2$ agents, condition 1.1 is ensured. Moreover, because any agent holding the token and firing an event is believed by all agents to have the latest system state information, conditions 1.2 and 1.3 are satisfied. Property 3’ also easily holds since an agent’s system knowledge evolves over time (3’a) and will be updated when it fires an event (3’d). In addition, 3’b and 3’c are valid because the agent believed by all agents to have the latest system state information always has the system knowledge that is more updated than other agents.

As the circulation of the token has imposed an explicit order of making applications among agents, there is no possibility of existing more than one on-going applications (applications that have been made but not been finished yet) within the multiagent system. The precondition of condition 2’ is consequently never
valid. From this perspective, the protocol satisfies condition 2’.

By ensuring conditions 1.1–1.3, property 3’ and condition 2’, property 1 is automatically guaranteed (Ref. proposition 1). By satisfying properties 1 – 3, the token-ring-based protocol therefore achieves requirement R1.

5.4.1 Illustration of the Protocol: A Pursuit Game

In order to illustrate the working of the token-ring-based protocol, a well-know pursuit game is considered. This game is also used in an experimental study of protocol’s effectiveness in the next section. The pursuit game has been extensively used as a test case for multiagent reinforcement learning [7, 266]. The learning environment is assumed to be partially observable and agents’ perceptual capabilities are restricted.

In a pursuit game, two types of agents, predator and prey, move concurrently in a grid environment (Figure 5.2). The objective of predators is to catch a prey. They do so by blocking all the possible moving paths of the prey. In Figure 5.2, the four circles in black represent predators. The circle in white denotes a single prey. The predators and prey are modeled as agents, and they are capable of 5 actions, namely, moving up, moving down, moving left, moving right, and staying idle. The rule of game stipulates that two or more agents cannot possess the same block at the same time, and they cannot move out of the grid border either. The right part of Figure 5.2 represents a final state, where the prey is captured as all its four moving paths are blocked by predators.

![Figure 5.2: The pursuit game with two possible states.](image)

In this game, the prey moves randomly, whereas the predators are assumed learning agents and use reinforcement learning algorithms to decide which action to take. The learning algorithms take two alternative inputs: (1) the current system state as shown in Figure 5.2; or (2) the agents’ own observations. With-
out additional help, the predators only have limited perceptual capabilities, that is, they can only see objects (predator or prey) that are at most 2 blocks away (measured in Manhattan distance). Figure 5.3 illustrates the sight of a predator (the shaded area). Using an agent’s own observation as inputs, the learning algorithm is said to work in a partially observable environment without the Markov property.

![Figure 5.3: The sight of a predator agent.](image)

Now let these agents execute the token-ring-based protocol in order to obtain a global system view that respects the Markov property. Four predator agents and one prey agent form a communication ring as in Figure 5.4, and there is a token circulating the ring. An agent must hold the token before it can take an action. The token records the last actions performed by each agent. Assume that the positions of all agents when the game starts are known *a priori* (Property 2). In this setting, the positions of each predator and the prey constitutes a *global system view*, which is constructed by each agent who intends to fire an event and is used by learning algorithms.

Suppose that a pursuit game starts with a system state shown in the left part of Figure 5.4 and Predator1 is assigned a token. Upon receiving the token, Predator1 knows that the game just starts. It performs an action to move down, records the timestamped action into the token, and passes it to Predator2. If Predator2 intends to fire an event, it recognizes from the token that Predator1 performed the latest action, and thus contacts Predator1 to obtain Predator1’s view of the system, i.e., the initial positions of every agent updated with Predator1’s own move. At this point, Predator2 has the most updated system knowledge, and is said *approved* by all agents in the ring to take an action. It takes an action, records
that action into the token, and sends the token to Predator3. The same procedure is repeated each time an agent intends to fire an event. As a consequence, the latest system state information can be found via the token and the most updated system state information is always maintained by one agent in the ring.

This illustration shows that the protocol fulfills properties 1, 2, and 3 (Ref. Section 5.3). Particularly, since each predator is able to update its global system view after receiving the token, its application to fire an event is approvable by all agents in the ring. Property 1 thus holds.

The use of the token-ring-based protocol is under the assumption that the prey would be willing to give out its position information (to be cooperative). This does suggest that the protocol is best suited to cooperative multi-agent environments [62]. In practice, cooperation may not be realizable in a pursuit game described in this Chapter. Nevertheless, since many reinforcement learning techniques are explored and examined in such games to enable predators to more quickly catch the prey [7], as a comparative study, this game has been chosen as the experimental domain. The real purpose is to use this game to evaluate the effectiveness of the token-ring-based protocol as shown in the next section. Notice that, in domains where agents are inherently cooperative, the protocol can be effective tools that may even guarantee the convergence of the corresponding learning algorithms and therefore effectively improve the learning performance [62].

![Figure 5.4: A token ring formed by 4 predators and 1 prey.](image)

### 5.5 Experimental Evaluation

In the experiments described in this Section, agents' perceptual capabilities are restricted as in Figure 5.3, but agents execute the token-ring-based protocol to
obtain a global view. In addition to 1 prey agent and 4 predator agents, the experiment sets up a $7 \times 7$ grid environment. The system performance are measured using the number of moves required for predators to catch the prey. The lower the number, the higher the system performance. Each time when the prey is captured, every predator receives a reward of value 1. The predator receives no rewards (or a reward of value 0) for other actions.

Two different reinforcement learning algorithms are used to train predators: the Q-learning approach [266] and the profit-sharing approach [7]. In the Q-learning approach, the quality function is updated each time when a predator performs an action. Each predator maintains its own quality function and learns independently. The decision policy used during the learning process follows the $\epsilon$-greedy method with the probability $\epsilon = 0.3$ [260]. In the implementation of the Q-learning algorithm, the discounting factor $\alpha = 0.9$ and the learning rate $\gamma = 0.5$. Figure 5.5 shows two learning curves of the required moves to capture the prey agent, one when the algorithm is supported by the protocol and one is not. Each episode in Figure 5.5 represents an individual pursuit game running from a starting state to an end state where the prey agent is captured.

![Figure 5.5: The performance of the Q-learning algorithm both with and without our token-ring protocol.](image-url)

Comparing the two learning curves in Figure 5.5, it is clear that supported by the token-ring-based protocol, the Q-learning algorithm converges more quickly and requires fewer moves to capture the prey. The effectiveness that the protocol brings to the Q-learning algorithm is obvious.
Figure 5.6 compares the system performance after the learning process converges for the cases with and without the protocol. The histograms in Figure 5.6 are obtained by 1000 independent running of the pursuit game. They show that more episodes require less moves to capture the prey agent when the protocol is used. The average number of moves is 67.08. Without the protocol, the number goes up to 234.836. This suggests that predator captures the prey 234.836/67.08 = 3.5 times faster when executing the protocol.

![Histograms of Q-learning algorithm with and without protocol](image)

Figure 5.6: The histograms of the Q-learning algorithm both with and without our token-ring protocol.

Similar experimentation is carried out for the profit-sharing approach [7]. The quality function is updated only when the prey is captured. Each predator agent learns independently and uses the profit-sharing learning algorithm to adjust its decision policy. The discounting ratio of the algorithm is set to 0.5 [7]. Figure 5.7 shows the learning curves when the learning algorithm works both with and without the token-ring-based protocol. In addition, the histograms of the performance of learned policies are depicted in Figure 5.8. When the protocol is utilized, the average number of moves to capture the prey agent is 34.288, and the number changes to 115.044 when without it. These numbers suggest that despite of using the profit-sharing learning algorithm, which does not require the environment to be fully observable, the protocol still effectively improves the system performance to 115.044/34.288 = 3.36 times better. It is also interesting to notice that with the protocol, the Q-learning algorithm outperforms the profit-sharing algorithm when agents learn through their own observations (around 115.044/67.08 = 1.7 times). These experimental results indeed show that the token-ring-based protocol effectively improves the learning performance.

5.6 Summary

In a multi-agent learning context, it is often desirable that the system maintains the Markov property such that the system behavior only depends on the current system state. In this Chapter, a distributed protocol was presented to ensure that
each agent in a system makes their behavioral decisions on the most updated system information. The protocol properties were derived and theoretically analyzed. One token-ring-based protocol was described. The experimental evaluations were conducted for a pursuit game in the context of two learning algorithms. The results show that the protocol is effective and the reinforcement learning algorithms using it perform much better. Besides, the protocol has also been used by the two reinforcement learning algorithms introduced in Chapter 4. The effectiveness of the two algorithms further indicates that the protocol presented in this Chapter can be effective tools that improve the learning and coordination of agents in multi-agent systems.
Chapter 6

Agent Coordination as Dynamic Metabolic Systems: a Biologically-inspired Approach

6.1 Introduction

Coordination in dynamic environments, such as task-oriented domains, is generally approached in either a centralized or a decentralized manner [30]. In the centralized approach, designated coordinator agents are employed to regulate or mediate other agents’ activities [68, 162]. Such approach is sometimes inefficient as it can easily become a performance bottleneck to manage centrally the complex interdependencies among all participating agents [203]. In the distributed or decentralized approach, each agent makes its local coordination decisions based upon the current system dynamics [196]. The decentralized approach is quite robust to unexpected events, while at the same time achieving near-optimal global performance [13, 47, 184, 238]. In Chapters 4 and 5, decentralized coordination approaches based on reinforcement learning methods have been extensively investigated. Without focusing only on this single class of techniques, in this Chapter, a metabolic coordination approach (in fact, this coordination approach can also be used centrally by designated coordinator agents) inspired by biological metabolic systems will be presented [61]. With this approach, the identification of proper coordination decisions is viewed as an adaptive process. A dynamic coordination model is proposed to establish the analogy between task-oriented domain and biological metabolic system, which serves as a good example of effectively coordinated systems.

The basic modeling ideas are derived from the correspondence between task-
oriented domains and metabolic systems. *Tasks* are represented as a *metabolic network* that links multiple biochemical substances under the effect of *enzymes*. Agents’ local operations are represented by enzymes. Agents’ decisions to perform any operations are made in a *stimulus-response* manner [32]. Agent coordination is viewed as a *metabolic regulation process* through which the system dynamics exhibit certain desirable properties. In this metabolic coordination approach, dynamic optimization algorithms are explored to adjust agents’ local decisions (i.e. their response thresholds). The local adjustments are performed to satisfy collectively certain system constraints and obtain expected global performance [28,42].

In AI, the biology metaphor for solving problems has become a hot topic recently [32, 64, 73, 75, 96]. This approach emphasizes distributedness, allowing agents with limited reasoning capabilities to follow simple decision strategies and to collectively form a flexible, efficient, and robust ensemble. More and more researchers are interested in this new exciting way of solving large-scale real-world problems [51,98,246,276]. Inspired by the many successful research works reported in the literature, Chapter 6 seeks to introduce a new biological analogy, which will be used to tackle a complex shop floor controlling problem. The proposed metabolic system model paves the way for a direct application of a run-time adjustment algorithm. Using this algorithm, agents are able to self-tune their behaviors in the direction of improving the global system performance. Comparing with the Genetic Algorithm, which is another bio-inspired heuristic technique, at least two main advantages of the metabolic system approach in the context of shop floor controlling are discernible.

- The metabolic system approach emphasizes the autonomy concept that underpins the agent technology. With this approach, agents take a full control of themselves. The global system behavior is thought to be emergent from agents’ local decisions and interactions. Distributed functioning replaces control, preprogramming, and centralization. On the contrary, genetic algorithm is more ideal for a centralized application where designated coordinator agents are responsible for identifying good decision strategies for other agents.

- In comparison with the genetic algorithm, the metabolic system approach is more computationally efficient from a distributed system point of view. Each agent adjusts its own behaviors, which can be seen equivalent to solving a confined dynamic optimization problem. The computational complexity for each agent to solve the problem is comparatively lower than the process of solving a global optimization problem using the genetic algorithm. In
this sense, the metabolic system approach helps making a more balanced use of the computational resources of all agents. It is worth to note that the benefits brought forward by this distributed approach are provided for free without sacrificing the system performance. As evidenced in the experiment study of this Chapter, the system performance using the two approaches (i.e. the metabolic system approach and the genetic algorithm) is pretty much the same.

In addition to the two advantages listed above, another two potential benefits of using the metabolic system metaphor may also deserve a brief description.

- The metabolic system metaphor presents a simple agent interaction pattern, which is ideal for agents that have only limited reasoning capabilities. Agents in the metabolic system make their local decisions using the so-called response-threshold mechanism, which can be expressed compactly as an easy-to-compute mathematical formula.

- The metabolic system metaphor helps abstracting the global system dynamics in the form of discrete system transition functions. Such functions intend to capture the up-to-date system dynamic information and are utilized explicitly by each agent to adjust its local decisions. This amounts to coordinating agents from a dynamic systems perspective. In the literature, although agent coordination problems are successfully analyzed using the dynamic systems theory [21,94], few mechanisms have been designed to leverage on this opportunity.

The remainder of this Chapter is organized as follows. Section 6.2 summarizes and compares related research. In Section 6.3, the metabolic system model is introduced, and the agent coordination is presented as a metabolic regulation process. Section 6.4 describes our coordination approach in detail followed by experimental evaluations of its effectiveness. The practicality of the proposed coordination approach is assessed in Section 6.5 for a shop floor application. Finally, Section 6.6 concludes this Chapter.

6.2 Related Work

As described in Chapter 2, a lot of work has been done in the context of multi-agent coordination. Experience tells us that there is no solution that suits all situations [104,106]. In order to coordinate agents well, specific domain knowledge should be explored. Even in a well-specified environment, such as a task-oriented domain, different requirements may lead to distinct solutions. For example, in
Internet information gathering applications [204], tasks have complex interdependencies. To facilitate cooperation among different tasks, *top-down* coordination algorithms such as GPGP seem suitable [91]. These techniques assume that agents have strong reasoning capabilities and sophisticated mental states, a practical assumption as information retrieval agents often operate in powerful servers and are supported by scheduling or planning sub-systems [262]. In this chapter, a different situation in task-oriented domains will be considered. Specifically, we seek to coordinate a group of agents serving as controllers in shop floor applications. Agents have limited computation capabilities, which render complex planning or scheduling techniques useless. They must be simple with restricted mental states, normally responding system changes *reactively* [41].

There has been much research into coordinating “shop floor” agents recently. One popular coordination paradigm is that of market systems. In the various market-based approaches, agents represent resources. The assignment of resources to tasks are mediated by bidding procedures. Evidence abounds, indicating that market-based approaches may achieve near-optimal performance [49, 79, 129, 183, 195, 223]. As Walsh *et. al.* shows, in many of these systems, an equilibrium solution is an optimal solution [282]. However, equilibrium solutions may not always exist and finding them could be NP-hard. For many bidding strategies designed out of human intuition, there lacks useful insight (especially theoretical insight) of their success in most applications. The situation becomes even tougher when system behaviors have to respect other manufacturing constraints. In worst cases, as Kempf and Beaumariage show, a distributed shop floor system can exhibit chaotic behavior in the presence of even simple decision policies [158].

Another coordination approach that has been gaining popularity draws largely from biological analogy. This approach emphasizes certain characteristics such as distributedness, direct or indirect interactions, flexibility, and robustness [32]. The number of its successful applications is exponentially growing in last decades [32]. For example, many shop floor scheduling systems are being built from the Ant Colony Optimization (ACO) method of Dorigo *et. al.* [96, 97]. ACO utilizes a population of simple, ant-like agents, interacting indirectly through laying and following pheromone in the solution space, to identify proper schedules [276]. Although a population of agents is involved in solving coordination problems, all solutions are normally built in advance. In essence, only *static* problems rather than *dynamic* problems are considered by this type of approaches. Several attempts of using ACO to solve dynamic coordination problems have been reported [73, 246]. However, they suffer from frequent convergence to undesirable solutions. Compared with these approaches, our coordination approach constantly adapts agents’
local decision policies to the changing environment. The system performance is gradually improved and other manufacturing constraints are also satisfied.

In [270], Theraulaz et. al. present a model for the self-organization and coordination that take place within a colony of wasps. They model the colony’s coordinated allocation of tasks using what they refer to as response thresholds. A wasp agent has a response threshold for each resource it maintains. Based on a wasp’s threshold and the environment stimulus, which is in the form of coming tasks, it may or may not allocate its resources to these tasks. Such interactions between members of the colony and their environment result in dynamic distribution of tasks [72]. In order to achieve good system performance, various strategies have been proposed to adjust wasps’ thresholds. In [33], Bonabeau et. al. adopt a model where thresholds remain fixed over time (thresholds are optimized in advance). But in [75, 269], a threshold for a given task decreases during time periods when that task is performed and increases otherwise. Most of the threshold updating strategies are built from heuristics. There is no clear connection between their function and the system performance. Recently, wasp-like agents have been shown to be of great use in the self-coordination of task assignment in shop floor applications [51,74,75]. For example, Cicirello and Smith designed a wasp agent system for vehicle paintshop booth assignment. Their system is shown to be competitive to the “real-world proven” marked-based truck painting system [194].

Researchers may have good reasons to find biology-inspired coordination approaches appealing [32]: at a time when a system is populated with agents that have limited computation capabilities and mental states, and when the application desires a distributed implementation where agents make coordination decisions by themselves (i.e. not always through a centralized controller or coordinator). From an application perspective, biology serves as a new kind of analogy to comprehend the complexity of multi-agent systems. It provides a competitive approach to the market-based coordination paradigm. In particular, these two types of approaches are often used together in shop floor environments. For example, in [75], wasp agents use response thresholds to decide whether to bid or not to bid based on task type. Campos et. al. use the same mechanism to adjust bid determination rules [51].

Despite of promising results, in many biology-inspired works, such as Cicirello and Smith’s wasp agent system, each task requires an agent to perform one domain operation and all agents are of equal capabilities [75]. This chapter seeks to tackle this limitation and provides a new biological analogy of the shop floor environment, which is based on metabolic systems. The metabolic system model in this Chapter allows several domain operations to be performed by multiple agents.
with different capabilities in order to complete a single task (i.e. tasks have more complicated structures). Our metabolic approach goes beyond the simple analogy by systematically adjusting agents’ thresholds through dynamic optimization algorithms, while only heuristic updating strategies have been adopted by Cicirello and Smith. Although our system implementation provides a distributed adjustment scheme, agents’ thresholds can also be updated centrally by designated coordinator agents. In essence, agents may be organized into several groups and each group is managed by a separate coordinator. In shop floors containing a large amount of agents, this organization may reduce the coordination burden of those agents that work as controllers.

Dealing with complex task structures is not unique to our approach. For example, Walsh and Wellman proposed a task dependency network to model hierarchical tasks in a supply chain [279, 280]. The nodes of the network represent agents and goods. The edges in the network represent input/output relationships between agents and goods. Each agent produces exactly one type of goods with pre-determined manufacturing costs. Agent coordination aims at optimizing the allocation of resources in order to maximize the difference between the sum of consumer value and sum of supplier cost [280]. The problem of finding optimal resource allocations is NP-complete. To avoid this complexity, Walsh and Wellman utilize the market coordination paradigm and a price system to find near optimal solutions [279]. Later development analyzes this market protocol in the context of competitive equilibria and demonstrates its effectiveness [281]. Different from their research, our metabolic system model considers agent coordination within a shop floor, which is treated as a single agent in the task dependency network. Each agent in our model produces multiple types of goods. In addition to improving the system performance, other manufacturing constraints are also respected. Without relying on the existence of competitive equilibria, the metabolic system model is used to provide a high-level description of system dynamics, which is used by agents to adjust their local decisions. It is to be noted that no intention is taken in this Chapter to replace the market coordination paradigm, which has been extensively evaluated in fields like supply chain management. In fact, as a promising direction of future research, our metabolic approach may be used by supply chain agents to improve their decisions in a market environment.

Alternative methods, such as the Markov Decision Process (MDP) [288], have also been used to model shop floor environments. In Chapter 4, we show that a coordination problem modeled with MDP can be solved by reinforcement learning methods. The system performance is evaluated as a weighted summation of the values of a reward function at each system state along the system trajectory [37]. This could become a restrictive requirement when the system behavior is better
evaluated by a non-linear function and when there are other manufacturing constraints to be satisfied. From a theoretical perspective, the two types of models (i.e. dynamic model as our metabolic system and the MDP model) correspond to the two main tools of dynamic optimization: calculus of variations and dynamic programming [42]. Industrial applications, such as the field of optimal system control, favor the former approach as calculus of variations has been more extensively explored with numerous successful applications [42,154,157]. Part of the initiative of this Chapter is to introduce this class of techniques to the field of multi-agent coordination. It is expected that experiences gained from the industrial systems could lead to much more effective and practical coordination solutions. Table 6.1 details further the relationships between the learning approach introduced in Chapter 4 and the dynamic coordination approach introduced in this Chapter.

6.3 Metabolic System Model for Dynamic Agent Coordination

In this section, the biological metabolic system model is introduced to the problem of dynamic agent coordination in shop floor applications. The modeling concepts are presented first, followed by analysis and illustration. Instead of strictly obeying real-life biological facts, the modeling treatment gives enough concepts through which the global system dynamics can be formalized.

6.3.1 Metabolic System Model

In a task-oriented domain, an agent’s activity is to achieve a set of tasks. In shop floor applications, a task is to produce a specific product. It requires one or more cooperative agents to perform multiple manufacturing operations. In order to describe the high-level system dynamics, an analogy between shop floor system and the metabolic system is established through the metabolic system model.

In a nutshell, a metabolic system is a dynamic biochemical reaction and exchange system, and is comprised of numerous biochemical substances spread over all metabolic organs (for convenience, these organs are called agents). Every agent has its own interior repository. It performs continuously three processes in sequence, the absorption, release, and transformation processes. Through the absorption process, exterior biochemical substances are moved into an agent’s interior repository. Conversely, by the release process, those substances contained in the agent are transferred to other agents or to the environment. The transformation procedure takes place within the interior repository and transforms one or several biochemical substances into other substances under the mediation of proper enzymes. An agent’s capability is determined by the types of enzyme it
<table>
<thead>
<tr>
<th>Domain Modeling</th>
<th>Learning Approach</th>
<th>Dynamic Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>System History</td>
<td>Episodic, each episode contains a limited set of tasks</td>
<td>Constantly involving, the number of tasks is unlimited.</td>
</tr>
<tr>
<td>Reward Function</td>
<td>A weighted summation of the values of a reward function at each system state</td>
<td>Any function (e.g. nonlinear) defined over the system states along the system trajectory.</td>
</tr>
<tr>
<td>Global System Constraints (defined over system states)</td>
<td>Not Supported</td>
<td>Supported</td>
</tr>
<tr>
<td>System Transition</td>
<td>Probability approach, the system transition satisfies the Markov property</td>
<td>Dynamic function that models the density changes of biochemical substances for each agent</td>
</tr>
<tr>
<td>System Dynamics</td>
<td>Discrete</td>
<td>Discrete</td>
</tr>
<tr>
<td>Decision Making Mechanism</td>
<td>Fuzzy rules based representation of the quality function</td>
<td>Response threshold mechanism</td>
</tr>
<tr>
<td>Decision Adjustment Mechanism</td>
<td>Reinforcement Learning Algorithm</td>
<td>Dynamic Optimization Algorithm</td>
</tr>
<tr>
<td>Application Summary</td>
<td>Task-oriented domains that are of an episodic nature. The domain methods have intricate inter-relations and the system performance is measured as a linear summation of the performance value at each system state.</td>
<td>Task-oriented domains that are constantly evolving. The domain methods are linked by only hard relations. The global constraints defined over the system states are considered. The system performance is evaluated as a nonlinear function of the system states.</td>
</tr>
</tbody>
</table>

Table 6.1: The Relationship between the Learning Approach and the Dynamic Coordination Approach.

can offer. It makes use of these enzymes to affect and even control the metabolic system.

An enzyme can mediate only one biochemical transformation. To simplify the interactions between agents and their environments, the following assumptions will be taken: (1) only biochemical substances that cannot be produced by any metabolic agents can be absorbed from the environment; (2) only biochemical substances that cannot be further transformed by any metabolic agents can be released to the environment; and (3) biochemical substances that cannot be released to the environment must be absorbed by other metabolic agents upon their release.
Biochemical substances are linked together via various enzymes and constitute a metabolic network [131]. An example metabolic network is depicted in Figure 6.1 in which nodes denote the type of biochemical substances. For instance, CSI1, CSM1, and CSO1 represent three types of biochemical substances. Enzymes E1 and E3 link these substances and appear as labels of the respective arrows. The numbers at both edges of an arrow give the relative ratio of biochemical substances in a transformation. For example, one CSM1 and one CSM2 will be transformed into one CSO1 under the effect of an enzyme E3.

![Figure 6.1: A simple metabolic network.](image)

A metabolic network is used to represent tasks in a shop floor system. Producing a product denoted by either CSO1 or CSO2 is considered as a task. These products are to be manufactured from parts CSI1 and CSI2, which will be immediately transformed into semi-manufactured products CSM1 and CSM2. The manufacturing operations to be performed during this procedure are represented by enzymes that establish the corresponding transformation links and are offered by shop floor agents.

The dynamics of a metabolic system is described through the change of biochemical substances. Suppose that any agent’s interior repository has fixed size. Let \( \bar{x}_i \) be a density vector representing the densities of biochemical substances contained in Agent\( i \). The combined density vector \( \bar{X} \) thus characterizes the current state of a metabolic system.

\[
\bar{X} = (\bar{x}_1, \bar{x}_2, \ldots, \bar{x}_n)^T
\]

where \( n \) is the number of agents in the system. \( \bar{x}_i \) evolve at discrete time steps [167]. The change of \( \bar{x}_i \) between two consecutive time steps is determined by the combination of three functions: the absorption function \( Ab^i(\cdot) \), the transformation function \( Tr^i(\cdot) \), and the release function \( Re^i(\cdot) \). After incorporating the changes, the density vector \( \bar{x}_i \) must remain valid. The summation of all entries of \( \bar{x}_i \) is no more than 1 and every entry of \( \bar{x}_i \) is between 0 and 1. From a system perspective, the three functions \( Ab^i(\cdot) \), \( Tr^i(\cdot) \), and \( Re^i(\cdot) \) form the discrete dynamic model.
of Agent\textsubscript{i}. Knowing each agent’s dynamic model, the global system dynamics are represented by a system function \textit{Sys}(\cdot), which relates the combined density vector \(\vec{X}\) between any two consecutive time steps \(t\) and \(t + 1\) according to

\[
\vec{X}(t + 1) = \text{Sys} \left( \vec{X}(t) \right)
\]

For any agent (Agent\textsubscript{i}), it is convenient to model the release and absorption processes through the \textit{density diffusion} mechanism. This mechanism is represented directly with the following equation

\[
\vec{y}_i(t + 1) = -1 \cdot M_i \times \vec{x}_i(t)
\]

where \(M_i\) is a diagonal matrix with its \(j\)-th diagonal element denoted as \(k^i_j(t)\), \(0 \leq k^i_j(t) \leq 1\). \(k^i_j(t)\) is a \textit{release ratio} at time step \(t\). It is greater than 0 if biochemical substances indexed by \(j\) can be released by Agent\textsubscript{i}. Equation (6.1) establishes a proportional relation between the amount of biochemical substances released and their respective densities. Notice that as \(k^i_j(t)\) can take various values, it is possible that higher density substances may have a lower probability for release/absorption at time step \(t\).

In a metabolic system, an agent has a response threshold for each type of enzymes it can offer. Based on these thresholds and its density vector, which serves as the stimulus, the agent offers a certain amount of enzymes of each type. A lower response threshold for a particular type of enzymes contributes to a higher likelihood of offering more such enzymes for same stimulus. Suppose that Agent\textsubscript{i} is capable of offering \(m\) different types of enzymes, its set of response thresholds is denoted as

\[
\Theta_i = \{ \theta^{E_1}_i, \theta^{E_2}_i, \ldots, \theta^{E_m}_i \}
\]

The corresponding enzyme set is

\[
\mathcal{E} = \{ E_1, E_2, \ldots, E_m \}
\]

\(\theta^{E_j}_i\) is the \textit{response threshold} of Agent\textsubscript{i} for offering enzyme \(E_j\). For any enzyme \(E_j\), there exists a set of vectors, \(V^{E_j}\). Each vector \(\vec{v} \in V^{E_j}\) is of the same dimension as the density vector \(\vec{x}_i\), and all entries of \(\vec{v}\) are nonnegative. \(\vec{v}\) gives a particular source of stimulus for offering \(E_j\). Use the metabolic network in Figure 6.1 as an example, the densities of both CSM\textsubscript{1} and CSM\textsubscript{2} can stimulate Agent\textsubscript{i} to offer enzyme \(E_3\). Therefore, \(V^{E_3}\) contains two members \(\vec{v}_1\) and \(\vec{v}_2\). All entries of \(\vec{v}_1\) are 0 except one entry related to the density of CSM\textsubscript{1}, which equals to 1. \(\vec{v}_2\) takes the same form whereas the entry that takes value 1 is related to the density of CSM\textsubscript{2}. Based on \(V^{E_j}\), the total stimulus for Agent\textsubscript{i} to offer \(E_j\) is defined as
\[ S_{i}^{E_{j}} = \frac{1}{p} \sqrt{\sum_{\vec{u} \in V^{E_{j}}} \left( \frac{1}{\vec{u}^{T} \times \vec{x}_{i}} \right)^{p}} \]  

(6.2)

where \( p \) is a positive integer. Two important facts apply to Equation (6.2). First, for identical \( \vec{x}_{i} \), Equation (6.2) returns a stimulus that is always smaller than

\[ \min \left( \left\{ \vec{u}^{T} \times \vec{x}_{i} \mid \vec{u} \in V^{E_{j}} \right\} \right) \]  

(6.3)

For significantly large \( p \), the difference between Equations (6.2) and (6.3) can be arbitrarily small. In all of our experiments, \( p \) is set to 10. For example, when the densities of \( CSM_{1} \) and \( CSM_{2} \) contained in \( Agent_{i} \) are 0.5 and 0.4 respectively, the difference between \( S_{i}^{E_{j}} \) and 0.4 is only 0.004. In most situations, \( S_{i}^{E_{j}} \) therefore serves as a good approximation of Equation (6.3). Second, the stimulus function is \textit{continuously differentiable} except when \( \vec{u}^{T} \times \vec{x}_{i} = 0 \). In that case, the stimulus is set to zero. Our definition of \( S_{i}^{E_{j}} \) makes agents’ dynamic models differentiable, which is important in order to use dynamic optimization methods such as \textit{calculus of variations} [42]. For any enzyme \( E_{j} \in \mathcal{E} \), the probability for \( Agent_{i} \) to offer \( E_{j} \) is

\[ Pr^{i}(E_{j}) = \frac{I_{j}}{\sum_{I_{k} \in \mathcal{I}_{i}} I_{k}} \]  

(6.4)

There is a one-to-one correspondence between \( I_{k} \in \mathcal{I}_{i} \) and \( E_{k} \in \mathcal{E} \). \( I_{k} \) is evaluated according to the \textit{stimulus response mechanism} for adaptive behaviors [269,290] as

\[ I_{j} = \frac{\left( S_{i}^{E_{j}} \right)^{2}}{\left( S_{i}^{E_{j}} \right)^{2} + \left( \theta_{i}^{E_{j}} \right)^{2}} \]  

(6.5)

The higher the stimulus \( S_{i}^{E_{j}} \), the higher the \( I_{k} \), and therefore the more probable \( Agent_{i} \) will offer enzyme \( E_{j} \). It is easy to see that

\[ \sum_{E_{j} \in \mathcal{E}} Pr(E_{j}) = 1 \]

Suppose that for each transformation involving one \( E_{j} \), \( p \) biochemical substances \( CS_{p} \) are consumed and transformed to \( q \) \( CS_{q} \), the density change of \( CS_{p} \) is

\[-p \cdot k_{i}^{E_{j}}(t) \cdot Pr^{i}(E_{j}) \]

and the density change of \( CS_{q} \) is
where \( k^E_i(t) \) is a reaction factor that measures the efficiency of Agent\(_i\) in performing transformations mediated by \( E_j \) at time step \( t \).

In the metabolic system model, agent coordination is viewed as a metabolic regulation process, through which the system exhibits desirable properties. For many shop floor applications, it is appropriate to represent these properties by a constrained dynamic optimization problem, which is stated as

\[
min (J) = min \left( \Phi \left( \vec{X}(t_0 + N) \right) \right)
\]

subject to

\[
\vec{X}(t + 1) = \text{Sys} \left( \vec{X}(t) \right), \ t \in \{t_0, t_0 + 1, \ldots, t_0 + N - 1\}
\]

and \( g \left( \vec{X}(t_0 + N) \right) \leq 0 \)

where \( J \) is a real-valued performance index. The function \( g(\cdot) \) maps any combined density vector \( \vec{X} \) to another vector of dimension \( g \), and resembles the \( g \) inequality (manufacturing) constraints. The positive integer \( N \) is domain dependent and can take any appropriate values. The time step \( t_0 \) is not fixed and refers to any time step as long as the metabolic system still evolves. The agent coordination is an on-going process, and at each time step the optimization problem given in Equation (6.6) is expected to be solved satisfactorily.

### 6.3.2 A Simple Metabolic System

A metabolic system involving an encounter of two agents is presented in this subsection for demonstration purposes. Each agent is able to perform all transformations given in Figure 6.1. Biochemical substances \( CSI_1 \) and \( CSI_2 \) are provided from the outside, while \( CSO_1 \) and \( CSO_2 \) produced will be released to the environment. \( CSM_1 \) and \( CSM_2 \) are also exchanged between the two agents during each time step (Figure 6.2).

Let

\[
\Theta_1 = \{ \theta_1^{E_1}, \theta_1^{E_2}, \theta_1^{E_3}, \theta_1^{E_4} \} \quad \text{and} \quad \Theta_2 = \{ \theta_2^{E_1}, \theta_2^{E_2}, \theta_2^{E_3}, \theta_2^{E_4} \}
\]

be the set of response thresholds of Agent\(_1\) and Agent\(_2\), respectively. An agent’s dynamic model, particularly the absorption, release, and transformation processes, follows exactly the discussions given in the previous Subsection. Specifically for our simple metabolic system, the density change of biochemical sub-

\[\text{1} \]\(\text{Notice that there is no one-to-one relation between nodes of a metabolic network and shop floor agents. An agent may contain any biochemical substances as determined by applications.}\)
stances, such as $CSM_2$ of $Agent_1$ due to the transformation mediated by $E_4$, is

$$-k_{E_4} \cdot \frac{1}{\sqrt{\left(\frac{2}{Den^1(CSM_1)}\right)^2 + \left(\frac{1}{Den^1(CSM_2)}\right)^2}} \cdot Pr^1(E_4)$$

$Pr^1(E_4)$ is obtained by Equations (6.4) and (6.5). $Den^1(\cdot)$ returns the density of any biochemical substances contained in $Agent_1$. $k_{E_4}$ is a constant. The first two factors stand for the reaction factor $k_{E_4}(t)$ at time step $t$. Because two $CSM_1$ will participate in each transformation mediated by one $E_4$, the number “2” appears in the denominator of the above formula (Ref. Figure 6.1). Thus, the density changes of $CSM_2$ is upper bounded by the minimum of $Den^1(CSM_1)/2$ and $Den^1(CSM_2)$. It is trivial to show that if $0 \leq k_{E_4} < 1$, the resulting density vector $\vec{x}_1$ after applying this transformation process remains valid.

For simplicity, we assume that all $CSO_1$ and $CSO_2$ produced at each time step are released to the environment. For $Agent_1$ (the same applies to $Agent_2$), the density change of $CSI_1$ and $CSI_2$ after the absorption process (the release process is inapplicable) is

$$k_{re} \cdot \frac{Pr^1(E_1)}{Pr^1(E_1) + Pr^1(E_2)} \cdot Fr_1$$

and

$$k_{re} \cdot \frac{Pr^1(E_2)}{Pr^1(E_1) + Pr^1(E_2)} \cdot Fr_1$$

where $Fr_1$ is the free space of $Agent_1$. The first two factors of each formula give the absorption/release ratio at time step $t$. Due to the fraction terms, biochemical substances that are more probable to be transformed will have a higher absorption.
The evaluation of the density change of $CSM_1$ and $CSM_2$ is almost the same except for the interactions between the release and absorption processes. That is, $CSM_1$ or $CSM_2$ released by one agent will be absorbed by the other agent. The details will not be covered further.

Upon determining each agent’s dynamic model, the global system dynamics are consequently obtained in terms of the system function $S_{ys}(\cdot)$. In the following, numerical analysis is performed to understand global system behaviors. In all studies,

$$k^{E_1} = k^{E_2} = k^{E_3} = k^{E_4} = 0.2, k_{re} = 0.3, \text{ and } p = 10$$

for both Agent$_1$ and Agent$_2$. Figure 6.3 shows the dynamics of the metabolic system when the system starts evolving from two varied combined density vectors $(\vec{X} = (\vec{x}_1, \vec{x}_2)^T)$. The two agents use fixed response thresholds as given in Table 6.2.

<table>
<thead>
<tr>
<th>$\theta^{E_1}_1$</th>
<th>$\theta^{E_2}_1$</th>
<th>$\theta^{E_3}_1$</th>
<th>$\theta^{E_4}_1$</th>
<th>$\theta^{E_1}_2$</th>
<th>$\theta^{E_2}_2$</th>
<th>$\theta^{E_3}_2$</th>
<th>$\theta^{E_4}_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>0.001</td>
<td>1.0</td>
<td>1.0</td>
<td>0.2</td>
<td>0.01</td>
<td>1.0</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Table 6.2: Response thresholds taken by Agent$_1$ and Agent$_2$.

Figure 6.3 gives the density change of biochemical substances contained both in Agent$_1$ and Agent$_2$. It indicates that although starting with varied combined density vectors $\vec{X}$, the metabolic system converges to the same fixed point, which is a solution of the equation

$$\vec{X} = S_{ys}(\vec{X})$$

(6.7)

Actually, the modulus of all eigenvalues of the corresponding Jacobian matrix at this fixed point is less than 1 (the largest modulus is around 0.642). By

---

For other modeling parameters, similar system dynamics are observed, as evidenced by numerical analysis.

---
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Lyapunov theorem, this fixed point is stable [95]. For any possible modeling parameters of the metabolic system, there exists at least one internal fixed point. Internal means that all entries of $\vec{X}$ at the fixed point are less than 1. This fact is a direct application of Brouwer’s Fixed Point theorem [198]. It is also straightforward to identify another two fixed points. At one point ($\vec{X}_a$), the densities of $CSM_1$ of both $Agent_1$ and $Agent_2$ are 1, and at the other point ($\vec{X}_b$), the densities of $CSM_2$ of the two agents are 1. In case when the response thresholds are fixed as in Table 6.2, the two fixed points are unstable. Nevertheless, when the responses thresholds take different values, they are capable of becoming stable. Figure 6.4 illustrates such two cases when the system dynamics converge to these two fixed points respectively.

![Figure 6.4: System dynamics that converge to different fixed points.](Image)

Figure 6.4(a) shows the situation when the system dynamics converge to $\vec{X}_a$. This is achieved by letting $\theta_{E1} = \theta_{E2} = 0.2$ while keeping other response thresholds as in Table 6.2. Figure 6.4(b) gives another situation where the fixed point $\vec{X}_b$ becomes attractive, and is obtained by setting $\theta_{E1}$ and $\theta_{E2}$ to 0.001. Based on these numerical results, the dynamics of the metabolic system can be characterized as follows.

- With fixed response thresholds, the system dynamics converge to certain fixed points, which are not altered by starting system evolution under different combined density vectors $\vec{X}$.
- For any configuration of the modeling parameters, the system dynamics possess at least one internal fixed point.
- Not all fixed points of the metabolic system are stable (or attractive). The stability of certain fixed points can be altered by changing agents’ response thresholds.

Instead of analyzing the system behavior under fixed response thresholds, Figure 6.5 shows four different global dynamics when $\theta_{E1}$ and $\theta_{E2}$ change peri-
odically. Again, other response thresholds take values as in Table 6.2. In all the four scenarios, the system evolves initially with the same $\vec{X}$.

Figure 6.5: Four different system dynamics obtained by changing periodically $\theta_1^{E2}$ and $\theta_2^{E2}$.

Let $\pi_i^{E_j}$ denote the periodic changing policy of Agent$_i$ for threshold $\theta_i^{E_j}$. $\pi_i^{E_j}$ is a function of time such that, at any time step $t$, the value of $\theta_i^{E_j}$ equals to $\pi_i^{E_j}(t)$. $\pi_i^{E_j}$ is periodic with a period $T$ in that $\pi_i^{E_j}(t) = \pi_i^{E_j}(t + T)$. Figures 6.5(a) and 6.5(b) are obtained when $\theta_1^{E2}$ and $\theta_2^{E2}$ follow fixed periodic changing policies. Figure 6.5(c) and 6.5(d) further indicate that much more complicated system dynamics can be exhibited by adopting varied periodic changing policies at different stages of the system evolution. They suggest that the metabolic system is able to satisfy a wide range of dynamical requirements by choosing properly each $\pi_i^{E_j}$.

6.4 Agent Coordination through Dynamic Optimization

The metabolic coordination approach is developed out of Dynamic Optimization algorithms (i.e. calculus of variations) [42]. It enables agents to systematically adjust (update) their response thresholds based on the environment feedback. The following distinguishing features can be identified as compared with conventional dynamic optimization approaches:
The metabolic coordination approach enables agents to satisfy a system of inequality constraints, whereas only equality constraints are normally considered by dynamic optimization algorithms [42].

In the metabolic approach, the optimization effort continues throughout the whole time period of the system evolution. Periodically, a separate optimization process is carried out to improve the system dynamics, and a memory-based updating mechanism is proposed to effectively utilize each $\pi_i^{E_j}$ identified previously. On the contrary, traditional dynamic optimization algorithms focus on systems that evolve from certain $\vec{X}$ for only a limited time period, and provide no guarantees regarding to long term system performance.

6.4.1 Agent Coordination through Dynamic Local Adjustment

Agent coordination in a metabolic system is achieved by requiring each agent to perform iteratively a local adjustment process. The major steps within each iteration are depicted in Figure 6.6, which cover totally $\tau_1 + \tau_2$ time steps. During this time period, each response threshold $\theta_i^{E_j}$ takes its value according to predetermined policies $\pi_i^{E_j}$. The policies adopted between consecutive iterations are adjusted by following sequentially four separate steps, namely, the exploration, evaluation, update, and extraction processes. The first three of them determine essentially the adjustment of an agent’s response thresholds.

Repeat (for each iteration of the local adjustment process)

1. Get changing policies $\pi$ from the policy repository.
2. Explore the system dynamics across $\tau_1 + \tau_2$ time steps.
3. Evaluate $\Phi(\cdot)$ for the last $\tau_2$ time steps.
4. Update $\theta$ values among the first $\tau_1$ time steps.
5. Extract new changing policies from the modified response threshold values $\theta'$.
6. Store the identified policies into the policy repository.

End current iteration and Begin next iteration

Figure 6.6: Major steps of the local adjustment process.

The exploration process explores the global dynamics by evolving the system across $\tau_1 + \tau_2$ time steps. The system behavior during this time period is represented in the form of the following two lists:
The state list: \[ \{ \tilde{X}(t), \cdots, \tilde{X}(t + \tau_1 - 1), \tilde{X}(t + \tau_1), \cdots, \tilde{X}(t + \tau_1 + \tau_2 - 1) \} \]

and the response threshold list: \[ \{ \tilde{\Theta}(t), \cdots, \tilde{\Theta}(t + \tau_1 - 1), \tilde{\Theta}(t + \tau_1), \cdots, \tilde{\Theta}(t + \tau_1 + \tau_2 - 1) \} \]

where \( \tilde{\Theta}(t) \) is a vector that combines all the local response thresholds of each agent at time step \( t \). Each list is comprised of two parts, \( Part_A \) and \( Part_B \). \( Part_A \) contains the first \( \tau_1 \) elements of the respective list. It is used to adjust agents’ response thresholds. \( Part_B \) contains the rest \( \tau_2 \) elements and is used for evaluating the system performance. The performance index \( J \) and the inequality constraints \( g(\cdot) \) originally defined in Equation (6.6) are extended to another two functions \( \varphi(\cdot) \) and \( \Psi(\cdot) \) respectively. \( \varphi(\cdot) \) is the performance index used by the local adjustment process and is defined as

\[
\varphi \left( \tilde{X}(t + \tau_1), \cdots, \tilde{X}(t + \tau_1 + \tau_2 - 1) \right) = \frac{1}{2} \cdot \left( \sum_{i=0}^{\tau_2-1} \Phi \left( \tilde{X}(t + \tau_1 + i) \right) \right)
\]

\( \Psi(\cdot) \) represents the \( g \) inequality constraints and is constructed in exactly the same way as \( \varphi(\cdot) \).

\[
\Psi \left( \tilde{X}(t + \tau_1), \cdots, \tilde{X}(t + \tau_1 + \tau_2 - 1) \right) = \frac{1}{2} \cdot \left( \sum_{i=0}^{\tau_2-1} g \left( \tilde{X}(t + \tau_1 + i) \right) \right)
\]

The local adjustment focuses primarily on the satisfaction of the \( g \) inequality constraints. When these constraints are satisfied, the performance index is further optimized. To highlight unsatisfied constraints, another function \( \Psi^+(\cdot) \) is introduced, which is defined as

\[
\Psi^+ \left( \tilde{X}(t + \tau_1), \cdots, \tilde{X}(t + \tau_1 + \tau_2 - 1) \right) = \max \left( \Psi \left( \tilde{X}(t + \tau_1), \cdots, \tilde{X}(t + \tau_1 + \tau_2 - 1) \right), 0 \right)
\]

Each entry of a vector returned by \( \Psi^+(\cdot) \) takes the maximum between 0 and the corresponding entry of the vector returned by \( \Psi(\cdot) \). As a result, any entry that equals to 0 indicates that the respective inequality constraint is satisfied. A trimmed inequality function \( \hat{\Psi}(\cdot) \) is further defined as

\[
\hat{\Psi} \left( \tilde{X}(t + \tau_1), \cdots, \tilde{X}(t + \tau_1 + \tau_2 - 1) \right) = \left( \Psi^+_{k_1}(\cdot), \cdots, \Psi^+_{k_l}(\cdot) \right)^T
\]

where \( \Psi^+_{k_1} > 0, \cdots, \Psi^+_{k_l}(\cdot) > 0 \). \( \Psi^+_{k_i}(\cdot) \) denotes the \( k_i \)-th entry of the vector returned by \( \Psi^+(\cdot) \).

The vector returned by \( \hat{\Psi}(\cdot) \) only involves the positive entries of the vector returned by \( \Psi^+(\cdot) \). In case when all entries of \( \Psi^+(\cdot) \) are 0, \( \hat{\Psi}(\cdot) \) returns 0 as well, indicating that all inequality constraints are satisfied. \( \hat{\Psi}(\cdot) \) is continuously differentiable provided that \( g(\cdot) \) holds the same property.

In order to describe the adjustment \( Agent_i \) applies on its response thresholds between \( t \) and \( t + \tau_1 - 1 \), a vector \( \tilde{\theta}_i \) is introduced, which is of dimension \( m \cdot \tau_1 \),
Agent local update process system performance, the ensure that the local adjustment is under the direction of improving the global response threshold of Agent for offering enzyme at time step . To ensure that the local adjustment is under the direction of improving the global system performance, the local update process (Ref. Figure 6.6) performed by Agent during each iteration is to find a small change of the response thresholds, , as

\[
(\Delta \theta_i^{E_1}(t), \cdots, \Delta \theta_i^{E_m}(t), \cdots, \Delta \theta_i^{E_1}(t + \tau_1 - 1), \cdots, \Delta \theta_i^{E_m}(t + \tau_1 - 1))^T
\]

such that

- optimizes a linear approximation of the performance function subject to a quadratic penalty on .
- satisfies a group of equality constraints, which are in the form of linear approximations of the inequality constraints represented by .

Taking into consideration both of the requirements, leads the system dynamics towards a local optimum if one exists while at the same time satisfying the inequality constraints. In order to identify such a , two matrices and are required. measures the sensitivity of with respect to . It has dimension and is defined as

\[
\left(\frac{\partial \varphi(\cdot)}{\partial \theta_i^{E_1}(t)}, \cdots, \frac{\partial \varphi(\cdot)}{\partial \theta_i^{E_m}(t)}, \cdots, \frac{\partial \varphi(\cdot)}{\partial \theta_i^{E_m}(t + \tau_1 - 1)}\right)
\]

quantifies the sensitivity of unsatisfied inequality constraints with regard to . It is of dimension , where is the number of unsatisfied inequality constraints, .

\[
\hat{\Psi}_{\bar{\theta}_i} = \begin{pmatrix}
\frac{\partial \hat{\Psi}_1(\cdot)}{\partial \theta_i^{E_1}(t)} & \cdots & \frac{\partial \hat{\Psi}_1(\cdot)}{\partial \theta_i^{E_m}(t + \tau_1 - 1)} \\
\vdots & \ddots & \vdots \\
\frac{\partial \hat{\Psi}_l(\cdot)}{\partial \theta_i^{E_1}(t)} & \cdots & \frac{\partial \hat{\Psi}_l(\cdot)}{\partial \theta_i^{E_m}(t + \tau_1 - 1)}
\end{pmatrix}
\]

\(\hat{\Psi}_i(\cdot)\) denotes the -th entry of the vector returned by . With the two matrices, is regarded as a solution of an optimization problem, which is to minimize a function such that

\[
\min (\Delta \varphi(\cdot)) = \varphi_{\bar{\theta}_i} \times \Delta \bar{\theta}_i + \frac{\Delta \bar{\theta}_i^T \times \Delta \bar{\theta}_i}{2 \cdot k}
\]

subject to a group of equality constraints,
\[ \hat{\Psi}_{\tilde{\theta}_i} \times \Delta \tilde{\theta}_i = -\eta \cdot \hat{\Psi}(\cdot) \]  

(6.9)

where \( k \) and \( \eta \) are two positive real numbers. If \( \hat{\Psi}(\cdot) \) is linear with respect to \( \tilde{\theta}_i \), one step of adjustment by \( \Delta \tilde{\theta}_i \) will make the system dynamics satisfy all the currently unsatisfied inequality constraints, provided that the metabolic system starts evolving from \( \tilde{X}(t) \). In other words, by choosing a proper \( \eta \) (e.g. \( \eta \geq 1 \)), \( \Delta \tilde{\theta}_i \), which satisfies the above equality constraints, will lead the system dynamics towards the satisfaction of the \( g \) inequality constraints.

To solve the optimization problem as defined in Equation (6.8) and (6.9), a Lagrangian function is formed by adjoining the constraint part with a Lagrange multiplier vector \( \lambda \).

\[ \Delta J = \varphi_{\tilde{\theta}_i} \times \Delta \tilde{\theta}_i + \frac{\Delta \tilde{\theta}_i^T \times \Delta \tilde{\theta}_i}{2 \cdot k} + \lambda^T \times \left( \hat{\Psi}_{\tilde{\theta}_i} \times \Delta \tilde{\theta}_i + \eta \cdot \hat{\Psi}(\cdot) \right) \]  

(6.10)

Take the differential of \( \Delta J \) with respect to \( \Delta \tilde{\theta}_i \) and assume that \( d(\Delta J) = 0 \),

\[ \varphi_{\tilde{\theta}_i} + \frac{\Delta \tilde{\theta}_i^T}{k} + \lambda^T \times \hat{\Psi}_{\tilde{\theta}_i} = 0 \]  

(6.11)

Solve Equation (6.11) with regard to \( \Delta \tilde{\theta}_i \)

\[ \Delta \tilde{\theta}_i^T = -k \cdot \left( \varphi_{\tilde{\theta}_i} + \lambda^T \cdot \hat{\Psi}_{\tilde{\theta}_i} \right) \]  

(6.12)

Substitute Equation (6.12) into Equation (6.9),

\[ -k \cdot \hat{\Psi}_{\tilde{\theta}_i} \times \varphi_{\tilde{\theta}_i} T - k \cdot \hat{\Psi}_{\tilde{\theta}_i} \times \hat{\Psi}_{\tilde{\theta}_i}^T \times \lambda^T + \eta \cdot \hat{\Psi} = 0 \]  

(6.13)

Solve this equation concerning \( \lambda \)

\[ \lambda = -Q^{-1} \times \hat{\Psi}_{\tilde{\theta}_i} \times \varphi_{\tilde{\theta}_i} + \frac{\eta}{k} \cdot Q^{-1} \times \hat{\Psi} \]  

(6.14)

where \( Q = \hat{\Psi}_{\tilde{\theta}_i} \times \hat{\Psi}_{\tilde{\theta}_i}^T \). Substituting Equation (6.12) into (6.14), the desired local adjustment \( \Delta \tilde{\theta}_i \) is obtained as

\[ \Delta \tilde{\theta}_i = -\eta \cdot \hat{\Psi}_{\tilde{\theta}_i}^* \times \hat{\Psi} - k \cdot H_{\tilde{\theta}_i}^T \]  

(6.15)

where \( \hat{\Psi}_{\tilde{\theta}_i}^* = \hat{\Psi}_{\tilde{\theta}_i} \times Q^{-1} \) and \( H_{\tilde{\theta}_i} = \varphi_{\tilde{\theta}_i} \times \hat{\Psi}_{\tilde{\theta}_i}^* \).

To focus on the satisfaction of the \( g \) inequality constraints, \( k \) in Equation (6.15) approaches to 0 when many constraints are significantly violated, that is, the modulus of the vector returned by \( \hat{\Psi}(\cdot) \), \( ||\hat{\Psi}(\cdot)|| \), exceeds certain positive number \( \delta \). On the other hand, when all inequality constraints are satisfied or at the brink of satisfaction, \( k \) is increased to a larger value in order to optimize the
performance index $J$. After determining $\Delta \vec{\theta}_i$, the response thresholds taken by Agent$_i$ between time steps $t$ and $t + \tau_1 - 1$ are updated accordingly to obtain

$$\vec{\theta}^*_i = \vec{\theta}_i + \Delta \vec{\theta}_i$$

Although $\vec{\theta}_i$ is derived from periodic changing policies, the updated response thresholds $\vec{\theta}^*_i$ may not be periodic any more. In order to identify a new policy $\pi^{E_j}_i$ for each $\theta^{E_j}_i$ based on $\vec{\theta}^*_i$, the policy extraction process is performed right after the update process. For a vector of threshold values between $t$ and $t + \tau_1 - 1$,

$$\vec{\theta}^{E_j}_i = \left( \theta^{E_j}_i(t), \theta^{E_j}_i(t + 1), \cdots, \theta^{E_j}_i(t + \tau_1 - 1) \right)^T$$

The objective of the policy extraction process is to find a periodic policy $\pi^{E_j}_i$ with period $T$, such that the distance between $\vec{\theta}^{E_j}_i$ and the vector

$$\vec{\pi}^{E_j}_i = \left( \pi^{E_j}_i(t), \pi^{E_j}_i(t + 1), \cdots, \pi^{E_j}_i(t + \tau_1 - 1) \right)^T$$

is minimized. The distance between $\vec{\theta}^{E_j}_i$ and $\vec{\pi}^{E_j}_i$ is defined as

$$\langle \vec{\theta}^{E_j}_i, \vec{\pi}^{E_j}_i \rangle = \sqrt{\sum_{k=0}^{\tau_1-1} \left( \theta^{E_j}_i(t + k) - \pi^{E_j}_i(t + k) \right)^2} \quad (6.16)$$

To restrict the range of policies considered, an upper bound on the acceptable period of any policies, $T^{Upp}$, is imposed. All policies identified by the policy extraction process will have a period $T \leq T^{Upp}$. The acceptable policies that minimize Equation (6.16) can be identified easily and are considered as the best approximation of $\vec{\theta}^*_i$. Clearly, when $T^{Upp} = \tau_1$, the policy extraction process has no effects on the threshold values $\vec{\theta}^*_i$ obtained previously. The extraction process is used for two main reasons:

- Representing policies periodically can save system memory. Instead of remembering threshold values at each time step between $t$ and $t + \tau_1 - 1$, the threshold values within a single period will be stored. This is especially useful when shop floor agents have limited memory space.

- By averaging out the difference of $\theta^{E_j}_i$ at separate time steps, the policy extraction process helps filter out inappropriate adjustment ($\Delta \theta^{E_j}_i$) due to numerical calculation errors or inaccurate modeling parameters. When system dynamics are far-from satisfaction, $\vec{\theta}^*_i$ may change abruptly between consecutive iterations (Ref. Figure 6.6). As a result, use $\vec{\theta}^*_i$ directly may result in rather poor system performance. Therefore, a conservative approach using the policy extraction process is taken in our approach to ensure that the performance will not become too low as the system evolves.
For each $\theta^E_j$ of $Agent_i$, the policy extraction process produces a policy $\pi^E_j$ to be stored in $Agent_i$'s policy repository (Ref. Figure 6.6). Any $\pi^E_j$ in the repository serves two purposes. First, if the combined density vector $\vec{X}(t + \tau_1 + \tau_2 - 1)$ has never been encountered previously, $\pi^E_j$ will be directly used by $Agent_i$ as the policy of $\theta^E_j$ during the next iteration. Second, when the combined density vector $\vec{X}(t)$ is re-encountered at a future iteration ($Iteration_A$), $\pi^E_j$ will be utilized to identify a new policy to be used during that iteration. Suppose that the policy of $\theta^E_j$ identified before $Iteration_A$ is $\pi^E_j$, then the policy to be used during $Iteration_A$ is

$$\pi^E_j(t) = (1 - \alpha) \cdot \pi^E_j(t) + \alpha \cdot \pi^E_j(t)$$

where $\alpha$ is nonnegative and less than 1.

### 6.4.2 Numerical Evaluation with a Simple Metabolic System

The metabolic system introduced in subsection 6.3.2 is used to evaluate the effectiveness of the local adjustment approach. In order to reduce the computational complexity, only response thresholds related to enzyme $E_2$ ($\theta^E_1$ and $\theta^E_2$) will be adjusted locally by the two agents, $Agent_1$ and $Agent_2$. Other response thresholds are all set to 1. In the first experiment, the performance index $J$ is kept constant in order to examine whether the local adjustment approach can lead the system dynamics towards the satisfaction of 8 inequality constraints, which are

$$0.3 \leq Den^1(CSM_1) \leq 0.4, \quad 0.3 \leq Den^1(CSM_2) \leq 0.4,$$

$$0.3 \leq Den^2(CSM_1) \leq 0.4, \quad 0.3 \leq Den^2(CSM_2) \leq 0.4.$$

Each of the 4 inequalities represents two inequality constraints. In the experiment, every iteration of the local adjustment process spans 23 time steps, among which the number of time steps used for adjustment ($\tau_1$) equals to 20, and the number of time steps used for system evaluation ($\tau_2$) equals to 3. As shown in Figure 6.7, the global system dynamics are able to converge towards certain restricted region which satisfies the 8 inequality constraints, provided that $T^{Upp}$ is reasonably small. This is the case when $T^{Upp}$ equals to 1, 2, 3, 4, or 5. When $T^{Upp}$ keeps increasing and reaches 10, the local adjustment becomes unstable and the given inequality constraints cannot be satisfied anymore. Figure 6.8 further shows that, when $T^{Upp} = 3$, the metabolic coordination approach enjoys good stability and is effective with regard to arbitrary $\vec{X}$ from which the system evolves.

The second experiment indicates that with different $\tau_2$, the metabolic system is able to exhibit varied dynamics as well. In the experiment, $\tau_1 = 20, T^{Upp} = 5$. Figure 6.9 shows that as $\tau_2$ keeps increasing, the system dynamics become more
and more vibrant. When $\tau_2$ reaches 20, the densities of $CSM_1$ and $CSM_2$ of the two agents fail to converge to any restricted regions where the 8 inequality constraints (the same as used in the first experiment) can be satisfied. To respect this observation, $\tau_2$ is set to 1 in the shop floor system to be described in the next section.

The effectiveness of the memory-based updating mechanism is evaluated in the third experiment, where agents utilize their policy repositories as stated in Figure 6.6. The 8 inequality constraints used by this experiment are
Figure 6.9: The global system dynamics under varied $\tau_2$.

\[ 0.2 \leq Den^1(CSM_1) \leq 0.3, \ 0.5 \leq Den^1(CSM_2) \leq 0.6, \]
\[ 0.2 \leq Den^2(CSM_1) \leq 0.3, \ 0.5 \leq Den^2(CSM_2) \leq 0.6. \]

As policies stored in the policy repository have already undergone a series of local adjustments, they are more likely to satisfy the given inequality constraints. As a result, when the system starts evolving from similar $\vec{X}$, the system dynamics might be different and should converge more quickly as the repetition continues. This fact can be seen from the four different system dynamics shown in Figure 6.10.

All experiment results depicted in Figure 6.10 are obtained when $T^{Upp} = 5$, $\tau_2 = 5$, and $\alpha = 0.3$. As shown in Figure 6.10, when the system starts evolving from the same $\vec{X}$ for 10 times (the 10-th repetition), it takes only 1 overshoot (see the density changes of $CSM_2$ of the two agents) for the metabolic system to converge. In comparison, the system experiences 5 ups and downs before convergence during the first repetition (i.e. when the policy repository is empty initially).

The last experiment is performed with 8 inequality constraints, which are

\[ 0.2 \leq Den^1(CSM_1) \leq 0.3, \ 0.4 \leq Den^2(CSM_2) \leq 0.7, \]
\[ 0.2 \leq Den^2(CSM_1) \leq 0.3, \ 0.4 \leq Den^2(CSM_2) \leq 0.7, \]

and a quadratic performance index $J$, 
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Figure 6.10: The global system dynamics during different repetitions.

\[
J = \left( Den^1(CSM_1) + Den^1(CSM_2) + Den^2(CSM_1) + Den^2(CSM_2) \right)^2
\]

The experiment follows the same settings as the third experiment. The results show that the coordination approach effectively coordinates the two agents such that no inequality constraints are violated and the performance index \( J \) is minimized as far as possible. Specifically, Figure 6.11 depicts the system dynamics and the change of \( J \) obtained after the metabolic system has evolved from the same combined density vector for three times.

Figure 6.11: The global system dynamics and the change of the performance index \( J \).
The system dynamics shown at the left part of Figure 6.11 indicates that after two major ups and downs, the system finally converges to certain restricted region where all inequality constraints are satisfied. When the system converges, the performance index $J$ reaches and stays at a minimum value as shown at the right part of Figure 6.11.

6.5 Application: a Multi-Agent Shop Floor Manufacturing System

In this Section, the metabolic coordination approach is applied to a multi-agent shop floor manufacturing system. The high-level structure of the system is shown in Figure 6.12. In Figure 6.12, each circle represents a group of 5 identical manufacturing devices. Each device is controlled by a separate agent. A total of 30 agents are thus employed by the shop floor to produce three different types of products: $CSO_1$, $CSO_2$ and $CSO_3$. These products are manufactured from four types of parts provided to the shop floor, namely, $CSI_1$, $CSI_2$, $CSI_3$, and $CSI_4$. In order to manufacture a product, the parts are transformed intermediately into partially manufactured products, which are transferred between agents in separate groups. For example, $CSM_3$ is produced by agents in Group1 and is further transferred to agents of Group3 (Ref. Figure 6.12). The procedure to manufacture these products is represented as a metabolic network shown in Figure 6.13.

![Figure 6.12: High-level structure of a multi-agent manufacturing system.](image)

The enzymes that link the various parts in Figure 6.13 stand for the actual manufacturing operations to be performed. As any single agent is incapable of offering all types of enzymes, the manufacturing of any product requires the joint effort of multiple agents. The grouping of agents and the enzymes offered by each group are listed in Table 6.3. There is also a designated environment agent responsible for providing unprocessed parts and collecting final products.
Table 6.3: The IDs of the enzymes offered by, and the parts contained in agents of each group.

At each time step, the environment agent provide four types of parts (i.e. CSI$_1$, CSI$_2$, CSI$_3$, and CSI$_4$) to agents belong to from Group1 to Group4 (Ref. Figure 6.12). It also collects from agents belong to Group5 and Group6 the final products manufactured (i.e. CSO$_1$, CSO$_2$ and CSO$_3$). The performance of this shop floor system is measured as the amount of products received by the environment agent during fixed time period. The following are the particular settings of our experiments.

- All system behaviors are carried out according to the increasing time steps, which serve as the standard measure of time.
- Each manufacturing operation consumes 2 time steps to complete$^3$.
- An agent can only perform one operation at a time.
- Each agent uses its part pool to store up to 25 parts, which have been processed or are still under processing.

$^3$Our coordination approach imposes no restrictions on the required time steps of performing any manufacturing operations. The same number of time steps is used in the experiment in order to ease the calculation of the system efficiency, as evidenced later in this Section.
• Agents communicate with each other by sending messages. The number of messages sent by any agent at any time step is not restricted.

• The transportation of parts or products takes one time step to complete. Each agent (except the environment agent) is only capable of transferring one part at a time.

In the remaining part of this section, agents’ dynamic behaviors and the corresponding system performance are examined first. All shop floor agents are constructed based upon the metabolic system model introduced in Section 6.3. In order to use the coordination approach proposed in Section 6.4, an additional step, which is termed the model identification, is to be performed by each agent. The details of this step are described right after the analysis of the system dynamics when no local adjustment is applied.

As described in Section 6.3, each shop floor agent performs three processes (i.e. absorption, transformation, and release) at each time step. The transformation process involves the interaction of three components: the part pool, the transformation unit, and the enzyme inspiration unit. The part pool provides three operations directly accessible by the other two components: (1) Take part: the operation to take a part from the pool; (2) Store part: the operation to put a part into the pool; and (3) Part density: the operation to obtain the densities (amount) of parts contained in the pool. The first two operations are used by the transformation unit. The main procedure is as follows. The transformation unit takes all parts to be transformed by a given enzyme through calling the take part operation. After finishing the corresponding manufacturing operation, the newly created parts are stored back to the part pool by calling the store part operation. This procedure alters part densities, which are obtained by calling the part density operation and is used by the enzyme inspiration unit to decide which enzyme should be offered to the transformation unit.

The enzyme inspiration unit examines whether the agent is busy performing a manufacturing operation. If yes, no enzymes will be offered. Otherwise, the unit offers randomly an enzyme $E_j$ with a probability $Pr(E_j)$. $Pr(E_j)$ is evaluated from Equations (6.2) to (6.5).

In order to avoid manufacturing too many parts of the same type, for all the experiments, the densities of any parts contained in the part pool are upper bounded and cannot exceed 0.2. For example, Agent$_1$ is only allowed to hold at most $0.2 \times 25 = 5$ CSM$_1$. As a result, if Agent$_1$ already holds 5 or more CSM$_1$ in its part pool, it will not perform any manufacturing operation represented by enzyme $E_1$ to produce more CSM$_1$.

The release and absorption processes are performed by each agent at every time
step. Only those parts as indicated in Figure 6.12 are allowed to be transferred between agents in separate groups. We use the density diffusion mechanism given in Equation (6.1) to decide which parts will be transferred. For example, the probabilities for Agent_1 to release CSM_1 and CSM_3 are

\[ k_{CSM_1}^{re} \frac{Den^1(CSM_1)}{Den^1(CSM_1) + Den^1(CSM_3)} \quad \text{and} \quad k_{CSM_3}^{re} \frac{Den^1(CSM_3)}{Den^1(CSM_1) + Den^1(CSM_3)} \]

respectively. Den^i(Part_j) gives the density of Part_j contained in Agent_i. The part chosen may not be transferred to other agents. At each time step, the density of any parts after the absorption process should not exceed 0.2. In order to determine whether or not a part can be transferred, an agent, such as Agent_1, will interact with other agents by following a predefined protocol, similar to the contract net protocol [216,255].

The protocol works as follows. Use CSM_1 as an example. Agent_1 knows that 10 agents (Agent_{11} to Agent_{20}) require CSM_1. It asks these 10 agents whether it can transfer a CSM_1 to them. Upon receiving this message, the 10 agents check respectively their local densities of CSM_1. If the density value is above 0.2, they will reply Agent_1 with a denial indication. Otherwise, a reply message with an agreement indication is sent to Agent_1. After all reply messages have been received, Agent_1 examines whether there are agents waiting for CSM_1. If the answer is negative, CSM_1 will not be released. Otherwise, Agent_1 selects randomly one agent that needs CSM_1, such as Agent_{11}, and sends an acknowledgement message to it. Agent_{11} in turn examines whether or not it can store this extra CSM_1. If yes, it reserves the place in its part pool and sends a confirmation message back. If not, a denial message will be received by Agent_1. After receiving the reply, Agent_1 makes its final decision on either transferring CSM_1 to Agent_{11} (in case of an agreement indication) or not (in case of a denial indication).

With agents’ behaviors being described as above, the global dynamics of this shop floor system are explored when agents take predefined policies. In the experiment, every agent uses the same two policies for its two response thresholds (Ref. Table 6.3). One period of each policy is given by the lists:

\[ List_1 = \{0.1, 0.5, 0.15\} \quad \text{and} \quad List_2 = \{0.1, 0.8, 0.15\} \]

The whole time period during which the shop floor system evolves is divided into consecutive sessions (Ω). Each session spans 10 time steps. Within every session, agents’ response thresholds stay at a value in either of the two lists. As the session increases, the thresholds take accordingly the adjacent values in the lists. Figure 6.14 depicts the dynamic density change of six agents, each of which belongs to a separate group. Some data lines in the Figure are indexed by the legend “Free” that refers to the free spaces in these agents’ part pools.
Figure 6.14: The dynamics of our manufacturing agents that take predefined policies for each of the response thresholds they have.

The amount of final products manufactured during each session is collected by the environment agent and shown at the left part of Figure 6.15. The average amount of products manufactured and the average system efficiency within each session between time steps 60 and 1000 are also listed in Table 6.4.

<table>
<thead>
<tr>
<th>CSA1</th>
<th>CSO2</th>
<th>CSO3</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>16.563</td>
<td>6.521</td>
<td>6.254</td>
<td>0.842</td>
</tr>
</tbody>
</table>

Table 6.4: The average amount of products manufactured and the average system efficiency.
of manufacturing $CSO_2$ and $CSO_3$. The average system efficiency is only at 0.842, which is expected to be improved in order to increase the system throughput. The efficiency measures the proportion of manufacturing capabilities that have been actually utilized to manufacture products. In the shop floor system, producing one $CSO_2$ or one $CSO_3$ requires twice the effort of producing one $CSO_1$. For example, manufacturing one $CSO_2$ requires agents in Group3 and Group4 to produce both one $CSM_4$ and one $CSM_5$. Since Group3 and Group4 involve totally 10 agents and every manufacturing operation takes 2 time steps to complete, during any session $\Omega_i$ of 10 time steps, the efficiency of the manufacturing system is evaluated as

$$
\frac{N(CSO_1, \Omega_i) + 2 \cdot N(CSO_2, \Omega_i) + 2 \cdot N(CSO_3, \Omega_i)}{(10 \times 10)/2}
$$

where $N(CSO_j, \Omega_i)$ gives the amount of $CSO_j$ manufactured within session $\Omega_i$. In order to improve the system efficiency, each agent adopts the metabolic co-ordination approach proposed in this Chapter to solve a dynamic optimization problem as defined in Equation (6.6). The performance index $J$ to be minimized is exactly the negation of Equation (6.17). Three inequality constraints are used to regulate further that all types of products should be manufactured at the same speed. They are

$$
N(CSO_1, \Omega_i) \leq N(CSO_2, \Omega_i), \quad N(CSO_2, \Omega_i) \leq N(CSO_3, \Omega_i), \quad \text{and} \quad N(CSO_3, \Omega_i) \leq N(CSO_1, \Omega_i)
$$

To carry out the local adjustment, agents need to go through an extra model identification step before the update process (Ref. Figure 6.6). Their dynamic models establish the mathematical relation between average part densities of consecutive sessions. The average density vector of Agent $i$ in session $\Omega_j$ (starting at time step $t$) is
\[ \vec{x}_i(\Omega_j) = \left( \frac{1}{10} \right) \cdot \sum_{k=0}^{9} \vec{x}_i(t + k) \]

For all shop floor agents, the main objective of the model identification step is to estimate four modeling parameters. Take Agent\textsubscript{11} as an example, the four parameters to be identified during each session by Agent\textsubscript{11} are \( k^E_4 \), \( k^E_5 \), \( k^{CSM}_4 \) and \( k^{CSM}_5 \). \( k^E_4 \) and \( k^E_5 \) are reaction factors that measure the efficiency of the transformation process. The other two are release ratios that govern Agent\textsubscript{11}'s capability of transferring parts to other agents. Since parts absorbed from other agents during past sessions have already been known, there is no need to include the release ratios of other agents into Agent\textsubscript{11}'s dynamic model. In the experiment, the model identification step performed by each agent is to find the four parameters that best approximate the density changes across the last 5 sessions. Numerous system identification techniques are provided in the literature to efficiently solve this problem [185]. As our major concern is the metabolic coordination approach, the details will be omitted.

Given the dynamic model identified, an agent is able to evaluate the change of the amount of parts it produces with regard to the change of its local response thresholds and part densities. They are used for calculating the two matrices, \( \varphi_{\vec{\theta}_i} \) and \( \hat{\Psi}_{\vec{\theta}_i} \), which are essential to the update process (Ref. Figure 6.6). Since the global performance index and inequality constraints are all defined over the amount of final products manufactured, the calculation of the two matrices is performed backwardly from agents in Group5 and Group6, to agents in Group3 and Group4, and finally to agents in Group1 and Group2. The calculation does not require all agents to broadcast their local information within the whole agent community. The basic procedure is sketched as follows.

At the last time step of each session, agents belong to Group5 and Group6 first obtain from the environment agent the total amount of final products manufactured during that session. This information will be applied to evaluate the system efficiency and examine the satisfaction of the 3 inequality constraints. Based on the evaluation result, each agent in Group5 and Group6 calculates locally their matrices \( \varphi_{\vec{\theta}_i} \) and \( \hat{\Psi}_{\vec{\theta}_i} \). Afterwards, they broadcast their dynamic models and manufacturing information to all agents in Group3 and Group4. Upon receiving the broadcasted messages, these agents in turn calculate their own \( \varphi_{\vec{\theta}_i} \) and \( \hat{\Psi}_{\vec{\theta}_i} \), and broadcast their dynamic models and manufacturing information to agents in Group1 and Group2. Finally, agents in Group1 and Group2 integrate all the dynamics models they received and calculate accordingly their \( \varphi_{\vec{\theta}_i} \) and \( \hat{\Psi}_{\vec{\theta}_i} \).

In our implementation of the local adjustment process, the time period \( \tau_1 \) covers the past 5 sessions, while the time period \( \tau_2 \) involves only the current
Figure 6.16: The dynamics of the manufacturing agents after using the metabolic coordination approach.

<table>
<thead>
<tr>
<th>$CSO_1$</th>
<th>$CSO_2$</th>
<th>$CSO_3$</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>9.4789</td>
<td>9.6197</td>
<td>9.2394</td>
<td>0.944</td>
</tr>
</tbody>
</table>

Table 6.5: The average amount of products manufactured and the average system efficiency when the proposed coordination approach is applied.

session. The upper bound on the allowable period of any policies, $T^{Upp}$, is 3. Each shop floor agent performs the local adjustment process at the last time step of every session. $\eta$ is set to 0.8. The variable $k$ used for evaluating $\Delta \theta$ (Ref. Equation (6.15)) takes its value according to the satisfaction of the 3 inequality constraints. When the difference among $N(CSO_1, \Omega_i)$, $N(CSO_2, \Omega_i)$, and $N(CSO_3, \Omega_i)$ does not exceed 0.5, $k$ takes as its value 0.8. If the difference is between 0.8 and 1.2, $k = 0.5$. Finally, if the difference is above 1.2, the value of $k$ decreases to 0.1.
Figure 6.17: The changes of the local response thresholds of selected agents after using the metabolic coordination approach.

With all these settings, Figure 6.16 shows the corresponding system dynamics obtained. The changes of the response thresholds of selected agents are also depicted in Figure 6.17.

Figure 6.18 shows the amount of products manufactured and the system efficiency within each session from session 1 to 100. As indicated in Figure 6.18, within a major period of time, the system efficiency is above 0.9. As listed in Table 6.5, the average system efficiency between sessions 6 and 100 is 0.944. The average amounts of the 3 types of products manufactured are nearly identical, with a difference of only 0.38. Comparing with the experimental results given in Table 6.4, it is therefore evidenced that the metabolic coordination approach is ef-
Figure 6.18: The amount of products manufactured and the system efficiency of each session when the coordination approach is applied.

Effective in coordinating agents’ behaviors as the inequality constraints are basically satisfied and the system efficiency is notably improved.

To further investigate the effectiveness of our coordination approach, comparison studies have been performed where agents use Genetic Algorithms [126] to optimize their \( \theta \) changing policies. We regulate that all agents of the same group will take the same two policies for their two response thresholds. Each policy has a period 3. As the shop floor system includes 6 groups (Ref. Figure 6.12), a total of \( 2 \times 6 = 12 \) policies are encoded by every chromosome. The Genetic Algorithm starts with an initial population of 30 chromosomes. For each chromosome, the 30 shop floor agents take the encoded policies and start operating from the same combined density vector \( \vec{X} \). The amount of products manufactured between time steps 60 and 1000 is used to evaluate the fitness of the chromosome. Let \( N(CSO_1) \), \( N(CSO_2) \), and \( N(CSO_3) \) denote the average amount of products produced during each session between time steps 60 and 1000. Let \( Avg \) be the arithmetic mean of \( N(CSO_1) \), \( N(CSO_2) \), and \( N(CSO_3) \). The fitness is evaluated as

\[
N(CSO_1) + N(CSO_2) + N(CSO_3) + 20 - 5 \cdot \sqrt{\sum_{k=1}^{3} (N(CSO_k) - Avg)^2}
\]

It is easy to verify that the fitness reaches its maximum (50) when \( N(CSO_1) = N(CSO_2) = N(CSO_3) = 10 \). The higher the fitness, the more probable that the chromosome will be selected to produce its offspring. The Genetic Algorithm therefore works towards satisfying the three inequality constraints and improving the system efficiency as our previous experiment. The algorithm has been performed for 50 generations. The highest fitness encountered within each generation is depicted in Figure 6.19.
The highest fitness achieved is 48.7, which appears at the 37-th generation of the Genetic Algorithm. Applying policies encoded in the corresponding chromosome, the amount of products produced and the system efficiency during each session between time steps 1 and 1000 are shown in Figure 6.20. Table 6.6 gives further the average amount of products manufactured and the average system efficiency between time steps 60 and 1000.

Table 6.6 indicates that policies identified through Genetic Algorithms may achieve a slightly higher system efficiency. But the difference among $N(\text{CSO}_1)$, $N(\text{CSO}_2)$, and $N(\text{CSO}_3)$ is enlarged from 0.38 to 0.53. It suggests that there exists a tradeoff between improving global performance and satisfying inequality...
<table>
<thead>
<tr>
<th>CSO₁</th>
<th>CSO₂</th>
<th>CSO₃</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>9.74</td>
<td>9.67</td>
<td>9.21</td>
<td>0.95</td>
</tr>
</tbody>
</table>

Table 6.6: The average amount of products manufactured and the average system efficiency after using policies identified by the Genetic Algorithm.

constraints. As our coordination approach focuses on the satisfaction of these constraints, it performs slightly better in this regard at the cost of achieving a little lower performance. Unlike Genetic Algorithms, which are used to identify policies in advance, our approach allows shop floor agents to adjust their local decisions based on system feedback. It is more flexible and computationally efficient. Agents’ policies are constantly adjusted to respect the changing environment. And in each session, only a small amount of matrix operation is required.

6.6 Summary

In this Chapter, a metabolic approach for agent coordination was presented. It combines a dynamic coordination model with a systematic local adjustment process to be performed by each agent. Through this approach, the global system dynamics were explicitly utilized by agents in their decision making processes. It successfully helped agents achieve good global performance via their local interactions and behaviors.

The practicality of the proposed metabolic approach is investigated in a multi-agent shop floor system involving 30 agents, each of which manages a separate manufacturing device. The experiments demonstrated the basic procedure of applying the coordination approach in practical applications. The results indicated that the manufacturing process was well-coordinated and the proposed approach was effective. Our approach has no dependence on the correct function of any shop floor agents. For example, a stop failure of Agent₁₁ does not alter the structure of the metabolic network. This failure is considered as a change of global system dynamics, which will be recognized by agents in other groups to re-allocate their tasks adaptively. But to evaluate the exact impact of such failures, extensive experiments have to be performed and are left here as a future work.
Chapter 7

Conclusion and Recommendations

Coordination is the process of managing interdependencies between activities [190]. Without properly coordinating agents’ behaviors, the full potential of the multi-agent system paradigm cannot be fulfilled. This thesis focused on developing agent coordination technologies in general task-oriented domains. The major research objective is to design and examine coordination mechanisms that enable a group of agents to accomplish their missions in a changing and interdependent environment. With this objective, four distinct contributions have been made and will be summarized in this chapter. This chapter also discusses promising directions of future research in this challenging research field.

7.1 Conclusion

This thesis explored agent coordination problems in task-oriented domains. It began with a brief introduction of the research motivations and objectives. After summarizing the various agent coordination techniques reported in the literature (Chapter 2), the major contributions were presented in consequent chapters (Chapter 3 to Chapter 6). A brief conclusion of each of these chapters are as follows.

- The Fuzzy Subjective Task Structure Model (FSTS) presented in Chapter 3 is used to describe agent’s subjective beliefs and preferences in an uncertain environment. With this model, the information essential to agent coordination is effectively and explicitly modeled and incorporated by each agent to guide their local decision-making processes. This model is illustrated through a multi-agent pathology lab system.

- The two reinforcement learning algorithms, “coarse-grained” and “find-grained”, are discussed in Chapter 4. They are proposed to solve the Decision Theo-
retic Planning (DTP) problem identified by the FSTS model. The “coarse-grained” algorithm operates at one level and tackles hard system constraints, while the “fine-grained” at another level and for soft constraints. These learning algorithms are formally proved to converge. Constraint information is explicitly incorporated into the reinforcement learning process. This approach towards system constraints underpins the two algorithms and attributes their effectiveness. The practicability of the two algorithms is investigated further using a multi-agent pathology lab system.

- In Chapter 5, a protocol for maintaining consistent system state information in a multi-agent environment is proposed to achieve effective reinforcement learning. The protocol properties were derived and theoretically analyzed. The experimental evaluations were conducted for a pursuit game in the context of two reinforcement learning algorithms. The results show that the protocol is effective and the reinforcement learning algorithms using it perform much better.

- Without using reinforcement learning, a bio-inspired approach to multi-agent coordination is described in Chapter 6. It combines a dynamic coordination model with a systematic local adjustment process to be performed by each agent. Chapter 6 showed that through this approach, the global system dynamics are explicitly utilized by every agent in their local decision-making processes. It successfully helped agents achieve good global performance via their local interactions and behaviors. The effectiveness of this approach is investigated in a multi-agent manufacturing environment involving 30 agents, each of which manages a separate manufacturing device. The experiments demonstrated the basic procedure of applying this coordination method in practical applications, The results evidenced that the manufacturing process was well-coordinated and the proposed approach was effective.

7.2 Recommendation for Future Work

In this section, future research directions regarding to contributions presented in Chapter 4 and 6 will be discussed. These contributions have been evaluated through selected application domains. An important future direction is their application to additional domains. Broad applications help verifying the generality of these methods as well as identifying their most important features for achieving successful results. We specifically list three application domains as examples.

- The problem of coordinating several robots (agents) that cooperatively ex-
plore certain terrain. The tasks of these robots are to collect and analyze samples using shared resources. To enhance cooperation, agents may divide the overall work among themselves. For example, one agent may focus on digging samples, while another agent will focus on the sample analysis. This work division is judged as a decision-making problem. When it is modeled using FSTS, agents can use the reinforcement learning algorithms proposed in the thesis to decide at each time what types of actions (e.g. digging or analyzing) they should pursue. On the other hand, when the problem is modeled as a metabolic system, agents can use the response threshold mechanism to determine a proper use of their resources according to the global system dynamics.

- The problem of network information sharing. Multiple agents residing in different network locations are needed to cooperatively share their local information in order to meet the end users’ requirements. The tasks are to collect and process the exchanged information and present it to the end users. The information users need depends on the type of information and the way the information is organized. Therefore, each type of information collection and organization processing is considered as a separate action. When the problem is modeled using FSTS, agents can use reinforcement learning to decide which information processing action they should take in order to maximize each user’s satisfaction on a statistical basis. By taking a metabolic approach, the coordination objective would be to enhance the information processing throughput and to improve the information processing efficiency.

- The problem of planning travels for a group of people. Providing a final travel plan for every person is considered as a separate task. In order to obtain such a plan, multiple travel planning agents are required to share their information and exploit the efforts of each other. For example, one agent might be responsible for checking the weather at the destination while another agent will in turn use this information to decide the specific places to visit. Again, the coordination problem can be modeled using FSTS. The coordination objectives and approaches are also similar to the discussions in the previous two examples.

### 7.2.1 Future Research for Agent Coordination via Reinforcement Learning

Using the FSTS model, the agent coordination can be boiled down to a decision problem and modeled as a Markov Decision Process (MDP). It led us to take a
DTP approach for agent coordination, where the reinforcement learning methods can be appropriately applied. But the learning process may be sensitive to the initial system conditions and the overall task structures. As a consequence, agents’ decision policies may change wildly with slight changes of the task-oriented environments. Thus, another approximation function for estimating the changing process of agents’ interdependencies may be necessary to be built into the FSTS model and then utilized explicitly by the learning algorithms. For example, if the relations (hard or soft) between the actions performed to achieve a task will change across time, agents might want to model and predict this change such that their decision policies could better adapt to the changing environments. Namely, the procedure that guides the adjustment of agents’ local decision policies will become part of the overall learning objectives.

Although the two learning algorithms, the “coarse-grained” and the “fine-grained”, has been demonstrated to be effective, in order to achieve an even higher global system performance, a structured approach that employs other decision-making mechanisms may be necessary. Several possibilities are listed as follows.

- In a complicated task-oriented domain where agents have to choose among a huge amount of potential actions at each decision point, it might be helpful to establish a hierarchical action structure over all possible actions. For example, at a certain decision point, an agent might first choose the type of actions (e.g. centrifugal or deposition operation in the pathology lab system). It then considers what devices to use (e.g. what centrifugal devices will be used in order to accomplish this action). After that, the agent will fix step by step other details for the purpose of performing an action (e.g. how long the centrifugal operation will take and whether certain chemical reagent should be added into the pathological sample). With this treatment, the complex problem of identifying a proper action with its full details is divided into several sub-problems, while each of these sub-problems is of limited complexity.

- One approach to effectively utilize the hierarchical action structure is to follow a layered learning process [256]. For example, both the “coarse-grained” and the “fine-grained” learning algorithms can be structured into three layers. At the highest layer, only the expected qualities of performing certain types of actions are to be approximated. At the middle layer, the qualities of using any particular devices will be estimated through a separate learning process. Finally, at the lowest layer, the duration of any given pathological operation will be further determined. For each learning problem in the three layers, the feature space includes only a small part of the features
used to describe an action, and the problem complexity is thus reduced. One issue regarding this layered learning approach is the error propagation. As each of the learned layers is achieved using a separate learning process, it is possible that errors at one layer could hurt performance at all other layers. But since all the learning processes are performed individually, it is also possible that the learning at one layer could compensate for the errors of other layers. A detailed study of error propagation and compensation serves as a promising area for future research.

- It is often a time-consuming process to identify a good approximation of the qualities of performing the various actions using a reinforcement learning method. In order to reduce the learning cost, it is better to combine the learning algorithms with other decision-making mechanisms. For example, a good decision policy can be determined *a priori* through genetic algorithms in a simulated environment. This decision policy will serve as the starting point for the learning algorithms in practical applications. Meanwhile, the learned results may be further incorporated into the simulated environment such that an even better decision policy can be in turn identified by the genetic algorithms. Another possibility is to use Bayesian learning algorithms to estimate the stochastic model of the task-oriented domain. This stochastic information can be utilized by the dynamic programming method to reach a decision policy that contributes to a high global performance.

- The learning algorithms can also be used to enhance the performance of other decision-making mechanisms. For instance, the decision to take any actions can be derived from planning or heuristic search processes. In this case, reinforcement learning may be utilized by the planning process to evaluate the performance of any given plans and in turn identify actions that contribute to the plan with the highest expected performance.

In the theoretical aspect, the *equivalence* notion may be formulated so that certain learning approaches reported in the literature can be shown actually *equivalent* to the methods proposed in this thesis. This subject has already been touched in Chapter 4. Specifically, two learning based coordination approaches are considered equivalent if the system models adopted or domain information utilized by the learning algorithms are identical. However, the notion was only vaguely described and illustrated with an example. To achieve some theoretical results, a thorough definition of the *equivalence* notion is necessary.
7.2.2 Future Research for Agent Coordination as Metabolic Systems

The work on agent coordination as dynamic metabolic systems (Chapter 6) opens doors for future research. At least two research issues require further investigation. They are described briefly as follows.

- **Changing global requirements.** In the bio-inspired approach towards multi-agent coordination, agent coordination is achieved when every agent performs iteratively a local adjustment process. The process follows the basic steps of typical dynamic optimization algorithms, but the coordination approach is designed for satisfying globally a group of inequality constraints and improving a pre-defined performance index. While numerical analysis demonstrates the effectiveness of the proposed approach, further study is required to see how effective the approach can be for continuously changing global requirements. For example, when the inequality constraints to be satisfied differ at separate moments, the coordination mechanism must adjust agents’ local decision policies appropriately such that the global system dynamics respect these requirement changes. One way to achieve this is to identify and remember the policies used for different situations. Agents recognize and adopt different policies according to their policy repositories. But the procedure to transform from one policy to another still remains unsettled. Meanwhile, the impact of this memory based mechanism to the general stability of the proposed coordination approach requires extensive evaluation.

- **Changing metabolic networks.** In a task-oriented domain, such as a manufacturing system, the products to be manufactured might change regularly due to customers’ changing demand. Such product change often alters the manufacturing process and therefore changes the metabolic network used by the proposed coordination approach. The challenge here would be how the coordination approach can adapt to such a changing metabolic network. More sophisticated coordination process is required for agents to recognize such network changes and adjust their local decision policies accordingly. To recognize network changes, every agent might maintain a separate copy of the metabolic network. When new products have been added into or old products removed from the manufacturing system, the agent who recognizes this change adjusts its metabolic network and propagates the modified network to other agents. To adapt to a changing metabolic network, memory based mechanisms, similar to the method used for handling changing global requirements, seem suitable. Nevertheless, the stability of such an approach
is unknown as well.

The situation becomes even more challenging when both of the two issues above arise at the same time. More efforts have to be made before this bio-inspired coordination approach can be applied to real-life applications with its full potential. From a theoretical perspective, although traditional dynamic optimization algorithms can be proved to converge, there lack theoretical guarantees when the environment is constantly changing. As a promising future research, preliminary theoretical results might be obtained to give more insights into this bio-inspired coordination method.
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