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Abstract

Although significant development of heuristics for various combinatorial optimization problems has been achieved, the extremely expensive computational overhead to tackle large scale problems is still a challenge in its own right. The solution of these problems requires both improvement in mathematical programming algorithms and the utilization of powerful computational platforms. The studies in this dissertation concentrated on memetic algorithms (MAs), a combination of efficient neighborhood search strategies and evolutionary algorithms. Nowadays, distributed computing is an up-and-coming computing technology which has caught much attention of researchers. Based on the intrinsic parallelism of evolutionary algorithms (EAs), in this dissertation, an island model parallel memetic algorithm (PMA) was developed which combines evolutionary algorithms, local search, parallel and distributed computing technologies for large scale combinatorial optimization, such as quadratic assignment problems (QAPs). The experimental results show that substantial speedup can be achieved, especially for the larger size QAPs, in particular for \( n \geq 100 \). The impact of certain migration parameters, such as migration topology, on the performance of PMA is also analyzed.

In order to strike an optimum balance between the level of exploration provided by the EA, against the level of exploitation posed by the local search procedure throughout the
memetic search, two diversity-adaptive strategies, i.e., 1) diversity-based static adaptive strategy (PMA-SLS) and 2) diversity-based dynamic adaptive strategy (PMA-DLS) are proposed for controlling the local search frequency during the PMA search. Empirical study on large scale QAPs shows that the diversity-adaptive PMA converges to competitive solutions at significantly lower computational cost when compared to the canonical MA and PMA. Furthermore, it is found that the diversity-based dynamic adaptation strategy displays better robustness in terms of solution quality across the class of QAP problems considered. Static adaptation strategy on the other hand requires extra effort in selecting suitable parameters to suit the problems in hand.

To deal with the heterogeneity of the computing resources, a hierarchical model PMA (hPMA-DLS) is proposed to provide the speedup regardless of the heterogeneity in the distributed environment while preserving the standard behavior of the PMA. The empirical study on several large scale QAPs shows that hPMA-DLS can enhance the efficiency of the island model PMA-DLS search without deterioration in the solution quality.
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Introduction

1.1 Combinatorial Optimization Problems

Combinatorial optimization (Lai 1995) is an important area of research and development. Unlike continuous variable optimization, combinatorial optimization deals with finding a good or possibly the best solution out of a large but finite number of possibilities, provided that a clear notion of solution quality exists. Finding the factory production schedule with the highest throughput, designing the most reliable telecommunications network, or finding the structure of a protein molecule in a three dimensional space that minimizes potential energy are just few examples of combinatorial optimization problems. Many others have been reported in the fields of management science, industrial engineering, computer science, biology, and physics. Many of these problems are very complex and thus hard to solve; general mathematical methods are usually not available. Combinatorial optimization problems constitute a class of problems with practical significance and finding a solution is usually not trivial, from a computational point of view.
In contrast to continuous optimization problems, combinatorial problems have a finite but large number of candidate solutions. Therefore, an obvious way to solve these problems is to enumerate all candidate solutions by comparing them against each other. Unfortunately, for most interesting combinatorial optimization problems, this approach proves to be impractical since the number of candidate solutions typically grows exponentially with the problem size. However, in recent years great progress has been made in solving these problems with exact algorithms. But the issue of computational complexity still remains. For most cases, the alternative is to tackle the problems using heuristic search, with no guarantee of finding the optimum solution. Consequently, there has been significant effort in developing heuristics aimed at finding high quality solutions in short time. In the 1970s, a new approximate algorithm emerged, combining basic heuristic methods in higher level frameworks aimed at efficiently and effectively exploring a search space. These methods are commonly referred to as metaheuristics. Metaheuristics are widely acknowledged as essential tools to address difficult problems in numerous and diverse fields. In fact, quite often, metaheuristics offer the only practical approach to solve complex problems of realistic scale.

In the field of combinatorial optimization, the quadratic assignment problem (QAP) (Koopmans and Beckmann 1957) is among the hardest. Since it can be applied to many interesting practical applications, the QAP has been a subject of research focus and has been investigated for years. Because QAPs are NP-hard, only implicit enumeration approaches are known to solve them to optimality. However, the computational time cost
increases exponentially with respect to the size of the problem and thus become unmanageable. Generally, it is considered unsolvable for QAP with size 20 or more by exhaustive methods. But in practice, many applications are significantly larger than 20. Alternatively, heuristic approaches have played an important role in algorithms capable of providing good solutions in reasonable time. Although significant development of heuristics for QAP has been achieved, the extremely expensive computational overhead to tackle large scale QAPs is still a challenge in its own right. The solution of these problems requires both improvement in mathematical programming algorithms and the utilization of powerful computational platforms.

### 1.2 Memetic Algorithm

Evolutionary algorithms (EAs) are a class of search and optimization techniques that work on a principle inspired by nature — Darwinian Evolution. The concept of natural selection is captured in EAs. Specifically, solutions to a given problem are coded as so-called chromosomes. The evolution of chromosomes due to the action of crossover, mutation, and natural selection is simulated through procedures defined as computer codes. Nevertheless, canonical EAs generally suffer from excessively slow convergence in locating a precise enough solution because of their failure to exploit local information. This often limits the practicality of EAs on many large-scale real world problems where computational time is a crucial consideration. Hence, it is now well established that pure
EAs are not well suited to fine tuning search in complex combinatorial spaces and that hybridization with other techniques can greatly improve the efficiency of search. The combination of EAs with local search (LS) was named “memetic algorithms” (MAs) in (Moscato 1989). MAs are extensions of EAs that apply separate processes to refine individuals, for example, improving their fitness by hillclimbing. These methods are inspired by models of adaptation in natural systems that combine the evolutionary adaptation of a population with individual learning within the lifetime of its members.

From an optimization point of view, MAs have been shown to be both more efficient (i.e., requiring orders of magnitude fewer evaluations to find optima) and more effective (i.e., identifying higher quality solutions) than traditional EAs for some problem domains. As a result, MAs are gaining wide acceptance, in particular, in well-known combinatorial optimization problems where large instances have been solved to optimality and where other metaheuristics have failed to produce comparable results (Merz and Freisleben 1999b).

1.3 Parallel Algorithm Methodology

Although the use of metaheuristics allows for significant reduction in the temporal complexity of the search process, the latter remains time-consuming for large scale combinatorial optimization problems. Therefore, parallelism is necessary to not only
reduce the resolution time but also improve the quality of the provided solutions (Resende et al. 2001). Parallel metaheuristics aim to address both issues. Of course, the first goal is to solve larger problem instances in reasonable computing time. In appropriate modeling and settings, parallel meta-heuristics also prove to produce solutions of much higher quality than sequential versions. Fortunately, many classes of metaheuristics are inherently parallelizable and this leads researchers to develop parallelization techniques and efficient implementations.

Parallel EAs are naturally prone to parallelism since most variation operators can be easily undertaken in parallel (Alba and Tomassini 2002). Much research has been done on parallel EA models (Cantu-Paz 1998, Alba and Tomassini 2002). Till now, there are four main types of parallel EAs (PEAs) (1) Master-slave, (2) Fine-grained, (3) Multi-population, and (4) Hierarchical.

It is important that the intrinsic parallelism of EAs is retained when designing any MAs. Best of all, parallel EAs possess diversity preservation capabilities that alleviate the effect of premature convergence. Parallel Memetic Algorithms (PMAs) are a class of modern parallel meta-heuristics that combine evolutionary algorithms, local search, parallel and distributed computing technologies for global optimization.
1.4 Computational Platform

It is noted that computing technology will allow for further advancement in heuristic algorithms by making available computational horsepower unseen before in the past. The performance of parallel algorithms is desirable, but they have often been implemented on high-performance computers. Although traditional parallel processing (super) computers continue to become more and more powerful, these resources have inherent limitations. They are expensive and usually not readily available. An alternative platform for massively distributed computation is based on the notion of grid computing (Foster and Kesselman 1999), also referred to as metacomputing (Catlett and Smarr 1992). Nowadays, grid computing is an up-and-coming computing technology which has caught much attention of researchers with its novel approach of organizing and accessing computational resources. It can also be perceived as a novel concept rather than a technology. Many applications have been explored to capitalize on this new wave of computing paradigm (Foster and Kesselman 1999).

Grid computing can be differentiated from almost all distributed computing paradigms by its defining characteristic: The essence of grid computing lies in the efficient and optimal utilization of a wide range of heterogeneous, loosely coupled resources in an organization tied to sophisticated workload management capabilities or information virtualization. It is defined as a hardware and software infrastructure that provides dependable, consistent, pervasive, and inexpensive access to high-end computational capabilities. A
computational grid consists of a potentially large number of geographically dispersed CPUs linked by a communication medium such as the Internet. The main advantage of such a platform compared to a traditional multiprocessor machine is that a large number of CPUs may be assembled very inexpensively.

1.5 Motivation

Various metaheuristics have been designed to solve large scale combinatorial optimization problems effectively and efficiently. In this thesis, we focus on memetic algorithm — a combination of evolutionary algorithms and local search strategies. It has stimulated great interest in recent years for its flexibility and effectiveness.

Evolutionary algorithms take inspiration from biological evolution. They involve a search from a “population” of solutions, making use of competitive selection, recombination and mutation operators to generate new solutions which are biased towards better regions of the search space.

On the other hand, local search performs iterative search for optimum solution in the neighborhood of a candidate solution. Starting from a single candidate solution, local search methods use “local” information to decide the next neighbor they should move to. As the name suggests, all local search methods suffer from the same drawback as they tend to get stuck in local optima.
In order to locate the global optimum, there are two competing goals, exploration and exploitation. Exploration is important to ensure global reliability, i.e., every part of the domain is searched enough to provide a reliable estimate of the global optimum. Exploitation is also important since it concentrates the search effort around the best solutions found so far by searching their neighborhoods to produce better solutions. MAs achieve these two goals using a combination of global searches and local searches. When correctly implemented, MA would do no worse than evolutionary algorithm or local search alone (Davis 1991).

Parallelism is considered a desired feature of any framework for optimization of computationally expensive problems. Considering the expensive computational cost incurred by many combinatorial optimization problems, especially the large scale instances of certain combinatorial optimization problems, one spontaneous outcome is to develop corresponding parallel algorithms to improve the efficiency and effectiveness of the primary serial algorithm. On the other hand, with the development of advanced computing technology such as distributed computing, there is great potential to develop powerful solution methodology for many applications. Due to the intrinsic parallelism of EA, there is great motivation to develop our novel parallel MA model in a distributed computing framework. The approach of our model is based on the island model (Cantu-Paz 1998, Cantu-Paz 2000a, Alba and Tomassini 2002) whereby islands of subpopulations are farmed to different processing nodes for execution. Furthermore, the proposed model will be efficiently parallelized on distributed computing architecture.
because of the parallel characteristic offered by the island model. Embedded in a distributed environment, the proposed new model is expected to treat the complex combinational optimization problem more efficiently and effectively.

In the island model parallel MA, four control parameters pertaining to the migration operation, which have a significant effect on performance are migration interval, migration rate, migration policy and migration topology. The decision on the appropriate parameters has significant impact on the performance of corresponding algorithms. In this work, the impact of migration topology of the island model on the performance is empirically investigated when solving large scale QAPs. Two different topologies are compared, ring topology and random topology in terms of both solution quality and computational time.

It is worth noting that a crucial aspect of MAs or PMAs is to strike an optimum balance between the level of exploration provided by the GA, against the level of exploitation posed by the local search procedure throughout the memetic search. However, in canonical MAs or PMAs, it is common practice for the local search procedure to be applied on every individual/chromosome in the GA population(s). Typically, the extent of the application of local searches in canonical memetic algorithm is based on the principle of “more is better”. In the same spirit, the island model parallel memetic algorithm (PMA) is an important extension of the canonical memetic algorithm which applies local searches to every transitional solutions being considered. This is a very computationally intensive and inefficient search process. At the same time, exhaustive
local search may lead to ineffective search due to premature fall in diversity during the
PMA search.

To control the local search frequency during a PMA search, we proposed two
diversity-adaptive strategies, i.e., PMA-SLS and PMA-DLS. In contrast to canonical
MAs and PMAs, the diversity-based adaptive approaches control the number of
individuals undergoing the local search procedure throughout the PMA evolutionary
search process. PMA-SLS uses a static adaptation strategy, maintaining population
diversity throughout the PMA search by using a pre-defined Gaussian distribution to
adjust the local search frequency. PMA-DLS’s adaptation is based on online monitoring
of population diversity during the PMA search for controlling the local search frequency.
The proposed adaptive strategies on the local search frequency are expected to manage a
more desirable diversity profile as the search progresses. The proposed adaptive
approaches are expected to avoid premature convergence resulting from fast decreasing
population diversity, as well as to reduce the computational effort for solving large scale
combinatorial optimization problems.

Furthermore, to deal with the heterogeneity of the computing resources, a simple solution
to maintain the benefit of parallelization of our proposed island model PMA is to
configure the subpopulation size according to the computational capabilities of each
processing node. Nevertheless, such an approach might alter the standard behavior of a
synchronous island PMA. Since the search behavior could be unpredictable in such
approach, it is advisable to be more conservative by maintaining uniform subpopulation
sizes. A preferable solution should still provide the speedup regardless of the heterogeneity in the distributed environment while preserving the standard behavior of the PMA. To achieve such a solution, based on the island model PMA, we proposed a hierarchical model PMA to suit the heterogeneous computing environment. The core idea is to proportionally distribute the most time-consuming task, local search, to computing processors according to their processing capability on the low level. And the high level is sequential implementation of island model PMA. Consequently, we can maintain the uniformity of the subpopulation size at the master side and allocate non-uniform ensembles of chromosomes for local search on the computing processors.

1.6 Objectives

Based on the motivation mentioned above, the primary goal is to develop an effective and efficient parallel memetic algorithmic model to solve large scale combinatorial optimization problems implemented on distributed computing infrastructure. The following objectives are our milestones in achieving this goal.

Firstly, an island model parallel memetic algorithm (PMA) is proposed to improve the effectiveness and efficiency to solve quadratic assignment problems as one case of combinatorial optimization problem, especially the large scale instances of QAP. The proposed parallel memetic algorithm (PMA) combines evolutionary algorithms, local
search, parallel and distributed computing technologies in one entity. The approach of our PMA is based on the island model whereby islands of subpopulations are farmed to different processing nodes for execution. Furthermore, the proposed model will be efficiently parallelized on distributed computing architecture because of the parallel characteristic offered by the island model. The PMA was applied to solve the quadratic assignment problems (QAP) to demonstrate the potential effectiveness of the model. In particular, we will focus on QAP benchmarks of high complexity for $n$ ranging from 60 to 256.

Secondly, we will focus on some different control parameters and strategies used in island model PMA, especially the various migration topologies. Empirical studies were deployed to discover the impact of different migration topologies on the performance of PMA.

Thirdly, to strike an optimum balance between the level of exploration provided by the GA, against the level of exploitation posed by the local search procedure throughout the memetic search, the diversity-based static adaptive strategy (PMA-SLS) is proposed for controlling the local search frequency during the PMA search. PMA-SLS uses a static adaptation strategy, maintaining population diversity throughout the PMA search by using a pre-defined Gaussian distribution to adjust the local search frequency.

Fourthly, based on the online entropy measure of PMA, a diversity-based dynamic adaptive strategy (PMA-DLS) is proposed. PMA-DLS’s adaptation is based on online monitoring of population diversity during the PMA search for adaptively controlling the
local search frequency.

Finally, to deal with the heterogeneity of the computing resources, a hierarchical model PMA is proposed to provide the speedup regardless of the heterogeneity in the distributed environment while preserving the standard behavior of the PMA.

## 1.7 Contributions

The outcome of the work has resulted in several significant contributions.

Firstly, the proposed island model parallel memetic algorithm (PMA) combines evolutionary algorithms, local search, parallel and distributed computing technologies for global optimization which is an important extension of evolutionary algorithm and memetic algorithm. Embedded in the distributed computing framework, a large number of CPUs may be assembled very inexpensively to implement the proposed PMA.

Secondly, investigation on certain control parameters of island model PMA, in particular, the migration topology, sheds light on the impact of various migration topologies on the performance of island model PMA.

Thirdly, the proposed diversity-based static adaptive strategy (PMA-SLS) controls the local search frequency during the island model PMA search, striking an optimum balance between the level of exploration provided by the GA, against the level of exploitation
posed by the local search procedure throughout the memetic search. We demonstrate PMA-SLS’s utility in solving complex combinatorial optimization problems, in particular large-scale quadratic assignment problems (QAPs). Based on the empirical results, the PMA-SLS compared to the PMA with complete local search strategy, can reduce the computational time significantly with little or no lost of solution quality. This is due mainly to the ability of the PMA-SLS to manage a more desirable diversity profile as the search progresses.

Fourthly, the proposed diversity-based dynamic adaptive local search strategy (PMA-DLS) is employed, such that the local search frequency is adaptively adjusted based on the online fluctuation of population diversity. This diversity-adaptive approach avoids premature convergence resulting from fast decreasing population diversity, as well as reduces the computational effort. Empirical study on large-scale quadratic assignment problems (QAPs) shows that the diversity-adaptive PMA converges to competitive solutions at significantly lower computational cost when compared to the canonical MA and PMA. Furthermore, it is found that the diversity-based dynamic adaptation strategy displays better robustness in terms of solution quality across the class of QAP problems considered.

Finally, the proposed hierarchical model PMA (hPMA-DLS) provides the speedup regardless of the heterogeneity in the distributed computing environment while preserving the standard behavior of the PMA. The empirical study on several large scale QAPs shows that hPMA-DLS can enhance the efficiency of the island model PMA-DLS
search without deterioration in the solution quality.

It is emphasized that a central theme of the work is to develop a novel island model parallel memetic algorithm for large scale combinatorial optimization problems embedded in a distributed computing platform, as well as addressing certain important issues related to the island model and the balance of exploration and exploitation of memetic algorithms. It is perceived as a major contribution in the field of parallel memetic algorithm and combinatorial optimization research.

1.8 Organization of the Thesis

This chapter has given a concise introduction to some basic concepts in combinatorial optimization problems, memetic algorithm, parallel algorithm methodology, and distributed computational platform which are the major work related to the topics addressed in this dissertation. The motivation, objectives and contributions of the work have also been presented.

The rest of this thesis is organized as follows.

In Chapter 2, a brief overview of combinatorial optimization problems is provided, followed by description of modern metaheuristic techniques with emphasis on evolutionary computations and extended parallel paradigm, neighbourhood search as well as their combination, memetic algorithms.
Chapter 3 focuses on the proposed island model parallel memetic algorithm (PMA) embedded on a distributed computing platform in detail. Empirical studies of PMA utilized for large scale quadratic assignment problems are presented. The study on the migration topology of the island model is also presented in this chapter.

Chapter 4 describes the proposed diversity-based static adaptive strategy for controlling the local search frequency of island model PMA (PMA-SLS). Empirical studies of PMA-SLS on large scale quadratic assignment problems are presented and compared with other algorithms.

Chapter 5 proposes diversity-based dynamic adaptive strategy for controlling the local search frequency of island model PMA (PMA-DLS). Empirical studies of PMA-DLS on large scale quadratic assignment problems are presented and compared with PMA-SLS and other algorithms.

Chapter 6 focuses on the proposed hierarchical model of PMA to suit the heterogeneous characteristics of distributed computing environment.

Chapter 7 summarizes this dissertation by discussing the contributions and limitations of the whole work. It also suggests some possible directions for future research.
Combinatorial Optimization and Metaheuristics

In this chapter, we give a short review of basic concepts on combinatorial optimization, especially quadratic assignment problems (QAPs), computational complexity, and the solution techniques used to solve hard problems, with emphasis on metaheuristics.

1.1 Combinatorial Optimization

Definitions

Many problems with important practical applications are concerned with the selection of a “best” configuration or a set of parameters to achieve some objective criteria. Such problems are generally referred to as optimization problems. If the entities to be optimized are discrete, the number of feasible solutions is finite. We call such problems *combinatorial optimization problems*.

According to (Garey and Johnson 1979), a combinatorial optimization problem $P$ is either a minimization problem or a maximization problem, and it consists of
(i) a set \( D_P \) of instances,

(ii) a finite set \( S_P(I) \) of candidate solutions for each instance \( I \in D_P \), and

(iii) a function \( M_P \) that assigns a positive rational number \( M_P(I,x) \) called the solution value for \( x \) to each instance \( I \in D_P \) and each candidate solution \( x \in S_P(I) \).

Thus, an optimal solution for an instance \( I \in D_P \) is a candidate solution \( x^* \in S_P(I) \) such that, for all \( x \in S_P(I) \), \( M_P(I,x^*) \leq M_P(I,x) \) if \( P \) is a minimization problem, and \( M_P(I,x^*) \geq M_P(I,x) \) if \( P \) is a maximization problem.

Based on the fact that the set of candidate solutions is finite, exhaustive search can simply evaluates and compares \( M_P(I,x) \) for all \( x \in S_P(I) \). However, the search space of many combinatorial problems grows exponentially with the problem size, i.e., the number of components in a solution vector \( x \). Thus, this complete enumeration scheme becomes impractical. For a large class of combinatorial optimization problems no alternative algorithms running in polynomial time are known. This phenomenon has led to the development of complexity theory (Garey and Johnson 1979), and in particular, to the theory of \( NP \)-completeness.

**Computational Complexity**

The theory of \( NP \)-completeness is focused on decision problems such as:

*Is there a feasible solution \( x \in S_P(I) \) such that \( M_P(I,x) \leq L \) (\( M_P(I,x) \geq L \))?*
Two basic classes of decision problems are distinguished: the class $P$ of decision problems that can be solved by a polynomial-time algorithm, and the class $NP$ of decision problems that can be solved by a non-deterministic polynomial-time algorithm. The latter consists of two stages. In the first stage, a solution to a given instance $I$ is guessed. In the second stage, this solution is checked by a deterministic polynomial verification algorithm (Garey and Johnson 1979).

Given these two classes, $NP$-complete problems can be defined (Garey and Johnson 1979, Johnson and Papadimitriou 1985):

**Def. 2.1** A decision problem $p$ is $NP$-complete, if (a) $p \in NP$, and (b) all problems in $NP$ can be reduced to $p$ by a polynomial-time algorithm.

Probably the most important open question in computer science is whether $P = NP$. From the above definition, it follows immediately that if for one problem in $NP$ a polynomial time algorithm can be found, all problems in $NP$ can be solved in polynomial time and thus $P = NP$. However, it is commonly believed that $P \neq NP$, but no proof has been found yet.

Optimization problems cannot be $NP$-complete, since they are not decision problems, even though for each optimization problem a decision problem can be defined which is equivalent in complexity. However, the notion of $NP$-hard problems is less restricted than the definition of $NP$-completeness (Johnson and Papadimitriou 1985):

**Def. 2.2** A problem (decision or otherwise) is $NP$-hard if all problems in $NP$ are
polynomially reducible to it.

This definition includes decision problems that are not contained in \( NP \) as well as problems which are not decision problems.

**Solution Methods**

A wide range algorithmic strategies exist to deal with combinatorial optimization problems. We can roughly classify these approaches as follows.

**Exact techniques**: These methods are usually based on some enumeration scheme like branch-and-bound or dynamic programming and yield provably optimal solutions. In particular, techniques utilizing linear programming work remarkably well in many cases. Nevertheless, the applicability of exact methods is often restricted to small instances due to the problem’s complexity.

**Heuristics**: Heuristic algorithms, contrary to exact algorithms, can not provide any guarantee of optimality for the best solution obtained. The reason for the current research on suboptimal solution methods is the fact that many of them can provide good solutions within reasonable time constraints, which are often necessary in real-world application environments. Heuristic methods include the following categories: *constructive, enumeration* and *improvement* methods. Another category of methods worthy of mention are *approximate algorithms*, which are heuristics providing quality guarantees for their solutions.

**Metaheuristics**: Metaheuristics as the name suggests, are heuristic algorithms too. They
usually can be easily adapted to a wide range of different problems; this is in general not possible for traditional heuristics. However, as the main focus of this thesis lies in metaheuristics, we address them extensively in the next section.

**Quadratic Assignment Problems**

Quadratic Assignment Problems (QAP) belongs to a class of combinatorial optimization problems with many interesting practical applications. It was formulated by Koopmans and Beckmann (1957) for location planning of economic activities. To formulate a QAP mathematically, consider \( n \) facilities to be assigned to \( n \) locations with minimum cost. The QAP can be described by two \( n \times n \) matrices \( A = [a_{ij}] \) and \( B = [b_{ij}] \). The goal is to find a permutation \( \pi \) of the set \( M = \{1, 2, 3, \ldots, n\} \), which minimizes the objective function \( C(\pi) \) as in Eq.(2.1).

\[
C(\pi) = \sum_{i=1}^{n} \sum_{j=1}^{n} a_{ij} b_{\pi(i)\pi(j)}.
\]  

(2.1)

In the above equation, matrix \( A \) can be interpreted as a distance matrix, i.e. \( a_{ij} \) denotes the distance between location \( i \) and location \( j \), and \( B \) is referred to as the flow matrix, i.e. \( b_{ij} \) represents the flow of materials from facility \( i \) to facility \( j \). We represent an assignment by the vector \( \pi \). \( \pi(i) \) is the location to which facility \( i \) is assigned. The quadratic objective function of the distances between the locations and the flows between the facilities gives rise to what is commonly known a quadratic assignment. Also the two famous combinatorial optimization problems, TSP and graph bipartitioning problem, are the special cases of QAP.
The QAP has been a subject of frequent study on combinatorial optimization. A recent survey article in (Burkard et al. 1998, Loiola et al. 2007) provides a fairly comprehensive outline of the development in this field. The applications as well as the techniques for solving QAP are also quite diverse. The edited volumes by Pardalos and Wolkowicz (1994), Cela (1998), and Pardalos and Pitsoulis (2000) should give a profound indication of such diversity in QAP algorithms and applications. Over the years, researchers have continued to study and develop effective algorithms for solving QAP. This is due primarily to the fact that many real-life allocation, assignment and layout problems can be formulated as QAP. Some examples include backboard wiring on electronic circuits (Steinberg 1961), campus planning (Dickey and Hopkins 1972), ranking of archaeological data (Krarup and Pruzan 1978), hospital layout planning (Elshafei 1977), scheduling parallel production lines (Geoffrion and Graves 1976), machine scheduling (Back et al. 1997), facility layout problem (Mavridou and Pardalos 1997), statistical data analysis (Hubert 1987), the design of typewriter keyboards and control panels (McCormick 1970) and so on. Besides other domains of engineering and design (Gero et al. 1997), a new application of the QAP in biology has recently been discovered in the context of indirect gradient analysis (reconstruction of the intensity of some latent environmental factors from species' responses) (Cejchan 1998). Its availability has elicited much research focused on the optimization algorithm.

Since the QAP is NP-hard (Sahni and Gonzalez 1976), only implicit enumeration approaches are known to solve them optimally. However, the computational time cost
will increase exponentially with respect to $n$ and thus become unmanageable. Generally, it is considered unsolvable for QAP with size larger than 20 through exhaustive methods. But in practice, many applications are significantly larger than 20.

(Burkard et al. 1997), which differ in size and complexity. The robustness of an 
algorithm when running on these benchmarks can be gauged based on its performance in 
terms of solution quality and computational time.

There are various kinds of benchmarks of QAPs. In this work, the large scale 
benchmarks are the investigation focus. The benchmark problems considered in the work 
are classes of synthetic problems randomly generated or created to study the robustness 
of algorithms for solving QAPs (Burkard et al. 1997). The characteristics of these 
benchmark problems are summarized below:

- **sko** — This group of benchmarks was proposed by Skorin-Kapov (1990). The 
distance matrices of these problems are rectangular and the entries of the flow 
matrices are pseudo-random numbers.

- **lipa** — These instances come from problem generators described in (Li and Pardalos 
1992), they are asymmetric problems with known optimal solutions.

- **tai** — The instances _tai-a_ are uniformly generated and were proposed in (Taillard 
1991), while the instances _tai-b_ were introduced in (Taillard 1995). Problems of _tai-b_ 
group are asymmetric and randomly generated.

- **wil** — This group of benchmarks was proposed by Wilhelm and Ward (1987), the 
distance matrices of these problems are rectangular.

- **tho** — This group of benchmarks was proposed by Thonemann and Bolte (1994), the 
distance matrices of these instances are rectangular.
1.2 Metaheuristics

During the last few decades, a new kind of heuristic algorithms has emerged which tried to use lower-level heuristic approaches to build higher-level frameworks targeted at efficiently and effectively exploring a search space. The name metaheuristic, first introduced in Glover (1986), stems from the composition of two Greek words. *Heuristic* derives from the verb *heuriskein* which means “to find” and the prefix *meta* means “beyond, in an upper level”. Glover and Kochenberger (2003) and Blum and Roli (2003) provide a survey on metaheuristics and related topics and current state of the art in the area. Here, we give an overview of some of the most widely known metaheuristic methods often applied to combinatorial optimization problems. The main features of metaheuristics are intensification (thorough investigation of promising regions of the search space, which might lead to short term improvement of the current solution) and diversification (exploration of parts of the search space not yet covered, which might require short term worsening of the current solution). These features are complementary and are therefore required for an effective metaheuristic search. The effectiveness of a metaheuristic will depend on how these two features are balanced. We distinguish between trajectory (or point-based) metaheuristics and population-based ones. Whereas in the former category only one solution is maintained at a time, the latter maintains a population of solutions. We present below an overview of some of the most popular metaheuristic methods. A special emphasis on memetic algorithm is given as it
represents a class of successful hybridization of single-point search algorithms and population-based one for solving complex combinatorial optimization problems.

**Trajectory Methods**

In this section we outline metaheuristics referred to as *trajectory methods*. The term trajectory methods is used because the search process performed by these methods is characterized by a trajectory in the search space. This class of methods is *neighborhood search* based algorithms. Therefore, some definitions need to be clarified (Alba 2005).

**Def 2.3** A *neighborhood structure* is a function $N : S \rightarrow 2^S$ that assigns to every $s \rightarrow S$ a set of neighbors $N(s) \subseteq S$. $N(s)$ is called the neighborhood of $s$. Often, neighborhood structures are implicitly defined by specifying the changes that must be applied to a solution $s$ in order to generate all its neighbors. The application of such an operator that produces a neighbor $s' \in N(s)$ of a solution $s$ is commonly called a move.

A neighborhood structure together with a problem instance defines the topology of a so-called search (or fitness) landscape. A solution $s^* \in S$ is called a globally minimal solution (or global minimum) if for all $s^* \in S$ it holds that $f(s^*) \leq f(s)$. The set of all globally minimal solution is henceforth denoted by $S^*$. The introduction of a neighborhood structure enables us to define the concept of *locally* minimal solutions.

**Def 2.4** A *locally minimal solution (or local minimum)* with respect to a neighborhood structure $N$ is a solution $^\ast$ such that $\forall s \in N(^\ast) : f(^\ast) \leq f(s)$. We call $^\ast$ a strict
locally minimal solution if \( \forall s \in N(\widehat{s}) : f(\widehat{s}) < f(s) \).

1.2.2.1 Basic Local Search

Local search algorithms (LSs) have played an important role for solving a variety of combinatorial optimizations. For example, the first local search algorithm for the traveling salesman problem was proposed in 1956/58 (Croes 1958, Flood 1956), and a local search for the facilities location problem was developed in 1963 (Armour and Buffa 1963). Figure 2.1 shows the general local search algorithm for a minimization problem; it begins with a feasible solution to the problem, a new solution with a lower objective \( f \) is searched in its neighborhood. If such a solution is found, the new solution is accepted and its neighborhood is searched for a better solution, and so on. The algorithm terminates when a local optimum is reached, i.e. when there is no solution in the neighborhood of the current best solution with a lower objective value.

```
Procedure Local-Search (s \in S); S;
begin
    repeat
        Generate neighboring solution \( s' \in N(s) \);
        if \( (f(s') < f(s)) \) then \( s := s' \);
        until \( \forall s' \in N(s) : f(s') \geq f(s) \);
    return s;
end;
```

Figure 2.1 Local Search

Local search (LS) has some similarity to simple hill-climbing except that (a) the neighborhood of the current solution is searched systematically instead of randomly, and
(b) the neighborhood search is repeated until a locally optimum solution is found. There are different ways to conduct local search. For example, *best improvement* performs in a greedy way, i.e., the current solution is always replaced with the best solution in the whole neighborhood. On the other hand, *first improvement* accepts a better solution whenever it is found.

The time complexity of a certain local improvement procedure strongly depends on the size of the neighborhood and on the complexity of a single move. The effectiveness of the heuristic depends highly on the choice of an appropriate neighborhood $N$. One advantage of LS over other heuristics is that the configuration space can be searched very efficiently. Instead of calculating the objective value of $s' \in N(s)$, it is sufficient to calculate the difference $\Delta f = f(s) - f(s')$ (by utilizing problem-specific properties to avoid the explicit computation of $f(s)$ and $f(s')$ and to test whether $\Delta f$ is less than zero.

A disadvantage of LS is that the obtained solutions are only local optima. Once a local optimum solution has been reached, the algorithm terminates. To address this weakness, many advanced local search methods were proposed.

### 1.2.2.2 Simulated Annealing

Simulated annealing (SA) was first introduced as a search strategy by Kirkpatrick *et al.* in 1983 (Kirkpatrick *et al.* 1983). The idea originated from the physical annealing process of metals published by Metropolis in 1953 (Metropolis *et al.* 1953). The idea of simulated annealing search is to always accept the solution under consideration if it is
better than the current solution (intensification), otherwise a worse solution may be accepted with a certain probability (diversification). Over the course of the search the probability of accepting a worse solution gradually decreases. This ensures that as the search progresses, the algorithm focuses on areas of the search space which are likely to contain good (local or global) optima. Aarts et al. (Aarts et al. 1997) have given proofs that the SA algorithm converges to the global optimum with probability 1 provided that the sequence of trials (or Markov chains) approximate a stationary distribution.

Simulated annealing has been applied to many combinatorial optimization problems, such as the quadratic assignment problem (QAP) (Connolly 1990) and the job shop scheduling (JSS) problems (Laarhoven et al. 1992) and large range of applications, including routing, graph partitioning, the traveling salesman problems, VLSI design, and etc (Aarts et al. 1997). Nowadays SA is used more as a component in metaheuristics, rather than applied as a stand-alone search algorithm. Variants of SA called Threshold Accepting and the Great Deluge Algorithm were presented in (Deuck and Scheuer 1990) and (Deuck 1993), respectively.

1.2.2.3 Tabu Search

Tabu search (TS) is one of the most successful metaheuristics for the application to combinatorial optimization problems. The basic ideas of TS were introduced in (Glover 1986). A description of the method and its concepts can be found in (Glover and Laguna 1997). The basic idea of TS is the explicit use of search history, both to escape from local minima and to implement an explorative strategy. At each iteration of a TS, the best
solution is chosen from a \textit{subset} of the neighbors of the current solution considered. The subset of neighboring solutions considered at each step is made up of all the solutions in the neighborhood except the \textit{tabu} solutions. The tabu solutions (tabu list) are usually solutions or moves that would bring the search back to a solution that has already (recently or frequently) been visited. Thus the tabu list inhibits the search from going into cycles. The tabu list is a form of short term memory that guides the search away from areas that have already been visited, but it can also be overridden if a solution that is tabu has some property that makes it particularly appealing (e.g. it has the best evaluation yet encountered in the search). TS also allows for the evaluation function, used to choose the best solution in the reduced neighborhood under consideration, to be changed so that the search can be guided towards or away from certain areas. Specifically, the search can be guided \textit{towards} solutions that are in some way similar to the current solution \textit{(intensification)}, or \textit{away} from solutions similar to the current solution \textit{(diversification)}.

A large variety of applications of TS is summarized in Glover and Laguna (1997). Hertz \textit{et al.} (1997) also describe the application of TS to problems including the quadratic assignment problem, graph coloring, vehicle routing and course scheduling. By incorporating domain knowledge and heuristics, TS can be a flexible metaheuristic technique with high search efficiency.

\textbf{1.2.2.4 Greedy Randomized Adaptive Search Procedures}

The greedy randomized adaptive search procedures (GRASP) (Feo and Resende 1995, Pitsoulis and Resende 2002) is a multi-start metaheuristic technique for combinatorial
optimization problems, in which each iteration consists of a constructive phase followed by an improvement phase. In the constructive phase, a constructive algorithm is used to create a solution from scratch. The constructive heuristic can be applied with different random seeds to create different starting solutions. The constructive heuristic is a greedy approach which tends to select the best candidate elements taken from a restricted candidate list in order to build a complete solution. It is also adaptive in that it updates the evaluation of remaining candidate elements each time a candidate element has been selected. The solutions thus obtained by the constructive heuristic are not necessarily optimal, even with respect to simple neighborhoods. The second phase of GRASP is therefore invoked in order to improve on the starting solution produced at the end of the first phase. This second phase uses a local search approach. It is therefore necessary to define a neighborhood structure and a search space. Usually the second phase utilizes simple neighborhood structures. Overall the GRASP algorithm will repeatedly apply Phase 1 and Phase 2 using different seeds at phase 1 (so as to produce different starting solutions). The best solutions found are reported at the end of the algorithm. A major advantage of GRASP algorithms is their ease of implementation. Indeed the method requires few parameters and the neighborhood structures used are quite simple. There are a variety of applications of GRASP, such as the job shop scheduling problem (Binato et al. 2001), the graph planarization problem (Resende and Ribeiro 1997), and assignment problems (Prais and Ribeiro 2000). A detailed and annotated bibliography references many more applications (Festa and Resende 2002).
1.2.1.5 Variable Neighborhood Search

Variable neighborhood search (VNS) is a metaheuristic proposed in Hansen and Mladenovic (2001), which explicitly applies strategies for swapping between different neighborhood structures from a predefined finite set. At the initialization of the algorithm, a set of neighborhood structures has to be defined. These neighborhood structures can be arbitrarily chosen. Then, an initial solution is generated, the neighborhood index is initialized, and the algorithm iterates until a termination condition is met. Each iteration consists of three phases: shaking, local search, and move. The objective of the shaking phase is to select a solution from some neighborhood of the current local minimum that is a good starting point for the local search. The starting point should enable local search to reach a different local minimum than the current one, but should not be “too far”, otherwise the algorithm would degenerate into a simple multi-start local search with random starting solutions. Several combinatorial problems were solved using variable neighborhood search, e.g., TSP (Hansen and Mladenovic 2001), facilities location problems (Hansen and Mladenovic 1998) and its continuous version (Brimberg et al. 2000). Other applications are introduced in (Hansen and Mladenovic 2001).

1.2.2.6 Guided Local Search

Guided Local Search was developed by (Voudouris and Tsang 1999). The basic principle in GLS consists of dynamically changing the objective function value when local optimum has been reached. The aim is to gradually make the current local optimum “less desirable” over time so that other areas of the search space can be explored. GLS has
been successfully applied to the weighted MAXSAT (Mills and Tsang 2000), the vehicle routing problem (Kilby et al. 1999), the TSP, and the QAP (Voudouris and Tsang 1999).

1.2.2.7 Iterated Local Search

Iterated Local Search is a metaheuristic that is based on a simple but powerful concept. The essential idea in Iterated Local Search lies in focusing the search not on the whole solution space but on a smaller subset of the solution space which contains solutions that are locally optimal with regards to the local search method. The key in Iterated Local Search is in the sampling of the reduced set of local optima. Iterated Local Search starts with an initial solution to which the local search method is applied. Then, from that local optimum, Iterated Local Search will repeatedly perform a perturbation of the local optimum and apply local search to that perturbed local optimum and so forth. The local search method may be viewed as a black box which is repeatedly applied to the perturbed local optima. When a local optimum to the perturbed local optimum is obtained, an acceptance criterion is applied to decide which of the new and previous local optimum is accepted. How effective Iterated Local search is will depend on the local search method, the perturbations carried out and the acceptance criteria. Lourenco et al. (2003) give a thorough investigation of Iterated Local Search methods.

Population-based Methods

Population-based methods deal with a set (i.e., a population) of solutions rather than with a single solution in every iteration of the algorithm. In this way, population-based algorithms provide a natural, intrinsic way for the exploration of the search space. Yet,
the final performance strongly depends on the way the population is manipulated. The most studied population-based methods in combinatorial optimization are ant colony optimization (ACO) and evolutionary computation (EC). In ACO, a colony of artificial ants is used to construct solutions guided by the pheromone trails and heuristics information, and in EC algorithm, a population of individuals is modified by recombination and mutation operators.

1.2.2.8 Ant Colony Optimization

Ant colony optimization (ACO) is a population-based technique for optimization problems. The method was developed in analogy to the biological organization of real ants searching for food in nature. Thus, ant colony optimization is based on the indirect communication of a colony of artificial agents (the ants) mediated by artificial pheromone trails. Pheromone trails in ACO are expressed as numerical values which the ants use to probabilistically construct solutions to the problem at hand. Pheromone trails are adapted during the search to reflect search experience gained by the ants. By design, ant colony optimization techniques are constructive heuristics. An ant colony optimization starts with a population of empty initial solutions. The algorithm proceeds by iteratively adding elements to the existing partial solutions in order to form complete feasible solutions for the problem being solved. The problem is usually represented by a graph with vertices and edges, where the vertices represent states of the problem and the edges the possible connections between states. A colony of ants concurrently and asynchronously builds solutions by moving through adjacent vertices of the problem on
the construction graph thus building paths. At each state of the problem (represented by a vertex in the construction graph) the ant must decide which vertex to visit next, which corresponds to which element to add to the current partial solution. Once an ant has built a complete solution or while the ant is building the solution, the ant evaluates the current solution (which may or may not be partial) and deposits a certain amount of pheromone on the connections (or edges) it has used. This pheromone will direct the search of future ants. To prevent early convergence, ant colony optimization algorithms maintain a certain level of pheromone evaporation, that is, the pheromone deposited by previous ants decreases over time. It is also possible for ant colony optimization algorithms to perform what is known as ‘daemon’ actions, which are actions that cannot be carried out by individual ants but are instead centralized decisions. The key in a successful implementation of an ant colony optimization algorithm is how pheromone is updated, which has a direct impact on the balance between intensification and diversification of the search. Ant systems, which are the early form of ant colony optimization algorithms, were introduced by Dorigo et al. (Dorigo et al. 1991, Dorigo et al. 1996). Further publications can be found on http://iridia.ulb.ac.be/ mdorigo/ACO/ACO.htm maintained by Marco Dorigo.

1.2.2.9 Evolutionary Computation

Evolutionary Computation (EC) algorithms are inspired by nature’s capability to evolve living beings well adapted to their environments. EC algorithms can be characterized as computational models of evolutionary processes. At each iteration a number of operators
are applied to the individuals of the current population to generate the individuals of the population of the next generation (iteration). Usually, EC algorithms use different variation operators to produce new individuals. For example, one operator called recombination or crossover recombines two or more individuals to produce new individuals. Another operator called mutation or modification causes a self-adaptation of individuals. The driving force in evolutionary algorithms is the selection of individuals based on their fitness (which can be based on the objective function, the result of a simulation experiment, or some other kind of quality measure). Individuals with a higher fitness have a higher probability to be chosen as members of the population of the next iteration (or as parents for the generation of new individuals). This corresponds to the principle of survival of the fittest in natural evolution. It is the capability of nature to adapt itself to a changing environment, which gave the inspiration for EC algorithms.

The majority of current implementations of evolutionary algorithms descend from three strongly related but independently developed approaches: genetic algorithms (GAs) initiated by Holland in (Holland 1975), evolutionary programming (EP) introduced by Fogel (Fogel 1962), and evolution strategies (ES) proposed by Rechenberg in (Rechenberg 1973).

Figure 2.2 describes the basic structure of EC algorithms. In this algorithm, $P$ denotes the population of individuals. At each iteration a set of offspring individuals $P'$ is generated by the application of the Variation operators, either recombination and/or mutation. The individuals for the next population are then selected in function $Select(P, P')$ from the
union of the old population $P$ and the set of offspring individuals $P'$. In the context of genetic algorithms, individuals are called *genotypes*, whereas the solutions that are encoded by individuals are called *phenotypes*. This is to differentiate between the representation of solutions and solution themselves. The choice of an appropriate representation is crucial for the success for an EC algorithm.

**Procedure** Evolutionary Computation (EC)

```plaintext
P ← GenerateInitialPopulation()
Evaluate(P)
while termination conditions not met do
    $P' ← \text{Variation operators} (P)$
    Evaluate($P'$)
    $P ← \text{Select}(P, P')$
end while
output: best solution found
```

Figure 2.2 Basic structure of EC algorithm

EC algorithms have been applied to most combinatorial optimization problems and optimization problems in general (e.g. TSP in Braun (1990)). Recent successes were obtained in the rapidly growing bioinformatics area (e.g., Fogel *et al.* 2002), but also in multiobjective optimization (Coello 2000) and other fields. A detailed reference to EC application can be referred to (Back *et al.* 1997, Yao 1999). The other two population-based methods which are sometimes also considered as EC algorithms, i.e., Scatter Search and Path Relinking (Glover *et al.* 2000), and Estimation of Distribution Algorithms (EDAs) (Muhlenbein and Paab 1996).
1.2.2.10 Parallel Evolutionary Algorithm

Parallelism is considered a desired feature of any framework for optimization of computationally expensive problems. Hence, we briefly overview the diverse forms of parallel evolutionary algorithms in literature. Parallel evolutionary algorithm (PEA) represents an extension of the canonical EA. The basic concept of PEA is based on principle of tasks division of a classical EA across multiple processing nodes. The other advantage of PEA is that it facilitates speciation, a process by which different subpopulations evolve in diverse directions simultaneously. They have been shown to speed up the search process, attaining higher quality solutions on complex design problems. For this reason PEAs are not only an extension of the traditional EA sequential model, but they represent a new class of algorithms in that they manage the solution space in a different manner. Several types of PEAs (Cantu-Paz 1998, Cantu-Paz 2000a, Alba and Tomassini 2002) are briefly discussed.

Master-slave PEA – In master-slave PEAs, it is assumed that there is only a single panmictic population, i.e., a canonical EA. Like the canonical EA, each individual competes and reproduces with others. However, unlike the canonical EA, evaluations of individuals are distributed by scheduling fractions of the population among the processing slave nodes. In addition, master-slave PEA uses parallel computing to speed up the operation of the simple EA without changing the basic operations of the sequential EA. Such a model has the advantage of easy implementation since it does not alter the protocol of canonical EA search, i.e., the existing theory of simple EA still applies.
Furthermore, it serves as an efficient method of parallelization when the fitness evaluation is computationally expensive.

*Fine-grained PEA* — Fine-grained parallel EA consists of a single population pool, which is spatially structured. It is designed to run on closely-link massively parallel processing system, i.e., a computing system consisting of large number of processing elements and connected in a specific high-speed topology. For instance, the population of individuals in a fine-grained PEA may be organized as a two-dimensional grid, since many massively parallel computers have processing elements that are connected using this topology. Consequently, selection and mating in a fine-grained parallel EA are restricted to small groups. Nevertheless, groups overlap to permit some interactions among all the individuals so that good solutions may disseminate across the entire populations. Sometimes, fine-grained parallel EA is also termed as the cellular model (Cantu-Paz 1999a).

*Multi-population PEA* — Multiple population (or deme) EA may be more sophisticated, as it consists of several subpopulations that exchange individuals occasionally. This exchange of individuals is called migration and it is controlled by several parameters. Multi-population PEAs are characterized by the use of multiple subpopulations and migration operation. Multi-population PEAs are also known by various names. Since they resemble the “island model” in population genetics that considers relatively isolated demes, it is often known as “Island EA”.

In multi-population PEAs, the arrival of individuals from other populations can trigger
evolutionary changes. It is also noticed that there was relatively little change between migrations, but new solutions were found shortly after individuals were exchanged. Multi-population PEAs, although popular, is also a class of PEAs that is probably the most difficult to understand. This is because the effects of migration are not fully understood. Migration is controlled by several parameters (Cantu-Paz 2000b):

- Migration rate determines how many individuals migrate from a population.
- Migration frequency (migration interval) determines how often migration occurs.
- Migration topology determines the destination of the migrants.
- Migration policy determines which individuals migrate and which are replaced at the receiving deme.

Hierarchical PEA — Various PEA models may also be hybridized to produce other new hierarchical PEA (HPEA) models. One may form a hierarchical PEA that combines a multi-population PEA (at the upper level) and a fine-grained PEA or master-slave PEA (at the lower level). On the other hand, multi-population PEA may also be designed with multiple levels in a manner such that migration rate is faster at the lower level and possessing a communication topology which is much denser than the upper level. In general, hierarchical PEA is considered to be more effective in generating significant speed up than standalone PEA models.
Towards Memetic Algorithms

Evolutionary algorithms (EAs) are global search techniques derived from Darwin’s theory of evolution by natural selection. As introduced in Section 2.2.2.2, although these algorithms have been widely applied in global optimization problems, it is now well known that it is hard for an EA to fine tune the search in complex spaces. The main reason is that EAs update a population of potential solutions (called individuals) in a global search style so that there is no local search or learning during the life span of an individual. Although EAs are very good at rapidly identifying good areas of the search space (exploration), they are often less good at refining near-optimal solution (exploitation). Hence, hybridization with other techniques can greatly improve the efficiency of search (Davis 1991, Wolpert and Macready 1997, Culberson 1998, Goldberg and Voessner 1999). On the other hand, as introduced in Section 2.2.1.1, local search performs iterative search for optimum solution in the neighbor of a candidate. Starting from a single candidate solution, local search methods use “local” information to decide which neighbor they should move to next. In general, all local search methods suffer from the same drawback as they tend to get stuck in local optima.

In order to locate the global optimum, there are two competing goals, exploration and exploitation. While exploration is important to ensure global reliability, i.e., every part of the domain is searched enough to provide a reliable estimate of the global optimum, exploitation is also important since it concentrates the search effort around the best solutions found so far by searching their neighborhoods to produce better solutions.
To solve the above problem, there have been growing interests in MAs (Moscato and Norman 1992, Steenbeek et al. 1998) that combine the global search ability of EAs with some kind of heuristic local search methods. The term memetic algorithm was firstly introduced by Pablo Moscato in 1989 (Moscato 1989) for local search and problem-specific knowledge enhanced EAs. MAs are population-based metaheuristic search methods inspired by Darwinian’s principles of natural evolution and Dawkins’ notion of a meme defined as a unit of cultural evolution that is capable of local refinements (Dawkins 1976). In the case of MAs, a “meme” refers to the strategies (e.g. local refinement, perturbation or constructive methods, etc) individuals (also called “agents”) employ to improve themselves. Hence, a memetic algorithmic model of adaptation exhibits the plasticity of individuals that a strictly genetic model fails to capture. In MAs, learning occurs both in an evolutionary time-scale and in an individual’s life-span time-scale. The characterization of a meme suggests that in culture evolution processes, information is not simply transmitting unaltered between individuals. In contrast, it is processed and enhanced by the communicating parts. This characteristic is accomplished in MAs by incorporating heuristics, approximate algorithms, local search techniques, specialized recombination operators, truncated exact methods, etc. Basically, most MAs can be regarded as a search strategy in which a population of optimizing agents cooperates and competes with each other (Moscato 2001).

In a more diverse context, MAs are also commonly known as Hybrid GAs (He and Mort 2000, Vazquez and Whitley 2000, Fleurent and Ferland 1994, Steenbeek et al. 1998),

EAs and MAs have been applied in a number of different areas (Krasnogor and Smith 2005), for example, operational research and optimization, automatic programming, and machine and robot learning, the study and optimizing of models of economies, immune systems, ecologies, population genetics, the interaction between evolution and learning, and of social systems, to name but a few.

1.2.2.11 Design Issues for Memetic Algorithm

The most common use of memetic algorithms is the combination of EAs with local improvement or local search, since this symbiosis has been shown to be very successful (Merz 2001, Krasnogor and Smith 2000, Holstein and Moscato 1999). That way, the exploration abilities of the evolutionary algorithm are complemented with the exploitation capabilities of local search procedures. In early stage, a complete local
search is performed on every individual in the MA’s population after each global search. This strategy is referred as Canonical Memetic Algorithm. The pseudo code of a Canonical Memetic Algorithm is shown in Figure 2.3.

**Figure 2.3 Canonical Memetic Algorithm**

In the canonical memetic algorithm, the GA population is initially generated. Individuals in the populations will then undergo the local search procedure in the spirit of Lamarckian learning (Ong and Keane 2004, Hart 1994, Houck et al. 1996, Krasnogor 2002) or Baldwinian learning (Baldwin 1896). The genotypes and/or phenotypes in the original population are replaced with the improved solution depending on the learning mechanism, i.e., Lamarckian or Baldwinian learning. Subsequently new population is created through standard genetic algorithm operators, e.g., selection, mutation and crossover. Lamarckian learning means that a genetic modification (by means of local search) that is beneficial for the individual is acquired in its life span and hence subject to
propagation and selection into future generations. This is achieved by coding back into
the genome any improvement found by the learning mechanism. Baldwinian learning
(Baldwin 1896) in MAs can be regarded as the application of local search with the sole
purpose of fitness evaluation or development. If local search directly modifies the
genotypes that the EA is working with, then it is a Lamarckian MA regardless of which
stage the local search was applied. If local search is only used to bias the search of the
EA then it is a Baldwinian MA. It is difficult to decide a priori which method is the best,
and probably no one is better in all cases. Lamarckian learning tends to substantially
accelerate the evolutionary process with the caveat that it often results in premature
convergence. On the other hand, Baldwinian learning is more unlikely to bring a
diversity crisis within the population but it tends to be much slower than Lamarckian
learning.

Memetic algorithm may be regarded as a marriage between a population-based global
search and the local improvement made by each of the individuals. This has the potential
to exploit the complementary advantages of EAs (generality, robustness, global search
efficiency), and problem-specific local search (exploiting application-specific problem
structure, rapid convergence toward local minima). In recent years, a number of
independent researchers have addressed several issues relating to the trade-off between
exploration and exploitation in MAs. On one hand, different local searchers can be
applied to different individuals, and on the other hand, those local searchers can be used
with different probability and intensities. Some of the typical issues considered in
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literature are as follow:

1) How often should local learning be applied for, i.e., local search frequency?

2) On which solutions should the local learning be applied?

3) How long should the local learning be run, i.e., local search intensity?

4) Which local learning procedure or local search or meme to use?

The first issue pertinent to memetic algorithm design is to consider how often the local search should be applied for, i.e., local search frequency. Although the majority of memetic algorithms in the literature apply local search to every individual in every generation of the evolutionary algorithm, this is not mandatory. Early work by Goldberg and Voessner (1999) presented a theoretical framework for “choosing proper balance between global and local solvers to help find solutions quickly, reliably, and accurately”. They provided a theoretical alternative for efficient global-local hybrid search and characterize the optimum local search time that maximizes the probability of achieving a solution of a specified accuracy. Hart (1994) investigated the effect of local search frequency on MA search performance for continuous optimization. He studied various configurations of the local search frequency at different stages of the MA search based on the population statistics. And he also described how the optimal frequency is related to the type of problems being optimized. Land (1998) extended his work to combinatorial optimization problems and introduced the concept of “sniff” for balancing genetic and local search, also known as the local/global ratio.

The second issue pertinent to memetic algorithm design is to consider on which solutions
the local learning should be applied. Hart (1994) also studied the issue on how to best select the individuals among the EA population that should undergo local search. In his work, fitness-based and distribution-based strategies were studied for adapting the probability of applying local search on the population of chromosomes in continuous parametric search problems. Conversely, it was shown in Ku et al. (2000) that it may be worthwhile to applying local search on every individual if the computational complexity of the local search is relatively low. Lozano et al. (2004) proposed a fitness-based method to adaptively assign different local search probabilities to individuals. It was observed that the algorithm adjusts the global/local search balance according to the particularities of each problem instance. Furthermore, Molina et al. (2005) proposed a fitness-based adaptive method in real-coded memetic algorithm. They divided the individuals of the population into three different categories based on fitness and assigned different values of the parameters on local search probability (when local search will be applied) and local search depth (how much effort should be applied) to the individual according to the category to which that individual belongs.

As for the third issue, it is considered that how long should the local learning be run, i.e., local search intensity. Land (1998) used the concept of “sniffs” to try to gauge not only which individuals should go through a local search phase, but also the intensity. In particular, he addressed the problem of how to best integrate the local search operators with genetic operators. He proposed to use fine grain schedulers, both for mutation and crossover, that “sniffs” the basin of attraction represented by a solution. That is, instead
of performing a complete local search in every solution generated by the evolutionary operators, a partial local search is applied; only those solutions that are in a promising basin of attraction will be assigned later (by the coarse grain scheduler) an extended computational budget for local search. Incorporating with other knowledge, Krasnogor et al. proposed the mechanisms for tuning the local search intensity self-adaptively based on an adaptive Boltzmann method (Krasnogor and Smith 2000, Krasnogor 2004a) for local search acceptance criteria and fuzzy sets and systems method (Krasnogor and Pelta 2002, Pelta and Krasnogor 2004) within the decision rule in the local search stage according to the convergence state of the evolutionary search. Recently, Bambha et al. (2004) introduced a simulated heating technique for systematically integrating parameterized local search into evolutionary algorithms to achieve maximum solution quality under a fixed computational time budget. A careful balancing between global and local search has essentially been studied in the continuous optimization domain, often implemented as truncated local searches (Rudolph 1996).

Regarding the fourth issue, this essentially asks how to design an effective memetic algorithm for a specific problem. What are the local searches with some characteristics to be found more suitable for that problem and how to measure the suitability? In order to find the answer, the study may either base on the mathematical relationships between the search method and the problem or to do it adaptively during the run of the algorithm. It is worth noting that the performance of MA search is also greatly affected by the choice of neighborhood structures. Fitness landscape analysis (Merz 2000, Merz and Freisleben
1998, Merz and Freisleben 1999a, Merz and Freisleben 2000a, Merz and Freisleben 2000b, Merz 2004a, Merz 2004b) provided a way for identifying the structure of a given problem and thus a selection of local search algorithms. Although the correlation measures discussed in those papers can provide very valuable indications on the likely performance of memetic algorithm, they can sometimes be misleading. In particular, as a fitness distance correlation is measured based on one operator for a particular move (i.e. local searcher), if any of the schedulers has access to more than one local searcher, then different fitness landscapes will need to be considered. This fact was recognized by Jones in his “One Operator, One Landscape” axiom in (Jones 1995). Kallel et al. (2001) also showed through some statistical analysis of fitness landscapes that the choice of move operator can have a significant impact on the efficiency and effectiveness of the local search, and hence of the overall performance of the memetic algorithm. Moreover, Krasnogor (2002) has formally shown that, in order to reduce the worst-case run time of evolutionary algorithms hybridized with local search, it is necessary to choose a local search method whose move operator is different from the ones that the recombination and mutation operators induce, so called “crossover-aware” and “mutation-aware” local search. Krasnogor (2002) also investigated how to change the size and the type of neighbourhood structures dynamically in the framework of multi-meme memetic algorithms where each meme had a different neighbourhood structure, a different acceptance rule and different local search intensity. Multiple local searchers, where each one induces a different search space with distinct local optima thus avoiding local traps have been used in (Krasnogor and Smith 2000, Krasnogor and Smith 2001, Krasnogor
and Smith 2002, Caar et al. 2002, Krasnogor et al. 2002, Krasnogor 2004b, Krasnogor and Gustafson 2002, Krasnogor and Gustafson 2003, Krasnogor and Gustafson 2004), the authors resort to this technique to improve the robustness of the memetic algorithms, they have shown that the choice of which single local search operator has the best results when incorporated in an MA was entirely instance-specific. Furthermore, studies of the multimeme MAs have shown that the choice of which local search operator yielded the biggest improvement was also time-dependent. The use of a set of possible local search strategies is analogous to Dawkins’ memes (Dawkins 1976). Moreover, Ozcan (2006) proposed a multimeme memetic algorithm capable of determining where to apply a hill climber and which hill climber to apply, self adaptively for solving a real-world nurse rostering problem. In addition, Smith (2002, 2003a, 2003b, 2004) proposed a co-evolutionary framework of memetic algorithms for protein structure prediction which uses a memetic algorithm as its underlying search method. Instance-specific knowledge can be learned, stored and applied by the system in the form of a population of rule. These rules determine the neighborhoods used by the local search process, which is applied to each member of the co-evolving population of candidate solutions. Similarly, in continuous optimization, Shahidi et al. (2004) proposed an adaptive conjugate gradient approach to co-evolve the key parameters of the conjugate gradient alongside the solution and adjusted based on regional or generational conditions of individuals in the evolution process. Magyar et al. (2000) proposed a mechanism that the local search method with higher fitness improvement is rewarded with greater chances of being selected. The choice of multiple local learning procedure or memes during a memetic
algorithm search in the spirit of Lamarckian learning, otherwise, known as meta-Lamarckian learning, on continuous optimization problems was also considered in Ong and Keane (2004). Ning et al. (2003) also concluded from their experiments that the meme choice in an MA influences the performance significantly. For a detailed taxonomy and comparative study on adaptive choice of memes in memetic algorithms, the reader may refer to (Ong et al. 2006).

1.2.2.12 Memetic Algorithm and Multi-Objective Optimization

In recent years, there are increasing development in the context of multi-objective MA. Ishibuchi and Murata introduced a “multiobjective genetic local search” (MOGLS) (Ishibuchi and Murata 1996) algorithm in 1996. Jaszkiewicz proposed an algorithm initially called RD-MOGLS for “random directions” MOGLS (Jaszkiewicz 1998), and a slight variant called the Pareto memetic algorithm (PMA) (Jaszkiewicz 2003). And Knowles and Corne developed an algorithm called M-PAES (Knowles and Corne 2000, Knowles 2002).

In addition, the importance of striking a balance between genetic and local search is also emphasized in the multi-objective optimization. In some studies, local search was applied to individuals only in the final generation intending to decrease (Deb and Goel 2001) or increase (Talbi et al. 2001) the diversity of the final solutions. Ishibuchi et al. (Ishibuchi et al. 1997, Ishibuchi and Murata 1998) implemented a first version of a memetic algorithm for the flow-shop scheduling problem (named genetic local search in that paper) where they proposed not to examine the whole neighborhood but only a fraction
of it (i.e. best of $k$ instead of best of all) and stop the search when no better neighbor is found after a small number of iterations. Later they also proposed to apply local search to only good offspring to improve the search ability of their genetic local search approach (Ishibuchi et al. 2002). In more recent study, Ishibuchi et al. proposed several strategies (Ishibuchi et al. 2003) to address the balance of global search and local search in multi-objective memetic algorithm. It has been observed that applying the local search for a limited number of iterations enables better results in the long run as reported by Burke and Smith (Burke and Smith 1999) for the maintenance scheduling problem. The use of archives of solution (Knowles and Corne 2000) can also enhance the balance of genetic and local search. Tan et al. (2001) also incorporated the concept of fuzzy boundary local perturbation (FBLP) with interactive local fine tuning to facilitate broader neighborhood exploration in the context of multi-objective optimization. Furthermore, measuring the characteristics of the fitness landscape as the search progresses can help in the design of a dynamic method to balance the genetic and the local search. This has been investigated by Knowles and Corne (Knowles and Corne 2002) in the context of the multi-objective quadratic assignment problem.

Furthermore, with respect to the genetic operators, it has been proposed to apply them only to parent solutions that have a certain distance between them in the genotypical space (Murata et al. 2000). Ishibuchi and Murata have also made a number of interesting studies on investigating restricted mating and other innovations, and have tested it on several problems (Ishibuchi and Murata 1998, Ishibuchi and Shibata 2003, Ishibuchi and
Yoshida 2002, Ishibuchi et al. 2002, Murata and Ishibuchi 1998, Murata et al. 2000, Murata et al. 2001, Murata et al. 2003). It is also worth mentioning that Abbass (2001) proposed a memetic pareto evolutionary approach, which introduced a hybrid of differential evolution (Storn and Price 1995) and backpropagation learning in order to evolve both the architecture and weights of an artificial neural network with apparently good results. An excellent exposition on the design on multi-objective MAs can be found in (Knowles and Corne 2004).

1.2.2.13 Parallel Paradigm of Memetic Algorithms

A variety of parallel memetic algorithm (PMA) models which are extensions of canonical PGA have also been studied recently. These include the blackboard parallel asynchronous memetic algorithm (Bradwell and Brown 1999), master/slave PMA (Digalakis and Margaritis 2004, Garcia et al. 2006, Mendes et al. 2005), cellular PMA (Alba et al. 2005), global PMA (Digalakis and Margaritis 2001) and the island model PMA (Cotta et al. 2003, Mendes and Linhares 2004). Digalakis and Margaritis (2001) adopted a global parallelization approach that preserves the properties, behavior, and fundamental of the sequential memetic algorithm to solve multimodal and non-linear optimization problems. Alba et al. (2005) also studied two different ways of embedding local search: (1) a computationally light local search step applied to every individual (called light), or (2) an in depth exploitation local search step applied with a low probability (called intensive). They found that the intensive case always derives better results. However, Mendes et al. (2005) apply the local search on the entire population,
but only after its convergence. The issue on local search intensity and which individuals should local learning be applied was also recently considered in the context of island model parallel memetic algorithm (Cotta et al. 2003).

1.2.2.14 Theoretical Study

Although theoretical analysis of memetic algorithms is difficult, there have been some advances. Sharpe (2000) empirically demonstrates that searching a landscape with a hybrid approach which mixes hillclimbing, recommendation and mutation performs moderately well on each of three different landscapes which are respectively designed to be easy for hillclimbing, easy for recommendation, and easy for mutation. The hybrid does not perform as efficiently as the appropriate pure strategy but its effectiveness is high, suggesting that a hybrid merely processing the appropriate operator(s) will be effective on a given problem. Sharpe’s results also demonstrate the converse, that is, that a hybrid algorithm is only as good as its operators are appropriate. Hybrids without mutation, on a mutation-easy problem do not fare well, for example.

As discussed earlier, Merz and Freisleben (1999a) show that by analyzing properties of fitness landscapes, appropriate representations and operators can be designed. Hart (2001) shows some convergence analysis for a special type of memetic algorithms which work based on evolutionary pattern search. Krasnogor and Smith (2005) proposed a syntactic model of memetic algorithms.

The most fundamental theoretical issue related to MAs as well as EAs is their convergence property, i.e., under what condition a MA or EA will converge, and how fast
it converges. Xu and He (2005) have presented a theoretical model as well as the
convergence analysis of a class of gradient-based MAs. By modeling the local search of
gradient methods as an abstract strong evolution operator, the theoretical framework for
abstract memetic evolutionary algorithm was derived. Moreover, the global convergence
theorems and the convergence rate estimations of gradient-based MAs were also
established. Later, Sudholt (2006) built a rigorous theory (theory not based on
assumptions) on memetic algorithms. He analyzed a simple memetic algorithm, the (1+1)
memetic algorithm ((1+1) MA), working with a population size of 1 and no crossover.
He compared it with the well known (1+1) EA and randomized local search and showed
that these algorithms can outperform each other drastically. He also investigated the (1+1)
MA with a fixed maximal local search duration and defined a class of fitness functions
where a small variation of the local search duration has a large impact on the
performance of the (1+1) MA. Moreover, Ong et al. (2006) analyzed the global
convergence properties of adaptive MAs according to their level of adaptation using the
theory of Markov chain.

Furthermore, Krasnogor (2002) proposed a grammar to formulate a wide range of
memetic algorithms. He also expressed that the grammar can help to envisage many
more different implementations of memetic algorithms that have not been investigated.

1.2.2.15 Applications of MAs

Memetic algorithm has been applied to a vast number of optimization problems with
considerable success (see (Moscato 2002) for some example references).
We can be sure that MAs constitute one of the most successful approaches for combinatorial optimization in general, and for the approximate solution of NP Optimization problems in particular such as TSP (Traveling Salesman Problem) (Moscato and Norman 1992), the Quadratic Assignment Problem (Merz and Freisleben 2000b, Misevicius 2006), the graph partitioning problem (Merz and Freisleben 2000a), etc. As for other combinatorial optimization problems, they can include network design (Ljubic and Raidle 2003, Ljubic 2004, Quintero and Pierre 2002), scheduling problems (Cheng and Gen 1997, Burke and Landa Silva 2004, Garcia et al. 2006, Ozcan 2006), etc. Recently, MAs have been wildly applied in other areas, such as bioinformatics (Krasnogor 2004a, Cotta et al. 2003), design of multidrug therapies (Neri et al. 2006), knowledge discovery (Nel 2004), etc. Moscato and Cotta (2002) gave a detailed overview of different applications of memetic algorithms.

1.2.2.16 Other Research on Memetic Algorithms

There are some other research trends of memetic algorithms recently. For example, Guimaraes et al. (2006) proposed the local learning of the objective and constraint functions prior to the local search phase of memetic algorithms, based on the samples gathered by the population through the evolutionary process. Then the local search operator is applied over this approximated model. Sorensen and Sevaux (2006) introduced a memetic algorithm with population management (MA|PM), which is capable of dynamically controlling the diversity of a small population of high-quality individuals based on certain distance measure, thereby avoiding slow or premature
convergence, and achieve excellent performance on hard combinatorial optimization problems. Memetic algorithm can even hybrid with other techniques, such as Puchinger et al. (2005) studied a hybrid system in which a memetic algorithm (MA) and a general purpose integer linear programming (ILP) solver based on branch-and-cut (B&C) are executed in parallel and continuously exchange information in a bidirectional, asynchronous way. In order to avoid the premature convergence, Wiering (2004) described (steady-state) memory-based memetic algorithms, which search more efficiently by increasing the diversity of the population. Each time a new individual is created, it is brought to its local optima using local search, and then the algorithm checks whether the individual was found before. If that is the case, the lowest possible fitness value is assigned, so that the individual will be replaced during the next iteration.

1.3 Summary

Many researchers have proposed different methodologies to better solve the combinatorial optimization problems, and developed various kinds of approaches for improving the effectiveness and efficiency of different search algorithms.

This chapter gave a concise review of a variety of topics related to combinatorial optimization and metaheuristics. Some basic concepts of quadratic assignment problems (QAPs) are introduced as a testbed for the development of algorithms. An introduction to
parallel evolutionary algorithms (PEAs) is provided, giving a brief overview of the
different forms of parallelism used in EAs and of the multiple-population model in
particular. Furthermore, a detailed review of memetic algorithm is provided since it is the
focus of this dissertation. Some terms and concepts have been introduced for a better
understanding of the discussion in the subsequent chapters of this dissertation.
Island Model Parallel Memetic Algorithm (PMA) with Fixed Local Search

1.4 Introduction

Among the many classes of combinatorial optimization problems, the quadratic assignment problems (QAPs) are among the hardest. Recent research has focused intensively on developing new innovative and effective meta-heuristics to handle QAPs. However, tackling large scale QAPs remains a big challenge due to the extreme computational overhead involved. The solution of large scale QAPs requires both improvement in mathematical programming algorithms and the utilization of powerful computational platforms. In this chapter, an island model PMA is proposed for large scale QAPs on a distributed computing architecture. Maintenance of the diversity of the EA population is an essential requirement. It is noted that Mori et al. (1998) applied a feedback thermodynamical GA to regulate the level of the diversity of the population measured by entropy. In this Chapter, using multiple subpopulations, a PMA is made to
run on each subpopulation with occasional migration of fit individuals between the subpopulations. Hence, it can facilitate a greater bias towards population diversity. Embedded in a distributed computing infrastructure, the island model PMA is expected to deliver the necessary computational horsepower to solve large instances of QAPs. Performance analysis of the island model is measured both in terms of the solution quality and the improvement in execution time, as well as the scalability of the model. Empirical studies on a diverse range of standard large scale QAP benchmarks show that the PMA achieves significantly better performance than the sequential counterpart.

The sequential memetic algorithm for QAP will be described in Section 3.2. In Section 3.3, the canonical island model PEA is used to model the island model parallel memetic algorithm (PMA) implemented by a grid-enabled solver — NetSolve. Furthermore, in Section 3.4, the empirical study will be given on the large scale instances of QAPs using the proposed island model PMA. Experimental results are shown to compare the sequential MA with island model PMA on several large scale QAPs. Finally, the impact of certain migration parameters, such as migration interval and migration topology, on the performance of PMA will be analyzed in Section 3.5. We summarize this chapter in Section 3.6.
1.5 Sequential Memetic Algorithm for QAPs

Based on the canonical memetic algorithm shown in Figure 2.3 and our previous work (Lim et al. 2000, Lim et al. 2002), a memetic algorithm for QAP is configured as shown in Figure 3.1. For the convenience of comparison later, the proposed sequential memetic algorithm shown in Figure 3.1 is abbreviated as SMA-FLS (sequential memetic algorithm with fixed local search strategy), whereby local search is applied only on the initial individuals and those have undergone modification by the evolutionary operators. In implementation, local search is applied to those new individuals generated by the mutation procedure. These individuals are considered the representation of the new search region that mutation uncovered. We intend to use local search to seek the local minimum for improving the solution quality. Therefore, the local search frequency of SMA-FLS is fixed by mutation probability $P_m$.

Firstly, SMA-FLS starts with an initial population of randomly generated chromosomes. To obtain a good initial population in solution quality, which affects the global performance of MA greatly, for each initial chromosome, a local search is performed.

Then, an initial generation of individuals is generated. Before the termination condition is met, the reproduction procedure is repeated as follows:
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Initialize population \( P \)

For each chromosome \( i \in P \)

Perform Local Search on chromosome \( i \)

For \( i = 1 \) to \(|P|\)

Select two parent chromosomes

Crossover (probability \( P_c \))?

YES

Perform crossover on 2 parents to produce a child

Mutation (probability \( P_m \))?

YES

Perform mutation on the child

Perform local search on the child

The child remains the same

NO

Add child \( i \) into new population

Elitist reproduction strategy

New population derived

Termination condition is met?

YES

End

NO

Figure 3.1 Flowchart of sequential memetic algorithm
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1) Select two parent chromosomes based on the biased roulette wheel selection mechanism, and then perform crossover procedure with a certain probability (crossover rate) to generate a new child.

2) The child derived from crossover, with a certain probability (mutation rate), is subjected to a mutation procedure and local search is performed on it.

3) All these newly derived offspring are added into the next generation of population. Meanwhile the best few chromosomes in the current generation are also duplicated into the next generation. Thus, a new generation is derived and it replaces the current population.

4) Once the termination condition is met, stop the algorithm.

Finally, return the best chromosome in the population as the final solution.

Figure 3.1 shows the basic flowchart of SMA-FLS. For the QAP, genetic coding is relatively straightforward. Each chromosome can be represented as a permutation string of integers. Initially, a population of chromosomes is randomly generated. Subsequently, the algorithm will go through a number of generations until the population converges or a pre-specification maximum number of generations is reached. The mechanisms involved for each generation will be described later in Section 3.3.
1.6 Island Model Parallel Memetic Algorithm

Considering the expensive computational cost incurred by many combinatorial optimization problems, especially the large scale instances of certain combinatorial optimization problems, such as large scale QAPs, one spontaneous outcome is to develop corresponding parallel algorithms to improve the efficiency and effectiveness of the primary serial algorithm. In this section, the canonical island model PEA is used to model the island model parallel memetic algorithm (PMA). The island model parallel memetic algorithm with fixed local search strategy (PMA-FLS) for solving combinatorial optimization are introduced and described.

The main characteristic of the multi-island model is to partition the whole EA population into several subpopulations, each of which is randomly initialized and evolved through independent sequential MA simultaneously, with each island resident on a single computing node. Some selected individuals are exchanged via migration periodically. One of the islands is designated the Root Island (RI). It is tasked with coordinating communications between the multiple islands. Cooperation between subpopulations is achieved through migration of individuals.

The algorithm flow chart for each subpopulation is illustrated in Figure 3.2. Each island pursues its own MA operations independently and periodically carries out exchange with
other subpopulations through migration. For each migration interval, the migration protocol is enforced and administrated by the RI.

![Algorithm flow chart for each subpopulation of multi-island model](image)

Figure 3.2 Algorithm flow chart for each subpopulation of multi-island model

**Operators for Single Island of PMA**

1.6.1.1 **Fitness Evaluation, Scaling and Selection**

A feasible solution of QAP of size $n$ can be genetically coded as a permutation string of $n$ integers, which are evaluated based on the objective function described by Eq.(2.1). For each permutation string denoted as $\pi$, the objective value obtained is normalized to
obtain a fitness value $f$ as follows:

$$f = \begin{cases} 0 & \text{if } C(\pi) > F_z \\ 1 - C(\pi) / F_z & \text{otherwise} \end{cases}.$$  \hspace{1cm} (3.1)

The parameter $F_z$ is a threshold value specified for each problem and it is akin to the upper bound value used in many deterministic search algorithms. Since we require that $f \geq 0$, Eq. (3.1) is clipped at $f = 0$ for $C(\pi) \geq F_z$. For this reason, we refer to $F_z$ as a zero fit threshold. In our implementation of the algorithm, the threshold is defined as $F_z = K_z \times \Omega$; $K_z$ being an integer constant while $\Omega$ refers to the known optimum or lower bound of the problem. Subsequently, the fitness values of the general population are scaled in order to avoid any unintentional bias. The approach for scaling is based on the commonly used linear scaling model (Goldberg 1989) as follows:

$$F = k_1 f + k_2,$$

where $f$ and $F$ denote the fitness values before and after scaling respectively. The coefficients $k_1$ and $k_2$ are chosen such that $F_{\text{ave}} = f_{\text{ave}}$ and $F_{\text{max}} = S_f \times F_{\text{min}}$. $S_f$ refers to the scaling factor, $f_{\text{ave}}$ the average fitness before scaling while $F_{\text{ave}}$, $F_{\text{max}}$ and $F_{\text{min}}$ are respectively the average, maximum and minimum fitness values after scaling. Based on these conditions, the coefficients are determined as follows:

$$k_1 = \frac{(1-S_f) \times f_{\text{ave}}}{(f_{\text{min}} \times S_f - f_{\text{max}}) + (1-S_f) \times f_{\text{ave}}},$$

$$k_2 = (1-k_1) \times f_{\text{ave}},$$

(3.3)  \hspace{1cm} (3.4)
where $f_{\min}$ is the minimum fitness and $f_{\max}$ the maximum fitness before scaling.

The scaled fitness values of the chromosomes serve as a basis for selecting parent chromosomes for reproduction. In our implementation, we adopt the biased roulette wheel selection criterion, which assigns to a chromosome $i$ in a population of $m$ individuals a selection probability $P_i$ proportional to its fitness value as follows:

$$P_i = \frac{F_i}{\sum_{j=1}^{m} F_j}.$$  \hspace{1cm} (3.5)

Using Eq. (3.5), a chromosome with higher fitness will be awarded a proportionately higher chance of being selected for reproduction.

### 1.6.1.2 Crossover, Mutation and Elitism

Crossover serves as the main genetic search operator in an EA. The method implemented is a sort of position-oriented crossover (Lim et al. 2000) as shown in Figure 3.3. It involves two selected parent chromosomes to construct a new child chromosome by randomly choosing a crossing site. The portion from the beginning up to the crossing site of the child is replicated directly from the first parent, while the portion after the crossing site of the child is constructed by rearranging the alleles of the genes based on the order specified by the second parent. As a result, a child chromosome inherits partial information and characteristics from each of its parents.
Randomly pick a crossover site \( x \in \{1, 2, ..., n-1\} \);

for \( i := 1 \) to \( x \)

\[
\text{begin } \text{child}[i] \leftarrow \text{parent1}[i]; \\
\text{endfor}(i);
\]

for \( i := x+1 \) to \( n \)

\[
\text{begin } p \leftarrow \text{parent2}[i]; \\
\text{do } \text{begin} \\
\quad \text{flag} \leftarrow 0; \\
\quad \text{for } j := 1 \text{ to } x \\
\quad \text{begin } \{ p = \text{child}[j] \} \text{ then} \\
\quad \quad \text{begin } p \leftarrow \text{parent2}[j]; \\
\quad \quad \quad \text{flag} \leftarrow 1; \\
\quad \quad \quad \text{break}; \\
\quad \quad \text{endif} \\
\quad \text{endfor}(j) \\
\text{enddo} \text{ while(flag=1)} \\
\text{child}[i] \leftarrow p; \\
\text{endfor}(i)
\]

Figure 3.3 Crossover implemented in SMA-FLS

Mutation serves as the secondary search operator for exploring new search region by altering the allele of a gene randomly. In our implementation, 2 genes are randomly picked up and their alleles swapped accordingly. In this way, the permutation constraint of the string is maintained.

Besides the operators described above, we adopt elitism in addition to the basic reproduction mechanisms. Using this strategy, a certain number of chromosomes in the current population are replicated directly into the new population. To implement this, we choose a certain number of best chromosomes from the population for each generation and duplicate them into the succeeding population. In this way, the survival of the best
members in the population is guaranteed. Such a scheme appears to be effective in improving the overall performance of the GA (Davis 1991).

1.6.1.3 *k*-gene Exchange Local Search

The standard genetic algorithm could be viewed as the global search engine, which is capable and suitable for exploring the entire search space. It explores regions of the solution landscape through the evolutionary mechanisms described earlier. Local search on the other hand is more focused in finding a good solution within a small region of the search space.

When a local search procedure is incorporated into the genetic algorithm, satisfactory performance can be obtained. Whenever genetic algorithm explores a certain region in the search space, it is rational and natural to apply some forms of heuristics method to find the “local optimum” within this region. The *k*-gene exchange local search is the procedure in SMA-FLS to seek the local optimum. Most heuristic approaches employed in local searches are driven by the primary mechanism of accepting alternative solutions with incremental improvement.

The local search procedure implemented is a form of *k*-gene exchange. The basic premise of this exchange is to carry out swapping of *k* number of genes in the chromosome, so that a better solution can be derived. *k* is a parameter that can be varied from 2 to \( n/2 \) to achieve the optimal performance. Although not necessarily destructive, a larger value of *k* has a tendency of introducing more drastic variations and much more computational time during the local search. The effect of *k* on the performance of the local search was
studied in Lim et al. (2000). It was shown that \( k = 2 \) is reasonable from the viewpoints of solution quality and computational time. For some instances of benchmarks tested, larger values of \( k \) did produce better results. In general, choosing pair wise exchange is appropriate, which is the choice for our implementation of the SMA-FLS.

The main role of a local search procedure is to carry out search within the neighbourhood solution set of an individual being considered. For a 2-gene exchange procedure, the neighbourhood solution set refers to potential solutions that are reachable by pairwise swapping of genes. Figure 3.4 illustrates the 2-gene exchange procedure. Consider local search to be carried out on chromosome \( A \). Two genes are selected (2\textsuperscript{nd} and 5\textsuperscript{th} genes) according to a certain predetermined selection scheme. As a result of the swap, chromosome \( A' \) is derived, which differs from \( A \) at the two genes specified. Based on the procedure of swapping two genes, a chromosome can be considered as a representation of a neighbourhood space of \( n(n-1)/2 \) potential solutions.

![Figure 3.4 2-gene exchange procedure](image)

Earlier work has relied on a GA embedded with a 2-gene exchange local search procedure for QAP (Lim et al. 2000, Lim et al. 2002). Compared with genetic algorithm,
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it consistently achieved significantly better performance in terms of solution quality. To illustrate the local search procedure, consider $\pi$ as the permutation chosen to undergo local search and $\pi^*$ as the new permutation derived. Let $\delta$ be the *improvement factor* denoting the difference between $C(\pi)$ and $C(\pi^*)$, i.e. $\delta = C(\pi) - C(\pi^*)$. The replacement of $\pi$ by $\pi^*$ is performed only if $\delta$ indicates that the modified permutation $\pi^*$ is better than $\pi$. We illustrate the procedure by the pseudo-code as in Figure 3.5.

![Pseudo code](image)

**Figure 3.5** Pseudo codes of local search procedure using 2-gene exchange operation

The basic mechanism of local search involves making small adjustments to the permutation $\pi$. In principle, a modified permutation denoted as $\pi^*$ will only be accepted if it is of better quality than $\pi$. This can only be determined if the objective value of $\pi^*$ is known. As described earlier, the objective value is computed based on Eq.(2.1). The computational cost is significant. For this reason, it is desirable to incorporate a more
efficient approach to determine the improvement factor $\delta$, which is computationally more efficient.

For a general case of $k$-gene exchange, let the $k$ number of genes that are to undergo exchange be denoted by $i_1, i_2, \ldots, i_k$, and the set $M = \{1, 2, \ldots, n\}$ be divided into two subsets $M_1 = \{i_1, i_2, \ldots, i_k\}$ and $M_2 = M - M_1$. $M_1$ is the set of the genes in $\pi$ whose alleles differ from that of $\pi^*$. Then the idea of $k$-gene exchange procedure can be described as follow:

$$
\pi^*(l) = \pi(l), \quad \text{for all } l \in M_2.
$$

$$
\pi^*(i_1) = \pi(i_2),
$$

$$
\pi^*(i_2) = \pi(i_3),
$$

$$
\vdots
$$

$$
\pi^*(i_k) = \pi(i_1).
$$

(3.6)

By further denoting $\pi(i_{k+1}) = \pi(i_1)$, Eq. (3.6) can be written in a general form as follows:

$$
\pi^*(l) = \pi(l), \quad \text{for all } l \in M_2.
$$

$$
\pi^*(i_r) = \pi(i_{r+1}), \quad \text{for all } i_r \in M_1.
$$

(3.7)

The objective function of Eq.(2.1) can be rewritten in the form of Eq.(3.8) as follows:

$$
C(\pi) = \sum_{l \in M_2} \sum_{t \in M_2} a_{bt} b_{t \pi(l) \pi(t)} + \sum_{l \in M_1} \sum_{t \in M_2} a_{bt} b_{t \pi(l) \pi(t)} + \sum_{l \in M_2} \sum_{t \in M_1} a_{bt} b_{t \pi(l) \pi(t)} + \sum_{l \in M_1} \sum_{t \in M_1} a_{bt} b_{t \pi(l) \pi(t)}.
$$

(3.8)
Based on Eq.(3.7), it is clear that in Eq.(3.8), $C(\pi)$ and $C(\pi^*)$ are only different in the last three terms. Thus, the improvement factor $\delta$ can be computed as follows (Burkard and Derigs 1980):

$$\delta = C(\pi) - C(\pi^*)$$

$$= \sum_{i_j \in M_1} \sum_{l \in M_2} [a_{ij} (b_{\pi(i)\pi(l)} - b_{\pi^*(i)\pi(l)})] + \sum_{i \in M_t} \sum_{j \in M_1} [a_{ij} (b_{\pi(i)\pi(j)} - b_{\pi^*(i)\pi(j)})]$$

$$+ \sum_{i \in M_1} \sum_{j \in M_l} \sum_{k \in M_i} a_{ij} (b_{\pi(i)\pi(j)} - b_{\pi^*(i)\pi(j)})$$

$$= \sum_{p \in M_t} \sum_{r \in M_1} [a_{pr} (b_{\pi(p)\pi(r)} - b_{\pi^*(p)\pi(r)}) + a_{pr} (b_{\pi^*(p)\pi(r)} - b_{\pi(p)\pi(r)})]$$

$$+ \sum_{r=1}^{k} \sum_{i=1}^{k} a_{ij} (b_{\pi(i)\pi(j)} - b_{\pi^*(i)\pi(j)})$$

(3.9)

If $\delta$ is calculated directly based on Eq. (2.1), the computation complexity of a single $k$-gene exchange operation is $O(n^2)$. While basing on Eq. (3.9), the complexity involved is significantly reduced to $O(kn)$. From Figure 3.4, each local search execution of the $k$-gene exchange operation requires $n^2$ iterations. This means that the total time required for the local search based on Eq. (3.9) is in the order of $O(kn \times n^3) = O(kn^3)$, instead of $O(n^2 \times n^2) = O(n^4)$ based on Eq. (2.1). In the case of $k=2$, the computational complexity reduces significantly from $O(n^4)$ to $O(2n^3)$.

**Inter-islands relationships of multi-island PMA**

Figure 3.6 illustrates specifically a two-island PMA model. It shows the specific
independent sequential MA operations running on each subpopulation as well as the periodic migration between the two subpopulations. The migration characteristic is controlled by several migration parameters.

Figure 3.6 Two-island PMA Model

A general multi-island PMA showing the inter-islands relationship is depicted in Figure 3.7. In the general multi-island model, all islands are identical except for the root island which holds the additional administrative duties to facilitate the migration of individuals across the different subpopulations. In Figure 3.7, the dotted line represents the migration of fit individuals between islands. The continuous line indicates that migration of individuals is achieved through the RI, which then forwards these individuals to the respective subpopulations. By doing this, we attempt to facilitate a greater bias towards population diversity. This offers opportunities to explore a wider scope of the solution landscape, reducing the tendency for local minima attraction. With this framework, it is also easy to develop larger scale applications by incorporating more islands.
The migration of strings between subpopulations is a key feature of the island model. First, it allows the distribution and sharing of above-average schemata via the strings that migrate. This increases the overall selective pressure since additional reproductive trials are allocated to those strings that are fit enough to migrate (Whitley 1993). At the same time, the introduction of one or more migrant strings into the local population helps to maintain genetic diversity, since the migrant strings arrive from a different subpopulation which has evolved independently. In essence, comparing it to the conventional EA, the island model parallel EA besides facilitating parallel operations, promotes healthy solutions diversity. In general, it is often a difficult task to select the appropriate control parameters for migration between independent subpopulations in advance for any given optimization problems.

**Parallel Implementation**

Grid computing (Foster and Kesselman 1999) raises challenging issues in many areas of computer science, especially in the area of distributed computing. It is defined as a
hardware and software infrastructure that provides dependable, consistent, pervasive, and inexpensive access to high-end computational capabilities. Many applications have been explored to capitalize on this new wave of computing paradigm (Foster and Kesselman 1999). Recently, computational grid is widely deployed to study a variety of exact (Brixius 2000, Anstreicher et al. 2002) and heuristic (Melab et al. 2006a, Melab et al. 2006b) optimization algorithms for complex problems.

In the present implementation of the proposed PMA-FLS, NetSolve (Casanova and Dongarra 1998) is employed. NetSolve is a computational platform which facilitates grid-based computing in a transparent and efficient manner. It provides remote access to computational resources, both hardware and software and serves as a grid middleware.

For the proposed multi-island PMA framework, the root island is first created on one processor. The other islands are also created by providing them with the address of the root island. The idea is to keep the islands in coordination where the root island performs these duties. Parallelism is achieved by wrapping the subpopulation routine on a NetSolve server. Hence, using the farming client application programming interface, subpopulation routine for each island in the multi-island PMA can be readily executed in parallel on remote servers. Figure 3.8 presents the execution mechanism for the PMA implementation on the NetSolve infrastructure.
As shown in Figure 3.8, at the server level, each registered computing node acts as one NetSolve server executing its own subpopulation routine of independent MA operations. At the agent level, the Root Island administers the migration between different subpopulations. For each migration, the RI is required to exchange elites between islands, and redistribute the subpopulations back to the processing nodes. This process is repeated till the termination conditions of the algorithm are satisfied.

1.7 Experimental Results of PMA-FLS for QAPs

In this section, we present the empirical study of the SMA-FLS and PMA-FLS on large scale QAP benchmarks ($n$ up to 256). In particular, we evaluate the SMA-FLS and island
model PMA-FLS both in terms of computation time and solution quality. Firstly, we evaluate the performance of two-island model PMA-FLS in comparison to the SMA-FLS. We then extend the two-island model to a multi-island model to further investigate the scalability of the island model PMA-FLS on large scale QAP instances. The effect of varying the multi-island’s migration interval on the convergence speed of the PMA-FLS is also presented. The experimental results have been published in our papers (Tang et al. 2003a, Tang et al. 2003b).

Simulation Setup and Performance Measure Criteria

The algorithms were coded in C programming language and simulations were carried out on a cluster of Pentium IV 1.9 GHz workstations. Each computing node is configured with 256MB of RAM, running on Linux Redhat 7.0 operating system. For each QAP benchmark problem, we carried out ten optimization runs and the algorithms were evaluated based on their average performance.

In solving QAP, two issues are of primary concern. One is the solution quality which depends on the algorithm effectiveness, the other being the computational cost which depends on the algorithm efficiency. Many algorithms generate good solutions while incurring huge computational cost. On the other hand, those that converge to solutions quickly tend to produce poor results. In particular, we evaluate the performance of different algorithms both in terms of computation time and solution quality. Several criteria defined to measure the performance are listed as follows:
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CPU time — Average computation time in seconds upon termination of the algorithm;

Generation — Average number of generations elapsed before the occurrence of the best solution;

TG — Average number of generations elapsed before the algorithm terminates;

Average — Average objective value of the solutions obtained for all the simulation runs;

Average gap — Difference between the Average and the best-known value of the objective function;

Best — Best solution obtained among all the simulation runs;

Gap — Difference between the best-found value and the best-known value of a benchmark problem;

Success rate — Number of times the algorithm finds the best-known solution out of all the simulation runs.

Among these criteria, CPU time is used to measure the computational cost of the algorithms in wall-clock time. Generation and TG provide a measure on the convergence rate of the algorithms in terms of the number of iterations rather than the wall-clock time. Average, Average gap, Best, Gap and Success rate serve as the criteria for measuring the solution quality of the algorithm.
In particular, to compare the PMA-FLS with respect to the SMA-FLS directly, in terms of solution quality and the computational time, we define four other metrics; \( R_1, R_2, R_3 \) and \( R_4 \). The definitions of these metrics are summarized as follows.

\( R_1 \) — Percentage improvement in solution quality of the PMA-FLS with respect to the SMA-FLS.

\[ R_1 = \frac{(\text{Average}_{\text{SMA-FLS}} - \text{Average}_{\text{PMA-FLS}})}{\text{Average}_{\text{SMA-FLS}}} \]

where \( \text{Average}_{\text{SMA-FLS}} \) and \( \text{Average}_{\text{PMA-FLS}} \) are the average objective value of the solution obtained for all the SMA-FLS and the PMA-FLS runs, respectively.

\( R_2 \) — Percentage reduction in \( \text{Average gap} \) of the PMA-FLS with respect to the SMA-FLS.

\[ R_2 = \frac{(\text{Average}_{\text{SMA-FLS}} - \text{Average}_{\text{PMA-FLS}})}{(\text{Average}_{\text{SMA-FLS}} - hf)} \]

where \( hf \) is the best-found value of the objective function.

\( R_3 \) — Percentage improvement in CPU time for the PMA-FLS with respect to the SMA-FLS.

\[ R_3 = \frac{(\text{Time}_{\text{SMA-FLS}} - \text{Time}_{\text{PMA-FLS}})}{\text{Time}_{\text{SMA-FLS}}} \]

where \( \text{Time}_{\text{SMA-FLS}} \) and \( \text{Time}_{\text{PMA-FLS}} \) are the average computation time in seconds of the SMA-FLS and the PMA-FLS, respectively.

\( R_4 \) — Percentage improvement in CPU time for each generation of the PMA-FLS with respect to the SMA-FLS.
\[ R_4 = \frac{\text{Time}_{\text{SMA-FLS}} / \text{TG}_{\text{SMA-FLS}} - \text{Time}_{\text{PMA-FLS}} / \text{TG}_{\text{PMA-FLS}}}{\text{Time}_{\text{SMA-FLS}} / \text{TG}_{\text{SMA-FLS}}} \]

where \( \text{TG}_{\text{SMA-FLS}} \) and \( \text{TG}_{\text{PMA-FLS}} \) are the average number of generations elapsed before the SMA-FLS and the PMA-FLS terminates, respectively.

The first two metrics \( R_1 \) and \( R_2 \) evaluate the PMA-FLS in terms of solution quality with respect to the SMA-FLS. The latter two metrics \( R_3 \) and \( R_4 \) compare the algorithms in terms of computational cost.

**Comparison of SMA-FLS and Two-island PMA-FLS**

For our simulation, the algorithm control parameters setting is summarized in Table 3.1. In addition, we consider the configuration of the migration parameters. In (Cantu-Paz 1999a), it was shown that the total amount of work expended in the parallel GA to reach the same solution quality level is less than the sequential GA. Through migration, the selection pressure is increased and this aids the parallel GA to converge faster than would be expected from dividing a large population into smaller demes. However, it should be noted that the convergence rate depends on the GA parameters and migration interval which have to be chosen appropriately for optimum performance. When migration occurs too frequently, the method degenerates to a global population model. The subpopulations tend to converge very quickly, and rarely do they produce satisfactory results. When migration is too infrequent, the injection of new genetic material could become meaningless. This is because in the settled equilibrium state, the material introduced thro-

| Table 3.1 Parameters setting for SMA-FLS and two-island PMA-FLS |}

SCHOOL OF EEE NANYANG TECHNOLOGICAL UNIVERSITY
Parameters | SMA-FLS | Two-island PMA-FLS
--- | --- | ---
Population size | 200 | 200
Subpopulation size | NA | 100
Maximum number of generations | 500 | 500
Fitness scaling factor $S_f$ | 3 | 3
Crossover probability $P_c$ | 0.8 | 0.8
Mutation probability $P_m$ | 0.05 | 0.05
Zerofit threshold constant $K_z$ | 5 | 5
Elites size | 6 | NA
Elites size in each subpopulation | NA | 3

NA: not applicable

Although migration may not be sufficient to make the chromosomes in a subpopulation to express similar characteristics. After a few generations, the new characteristics represented by the injected chromosomes would be lost, hence leading to premature convergence in the subpopulations. Considering all the above issues, the parameters pertaining to migration are difficult to ascertain on general problems. Through a series of empirical study, the following control parameters of migration operation have been adopted in the two-island PMA-FLS.

**Migration Interval** — Two-stage progressive increasing. Migration occurs every 10 generations during the initial 100 generations succeeded with every 5 generations;

**Migration Rate** — One chromosome per migration phase;

**Migration Policy** — The simple elitist strategy, where the best individual in one subpopulation replaces the worst in the other;

**Migration Topology** — Migration involves exchanges between the two machines.

The search stops or terminates when either one of the following criteria is satisfied:

1. Solution stalls for more than 70 successive generations,
ii. Maximum number of generations has been reached.

The empirical results on the benchmarks are summarized in Tables 3.2 to 3.5. The best-known value corresponding to each instance of QAP is shown in the first column (Burkard et al. 1997). The benchmarks where the PMA-FLS outperforms the SMA-FLS, both in terms of solution quality and CPU time are highlighted in bold.

Tables 3.2 to 3.4 present the search results of the PMA-FLS and the SMA-FLS on sko, lipa and tai types benchmark problems, respectively. Table 3.5 shows the simulation results on the other two large QAPs, namely, wil100 and tho 150. The sizes of all these problems considered in the study are relatively large and the empirical results are presented in an ascending order of problem size.
Table 3.2 Testing results of *sko* benchmarks

<table>
<thead>
<tr>
<th></th>
<th>CPU time</th>
<th>Generation</th>
<th>TG</th>
<th>Average</th>
<th>Average gap</th>
<th>Best</th>
<th>Gap</th>
<th>Success rate</th>
<th>R1</th>
<th>R2</th>
<th>R3</th>
<th>R4</th>
</tr>
</thead>
<tbody>
<tr>
<td>sko64</td>
<td>PMA-FLS</td>
<td>90.00</td>
<td>157.20</td>
<td>227.20</td>
<td>48613.60</td>
<td>0.24%</td>
<td>48508</td>
<td>0.02%</td>
<td>0.00%</td>
<td>0.146%</td>
<td>-67.91%</td>
<td>-120.01%</td>
</tr>
<tr>
<td>48498</td>
<td>SMA-FLS</td>
<td>53.60</td>
<td>227.40</td>
<td>297.70</td>
<td>48684.60</td>
<td>0.39%</td>
<td>48550</td>
<td>0.11%</td>
<td>0.00%</td>
<td>0.134%</td>
<td>29.48%</td>
<td>-38.80%</td>
</tr>
<tr>
<td>sko72</td>
<td>PMA-FLS</td>
<td>94.30</td>
<td>154.40</td>
<td>224.40</td>
<td>66469.40</td>
<td>0.32%</td>
<td>66306</td>
<td>0.08%</td>
<td>0.00%</td>
<td>0.134%</td>
<td>29.48%</td>
<td>-38.80%</td>
</tr>
<tr>
<td>66256</td>
<td>SMA-FLS</td>
<td>67.94</td>
<td>198.00</td>
<td>268.00</td>
<td>66558.60</td>
<td>0.46%</td>
<td>66330</td>
<td>0.11%</td>
<td>0.00%</td>
<td>0.134%</td>
<td>29.48%</td>
<td>-38.80%</td>
</tr>
<tr>
<td>sko81</td>
<td>PMA-FLS</td>
<td>107.20</td>
<td>154.50</td>
<td>224.50</td>
<td>91209.60</td>
<td>0.23%</td>
<td>91072</td>
<td>0.08%</td>
<td>0.00%</td>
<td>0.172%</td>
<td>42.56%</td>
<td>35.54%</td>
</tr>
<tr>
<td>90998</td>
<td>SMA-FLS</td>
<td>166.30</td>
<td>213.40</td>
<td>283.40</td>
<td>91366.40</td>
<td>0.40%</td>
<td>91118</td>
<td>0.13%</td>
<td>0.00%</td>
<td>0.181%</td>
<td>34.76%</td>
<td>37.45%</td>
</tr>
<tr>
<td>sko90</td>
<td>PMA-FLS</td>
<td>164.20</td>
<td>216.10</td>
<td>286.10</td>
<td>115928.20</td>
<td>0.34%</td>
<td>115640</td>
<td>0.09%</td>
<td>0.00%</td>
<td>0.181%</td>
<td>34.76%</td>
<td>37.45%</td>
</tr>
<tr>
<td>115534</td>
<td>SMA-FLS</td>
<td>262.50</td>
<td>171.00</td>
<td>241.00</td>
<td>116138.20</td>
<td>0.52%</td>
<td>115884</td>
<td>0.30%</td>
<td>0.00%</td>
<td>0.181%</td>
<td>34.76%</td>
<td>37.45%</td>
</tr>
<tr>
<td>sko100a</td>
<td>PMA-FLS</td>
<td>194.00</td>
<td>203.40</td>
<td>273.40</td>
<td>152322.80</td>
<td>0.21%</td>
<td>152122</td>
<td>0.08%</td>
<td>0.00%</td>
<td>0.234%</td>
<td>52.74%</td>
<td>52.10%</td>
</tr>
<tr>
<td>152002</td>
<td>SMA-FLS</td>
<td>405.03</td>
<td>183.80</td>
<td>252.80</td>
<td>152680.80</td>
<td>0.45%</td>
<td>152104</td>
<td>0.07%</td>
<td>0.00%</td>
<td>0.234%</td>
<td>52.74%</td>
<td>52.10%</td>
</tr>
<tr>
<td>sko100b</td>
<td>PMA-FLS</td>
<td>183.60</td>
<td>171.80</td>
<td>241.80</td>
<td>154215.00</td>
<td>0.21%</td>
<td>153924</td>
<td>0.02%</td>
<td>0.00%</td>
<td>0.224%</td>
<td>51.58%</td>
<td>43.29%</td>
</tr>
<tr>
<td>153890</td>
<td>SMA-FLS</td>
<td>323.73</td>
<td>185.00</td>
<td>255.00</td>
<td>154561.20</td>
<td>0.44%</td>
<td>154122</td>
<td>0.15%</td>
<td>0.00%</td>
<td>0.224%</td>
<td>51.58%</td>
<td>43.29%</td>
</tr>
<tr>
<td>sko100c</td>
<td>PMA-FLS</td>
<td>184.40</td>
<td>205.80</td>
<td>275.80</td>
<td>148140.40</td>
<td>0.18%</td>
<td>148050</td>
<td>0.13%</td>
<td>0.00%</td>
<td>0.095%</td>
<td>33.65%</td>
<td>69.77%</td>
</tr>
<tr>
<td>147862</td>
<td>SMA-FLS</td>
<td>610.09</td>
<td>265.00</td>
<td>335.00</td>
<td>148281.60</td>
<td>0.28%</td>
<td>148054</td>
<td>0.13%</td>
<td>0.00%</td>
<td>0.095%</td>
<td>33.65%</td>
<td>69.77%</td>
</tr>
<tr>
<td>sko100d</td>
<td>PMA-FLS</td>
<td>232.10</td>
<td>259.90</td>
<td>327.40</td>
<td>150036.80</td>
<td>0.31%</td>
<td>149732</td>
<td>0.10%</td>
<td>0.00%</td>
<td>0.228%</td>
<td>42.72%</td>
<td>48.39%</td>
</tr>
<tr>
<td>149576</td>
<td>SMA-FLS</td>
<td>449.70</td>
<td>179.90</td>
<td>249.90</td>
<td>150380.40</td>
<td>0.54%</td>
<td>150142</td>
<td>0.38%</td>
<td>0.00%</td>
<td>0.228%</td>
<td>42.72%</td>
<td>48.39%</td>
</tr>
<tr>
<td>sko100e</td>
<td>PMA-FLS</td>
<td>235.50</td>
<td>252.90</td>
<td>322.90</td>
<td>149642.20</td>
<td>0.33%</td>
<td>149198</td>
<td>0.03%</td>
<td>0.00%</td>
<td>0.226%</td>
<td>40.80%</td>
<td>28.99%</td>
</tr>
<tr>
<td>149150</td>
<td>SMA-FLS</td>
<td>331.66</td>
<td>161.80</td>
<td>231.80</td>
<td>149981.40</td>
<td>0.56%</td>
<td>149400</td>
<td>0.17%</td>
<td>0.00%</td>
<td>0.226%</td>
<td>40.80%</td>
<td>28.99%</td>
</tr>
<tr>
<td>sko100f</td>
<td>PMA-FLS</td>
<td>206.50</td>
<td>214.80</td>
<td>284.80</td>
<td>149496.60</td>
<td>0.31%</td>
<td>149228</td>
<td>0.13%</td>
<td>0.00%</td>
<td>0.270%</td>
<td>46.74%</td>
<td>40.69%</td>
</tr>
<tr>
<td>149036</td>
<td>SMA-FLS</td>
<td>348.16</td>
<td>197.10</td>
<td>267.10</td>
<td>149900.80</td>
<td>0.58%</td>
<td>149570</td>
<td>0.36%</td>
<td>0.00%</td>
<td>0.270%</td>
<td>46.74%</td>
<td>40.69%</td>
</tr>
</tbody>
</table>
Table 3.3 Testing results of *lipa* benchmarks

<table>
<thead>
<tr>
<th></th>
<th>CPU time</th>
<th>Generation</th>
<th>TG</th>
<th>Average</th>
<th>Average gap</th>
<th>Best</th>
<th>Gap</th>
<th>Success rate</th>
<th>R1</th>
<th>R2</th>
<th>R3</th>
<th>R4</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>lipa60a</em></td>
<td>PMA-FLS</td>
<td>79.30</td>
<td>138.80</td>
<td>208.80</td>
<td>108071.00</td>
<td>0.80%</td>
<td>108025</td>
<td>0.75%</td>
<td>0.00%</td>
<td>0.042%</td>
<td>5.02%</td>
<td>-46.31%</td>
</tr>
<tr>
<td></td>
<td>SMA-FLS</td>
<td>54.20</td>
<td>186.00</td>
<td>256.00</td>
<td>108116.10</td>
<td>0.84%</td>
<td>107983</td>
<td>0.71%</td>
<td>0.00%</td>
<td>-46.31%</td>
<td>-79.38%</td>
<td></td>
</tr>
<tr>
<td><em>lipa70a</em></td>
<td>PMA-FLS</td>
<td>82.10</td>
<td>132.80</td>
<td>202.80</td>
<td>170960.60</td>
<td>0.71%</td>
<td>170886</td>
<td>0.67%</td>
<td>0.00%</td>
<td>0.041%</td>
<td>5.45%</td>
<td>2.53%</td>
</tr>
<tr>
<td></td>
<td>SMA-FLS</td>
<td>84.23</td>
<td>139.80</td>
<td>209.80</td>
<td>171030.10</td>
<td>0.75%</td>
<td>170893</td>
<td>0.67%</td>
<td>0.00%</td>
<td>-0.84%</td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>lipa80a</em></td>
<td>PMA-FLS</td>
<td>145.20</td>
<td>230.80</td>
<td>300.80</td>
<td>254771.30</td>
<td>0.62%</td>
<td>254663</td>
<td>0.58%</td>
<td>0.00%</td>
<td>0.006%</td>
<td>8.98%</td>
<td>-97.36%</td>
</tr>
<tr>
<td></td>
<td>SMA-FLS</td>
<td>73.57</td>
<td>135.50</td>
<td>205.50</td>
<td>254926.80</td>
<td>0.68%</td>
<td>254805</td>
<td>0.64%</td>
<td>0.00%</td>
<td>18.70%</td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>lipa90a</em></td>
<td>PMA-FLS</td>
<td>170.20</td>
<td>232.80</td>
<td>302.80</td>
<td>362707.40</td>
<td>0.58%</td>
<td>362622</td>
<td>0.55%</td>
<td>0.00%</td>
<td>0.038%</td>
<td>6.20%</td>
<td>-14.82%</td>
</tr>
<tr>
<td></td>
<td>SMA-FLS</td>
<td>148.23</td>
<td>144.40</td>
<td>214.40</td>
<td>362844.80</td>
<td>0.61%</td>
<td>362682</td>
<td>0.57%</td>
<td>0.00%</td>
<td>18.70%</td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>lipa60b</em></td>
<td>PMA-FLS</td>
<td>72.64</td>
<td>118.60</td>
<td>188.60</td>
<td>2843870.40</td>
<td>12.85%</td>
<td>2520135</td>
<td>0.00%</td>
<td>30.00%</td>
<td>4.923%</td>
<td>31.26%</td>
<td>-159.43%</td>
</tr>
<tr>
<td></td>
<td>SMA-FLS</td>
<td>28.00</td>
<td>101.70</td>
<td>171.70</td>
<td>2991112.70</td>
<td>18.69%</td>
<td>2978995</td>
<td>18.21%</td>
<td>0.00%</td>
<td>-136.18%</td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>lipa70b</em></td>
<td>PMA-FLS</td>
<td>75.07</td>
<td>119.50</td>
<td>189.50</td>
<td>5305700.60</td>
<td>15.26%</td>
<td>4603200</td>
<td>0.00%</td>
<td>20.00%</td>
<td>1.883%</td>
<td>12.66%</td>
<td>29.25%</td>
</tr>
<tr>
<td></td>
<td>SMA-FLS</td>
<td>106.10</td>
<td>131.60</td>
<td>216.60</td>
<td>5407543.60</td>
<td>17.47%</td>
<td>4603200</td>
<td>0.00%</td>
<td>10.00%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>lipa80b</em></td>
<td>PMA-FLS</td>
<td>78.60</td>
<td>102.90</td>
<td>172.90</td>
<td>9021037.10</td>
<td>16.19%</td>
<td>7763962</td>
<td>0.00%</td>
<td>20.00%</td>
<td>3.388%</td>
<td>20.11%</td>
<td>18.04%</td>
</tr>
<tr>
<td></td>
<td>SMA-FLS</td>
<td>95.90</td>
<td>179.80</td>
<td>242.90</td>
<td>9337411.30</td>
<td>20.27%</td>
<td>9305497</td>
<td>19.86%</td>
<td>0.00%</td>
<td>-15.14%</td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>lipa90b</em></td>
<td>PMA-FLS</td>
<td>136.40</td>
<td>134.70</td>
<td>204.70</td>
<td>14533756.70</td>
<td>16.36%</td>
<td>12490441</td>
<td>0.00%</td>
<td>20.00%</td>
<td>3.619%</td>
<td>21.08%</td>
<td>27.83%</td>
</tr>
<tr>
<td></td>
<td>SMA-FLS</td>
<td>189.00</td>
<td>114.20</td>
<td>184.20</td>
<td>15079519.10</td>
<td>20.73%</td>
<td>15017837</td>
<td>20.23%</td>
<td>0.00%</td>
<td>35.06%</td>
<td>0.00%</td>
<td></td>
</tr>
</tbody>
</table>
### Table 3.4 Testing results of *tai* benchmarks

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>CPU time</th>
<th>Generation</th>
<th>TG</th>
<th>Average</th>
<th>Average gap</th>
<th>Best</th>
<th>Gap</th>
<th>Success rate</th>
<th>R1</th>
<th>R2</th>
<th>R3</th>
<th>R4</th>
</tr>
</thead>
<tbody>
<tr>
<td>tai60a</td>
<td>PMA-FLS</td>
<td>70.80</td>
<td>121.70</td>
<td>191.70</td>
<td>7362678.60</td>
<td>2.14%</td>
<td>7371736.00</td>
<td>1.51%</td>
<td>0.00%</td>
<td>0.493%</td>
<td>19.13%</td>
<td>-152.77%</td>
</tr>
<tr>
<td></td>
<td>SMA-FLS</td>
<td>28.01</td>
<td>108.82</td>
<td>178.82</td>
<td>7399125.45</td>
<td>2.64%</td>
<td>7361202.20</td>
<td>2.12%</td>
<td>0.00%</td>
<td>0.509%</td>
<td>23.02%</td>
<td>-70.21%</td>
</tr>
<tr>
<td>tai80a</td>
<td>PMA-FLS</td>
<td>132.00</td>
<td>209.40</td>
<td>279.40</td>
<td>13793878.40</td>
<td>1.74%</td>
<td>13703252.00</td>
<td>1.07%</td>
<td>0.00%</td>
<td>0.509%</td>
<td>23.02%</td>
<td>-70.21%</td>
</tr>
<tr>
<td></td>
<td>SMA-FLS</td>
<td>77.55</td>
<td>145.09</td>
<td>215.09</td>
<td>13864464.36</td>
<td>2.26%</td>
<td>13756708.00</td>
<td>1.47%</td>
<td>0.00%</td>
<td>0.509%</td>
<td>23.02%</td>
<td>-70.21%</td>
</tr>
<tr>
<td>tai60b</td>
<td>PMA-FLS</td>
<td>97.80</td>
<td>178.60</td>
<td>248.60</td>
<td>608700699.20</td>
<td>0.08%</td>
<td>608215054.00</td>
<td>0.00%</td>
<td>40.00%</td>
<td>0.128%</td>
<td>61.63%</td>
<td>-156.02%</td>
</tr>
<tr>
<td></td>
<td>SMA-FLS</td>
<td>38.20</td>
<td>154.80</td>
<td>224.80</td>
<td>609480646.60</td>
<td>0.21%</td>
<td>608352112.00</td>
<td>0.02%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>100.00%</td>
<td>47.69%</td>
</tr>
<tr>
<td>tai80b</td>
<td>PMA-FLS</td>
<td>118.70</td>
<td>180.10</td>
<td>250.10</td>
<td>822631266.20</td>
<td>0.52%</td>
<td>818720669.00</td>
<td>0.04%</td>
<td>0.00%</td>
<td>0.484%</td>
<td>48.68%</td>
<td>-27.22%</td>
</tr>
<tr>
<td></td>
<td>SMA-FLS</td>
<td>93.30</td>
<td>169.00</td>
<td>239.00</td>
<td>826629986.30</td>
<td>1.00%</td>
<td>818629320.00</td>
<td>0.03%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>100.00%</td>
<td>47.69%</td>
</tr>
<tr>
<td>tai64c</td>
<td>PMA-FLS</td>
<td>21.50</td>
<td>0.00</td>
<td>70.00</td>
<td>1855928.00</td>
<td>0.00%</td>
<td>1855928.00</td>
<td>100.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>100.00%</td>
<td>47.69%</td>
</tr>
<tr>
<td></td>
<td>SMA-FLS</td>
<td>19.28</td>
<td>0.00</td>
<td>70.00</td>
<td>1855928.00</td>
<td>0.00%</td>
<td>1855928.00</td>
<td>100.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>100.00%</td>
<td>47.69%</td>
</tr>
<tr>
<td>tai100a</td>
<td>PMA-FLS</td>
<td>222.80</td>
<td>238.50</td>
<td>308.50</td>
<td>21464868.20</td>
<td>1.61%</td>
<td>21335594.00</td>
<td>1.00%</td>
<td>0.00%</td>
<td>0.271%</td>
<td>14.68%</td>
<td>33.73%</td>
</tr>
<tr>
<td></td>
<td>SMA-FLS</td>
<td>336.21</td>
<td>166.00</td>
<td>243.50</td>
<td>21523065.20</td>
<td>1.88%</td>
<td>21407522.00</td>
<td>1.34%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td>tai100b</td>
<td>PMA-FLS</td>
<td>186.90</td>
<td>175.30</td>
<td>245.30</td>
<td>1188882832.20</td>
<td>0.24%</td>
<td>1186007112.00</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.144%</td>
<td>37.29%</td>
<td>54.25%</td>
</tr>
<tr>
<td></td>
<td>SMA-FLS</td>
<td>408.50</td>
<td>227.40</td>
<td>297.40</td>
<td>119059484.50</td>
<td>0.39%</td>
<td>1188431954.00</td>
<td>0.21%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td>tai256c</td>
<td>PMA-FLS</td>
<td>10826.00</td>
<td>155.00</td>
<td>225.00</td>
<td>44819951.40</td>
<td>0.07%</td>
<td>44807062.00</td>
<td>0.04%</td>
<td>0.00%</td>
<td>0.048%</td>
<td>39.86%</td>
<td>37.46%</td>
</tr>
<tr>
<td></td>
<td>SMA-FLS</td>
<td>17311.50</td>
<td>136.20</td>
<td>206.20</td>
<td>44841668.80</td>
<td>0.12%</td>
<td>44815296.00</td>
<td>0.06%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
</tbody>
</table>

### Table 3.5 Testing results of *wil100* and *tho150* benchmarks

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>CPU time</th>
<th>Generation</th>
<th>TG</th>
<th>Average</th>
<th>Average gap</th>
<th>Best</th>
<th>Gap</th>
<th>Success rate</th>
<th>R1</th>
<th>R2</th>
<th>R3</th>
<th>R4</th>
</tr>
</thead>
<tbody>
<tr>
<td>wil100</td>
<td>PMA-FLS</td>
<td>218.00</td>
<td>226.10</td>
<td>292.80</td>
<td>273458.20</td>
<td>0.15%</td>
<td>273236.00</td>
<td>0.07%</td>
<td>0.00%</td>
<td>0.132%</td>
<td>46.16%</td>
<td>25.87%</td>
</tr>
<tr>
<td></td>
<td>SMA-FLS</td>
<td>294.09</td>
<td>190.40</td>
<td>253.70</td>
<td>273818.40</td>
<td>0.29%</td>
<td>273340.20</td>
<td>0.11%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td>tho150</td>
<td>PMA-FLS</td>
<td>1428.50</td>
<td>308.50</td>
<td>368.20</td>
<td>8158144.60</td>
<td>0.30%</td>
<td>8140370.00</td>
<td>0.08%</td>
<td>0.00%</td>
<td>0.186%</td>
<td>38.56%</td>
<td>55.17%</td>
</tr>
<tr>
<td></td>
<td>SMA-FLS</td>
<td>3186.81</td>
<td>245.40</td>
<td>311.70</td>
<td>8173382.40</td>
<td>0.49%</td>
<td>8149502.00</td>
<td>0.19%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
</tbody>
</table>
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Analysis on Solution Quality

From Tables 3.2 to 3.5, we can observe that the PMA-FLS outperforms the SMA-FLS significantly in terms of solution quality, especially on large QAPs. On the whole, there has been much improvement on the solution quality of the PMA-FLS, i.e. evaluated based on the *Average*, *Average gap*, *Best*, *Gap* and *Success rate* criteria on all the large scale QAPs considered. In regard to the two metrics on solution quality, \( R_1 \) and \( R_2 \), the positive values of \( R_1 \) and \( R_2 \) on large scale QAPs indicate that the PMA-FLS clearly converges to better quality solution than the SMA-FLS. For example, in Table 3.2, the PMA-FLS is observed to arrive at better solutions than the SMA-FLS on all the *sko* type problems considered here. The PMA-FLS outperforms the SMA-FLS significantly in terms of solution quality, especially on large *sko* problems, i.e. \( n > 81 \). In Table 3.3, on the *lipa-a* QAP benchmark problems, although the success rate of the PMA-FLS did not improve, the *Average gap* still display some improvement. While on the *lipa-b* QAP benchmark problems, the result based on *Success rate* indicates that the PMA-FLS has greater success in locating the global optimum. In another words, the PMA-FLS is shown capable of locating the best-known solution more frequently than the SMA-FLS.

When judged against existing results available in the literature, the comparison with the results of Merz and Freisleben (1997) (Abbreviated as MF1997) is shown in Table 3.6. The best results are highlighted in bold. It is noted in Table 3.4 that our search results on the *tai256c* benchmark problem (the largest instance of QAP) using the PMA-FLS is significantly better than that found in (Merz and Freisleben 1997). In (Merz and
Freislenben 1997), the *Average gap* and the *Gap* of *tai256c* were given as 0.12% and 0.06% respectively. On the other hand, we were able to attain improved *Average gap* and *Gap* of 0.07% and 0.04%, respectively. Further, it is worth nothing that the PMA-FLS is also capable of attaining search quality that is significantly better than that obtained in (Merz and Freislenben 1997) on the *tho150* problem. As shown in Table 3.5, on the *tho150* benchmark problem, the *Average gap* and *Gap* obtained in (Merz and Freislenben 1997) were 0.32% and 0.14%, respectively, while we were able to reduce these values to 0.30% and 0.08%.

<table>
<thead>
<tr>
<th>instance</th>
<th>best known</th>
<th>PMA-FLS(Average Gap)</th>
<th>PMA-FLS(Gap)</th>
<th>MF1997(Average Gap)</th>
<th>MF1997(Gap)</th>
</tr>
</thead>
<tbody>
<tr>
<td>tai256c</td>
<td>44787190</td>
<td>0.07%</td>
<td>0.04%</td>
<td>0.12%</td>
<td>0.06%</td>
</tr>
<tr>
<td>tho150</td>
<td>8133398</td>
<td>0.30%</td>
<td>0.08%</td>
<td>0.32%</td>
<td>0.14%</td>
</tr>
</tbody>
</table>

**Analysis on Computational Cost**

As observed in Tables 3.2 to 3.5, on the whole, the values of the two metrics on computational cost, $R_3$ and $R_4$, were found to be positive on large scale benchmarks ($n>100$), indicating that the PMA-FLS is capable of converging to good quality solutions at lower CPU time as compared to the SMA-FLS. For example, it is noted in Table 3.5 that the CPU time on the *wil100* problem is much lower than that presented in (Bungartz and Trajkovski 2002), even though 8 processors were used in the latter, while only 2 processors have been employed here. On the other hand, the PMA-FLS proves to be computationally inefficient on smaller size QAP problems, i.e. ($n<100$). This is evident from the negative $R_3$ and $R_4$ metrics on smaller QAP problems.
In addition, one may observe that there exists significant difference in $R_3$ or $R_4$, indicative of the difference in computational time among QAPs of varying sizes. The difference in computational efficiency between large scale problems and smaller problems can be observed for the *sko* family benchmarks in Figure 3.9. On smaller problems, for example, *sko64* and *sko72*, the PMA-FLS consumes more CPU time than the SMA-FLS. Compared to larger *sko* problems ($n>81$), the ratio of communication to computing time on smaller problems is relatively much larger. The communication overhead of smaller problems incurs a larger proportion of the total CPU time than the actual computation time. Hence the communication overhead dominates the total CPU time. This results in the PMA-FLS being computationally less efficient on smaller problems. Nevertheless, the PMA-FLS is appropriate for large-size problems, since the computational time takes up a larger proportion of the total CPU time while the communication overhead for migration constitutes only a small proportion in comparison.
Figure 3.9 Ratio of communication to computing time and percentage of communication overhead for different sko benchmarks in two-island PMA-FLS model.

Comparing to existing related work in the literature, the PMA-FLS is certainly competitive. A total of 28 QAP benchmarks have been studied and the empirical results were presented in Tables 3.2 to 3.5. On the whole, general improvements in both search quality and CPU time can be observed for QAP problem sizes greater than 60. Especially for larger scale QAPs, our studies show that the PMA-FLS consistently generates good solution quality at a considerably shorter CPU time.

Scalability Study of Multi-island PMA-FLS

To further investigate the scalability of the island model PMA-FLS on large scale QAPs, we extend our study of the two-island model to multi-island model. All the control parameters in the study of multi-island model are kept in consistent to the two-island model scheme except the number of islands given by $M$. Using $M$ number of islands in the parallel MA and a total population size of 240, there are $240/M$ individuals in each...
subpopulations. In our implementation, the number of processing nodes is kept equal to $M$, and the elite size was varied accordingly with the subpopulation size. Since we set the elite size of SMA-FLS to be 4, therefore when $M=2$, the elites for each subpopulation is 2, and when $M$ is more than 3, the elites for each subpopulation is kept as 1.

Before we conduct the study on the scalability of the multi-island model, we present our investigation on the effect of varying the multi-island’s migration interval on the convergence rate of the PMA-FLS. We fixed all other control parameters pertaining to migration policy, and focus only on the migration interval to investigate its impact on the performance of the multi-island model. Through a series of empirical study, the main control parameters of migration operation are kept in consistent to the two-island model scheme except that we vary the migration interval from 5 to 15, and use a ring migration topology by choosing the elitist of each subpopulation to migrate from one subpopulation to the nearest neighbor subpopulation in the same direction.

We studied the effect of varying the migration interval of the multi-island model on the convergence rate of the PMA-FLS on three different and relatively large scale QAP benchmarks, i.e. sko100b, tai100b and tho150 with results shown in Figure 3.10 to Figure 3.12.
Figure 3.10 *sko100b* benchmark
As observed in Figures 3.10 to 3.12, for multi-island model, different migration intervals...
showed little impact on the extent to which the computation time of multi-island model is reduced. Another point that can be observed from Figures 3.10 to 3.12 is that on the two benchmark problems, sko100b and tho150, the multi-island model did not result in significant solution quality improvement, while on tai100b type benchmark problem, the improvement of the solution quality using the multi-island model is remarkable. The distance matrices of both sko100b and tho150 type benchmarks are rectangular, while the distance matrix of tai100b type benchmarks is asymmetric and randomly generated (Burkard et al. 1997). Hence, one may confer that the capability of multi-island model could be related to the characteristics of the problems. However, further studies would be necessary to address this issue appropriately.

Further, we study the scalability of multi-island PMA-FLS. With the increase in the number of processors, the speedup of our model is more evident. The speedup is defined as the ratio between the CPU time of sequential algorithm to that of the parallel counterpart. On the three large benchmark problems considered above, we conduct studies using 1 to 10 processors to measure the speedup. The migration interval is fixed at 10 when studying the speedup. Figures 3.13 to 3.15 present the empirical results of this study.
Figure 3.13 Speedup of \textit{sko100b} benchmark
In Figures 3.13 to 3.15, it is observed that the speedup of multi-island model PMA-FLS is remarkable. As the size and complexity of the problem increases, the speedup of our
multi-island model PMA-FLS becomes more evident. The results show that for the large scale benchmark problems considered, the total CPU time reduces accordingly along with the increase in the number of computing nodes. It also indicates that for large scale QAPs, the overhead due to the communication among the processors is small and increases slightly when the number of islands is increased. This strongly demonstrates the high scalability of the island model PMA-FLS realized in a networked computing environment.

1.8 Study of Migration Topology of PMA-FLS

Migration Topology

In the island model PMA-FLS discussed above, four control parameters pertaining to the migration operation, which have a significant effect on performance are migration interval, migration rate, migration policy and migration topology. This section extends the above work on the PMA-FLS to empirically investigate the impact of migration topology of the island model on the performance when solving large scale QAPs. This work has been reported in a technical paper (Tang et al. 2004).

Migration is a key feature of the island model (Cantu-Paz 1999c, Cantu-Paz E. 2001). Since the control parameters on migration process affect the quality of the solutions and
the efficiency of algorithm, the users should determine these parameters carefully. Leading work on migration rates and intervals was performed by Tanese (1989). Recently, Alba and Troya (2000) and Sekaj (2004) performed a detailed study analyzing different island model parameters. Particularly, Alba and Luque (2004, 2005) analyzed the effects of different migration parameters in the growth curves and takeover times. Skolicki and Jong (2005) also studied the influence of migration rates and intervals on island models in a systematic experimental way with conclusion that the best performance is achieved with moderate migration intervals and small migration rates. Among these control parameters, some issues deserved deeper consideration, such as migration topology.

In the parallel GA, the migration topology is decisive for the efficiency and the reliability (Cantu-Paz and Goldberg 2000). If the topology has a dense connectivity (or a short diameter, or both) good solutions will spread fast to all the demes and may quickly take over the population. On the other hand, if the topology is sparsely connected (or has a long diameter), solutions will spread slower and the demes will be more isolated from each other, permitting the appearance of different solutions. These solutions may come together at a later time and recombine to form potentially better individuals.

Concerning this parameter, the island model PGA may be categorized as following either the island model (fully-connected demes) or the stepping-stone model (interaction restricted by customized logical or physical neighborhood). The choice of one arrangement against the other surely should observe the tradeoff of “time spent in
computation versus time spent in communication” (Cantu-Paz 2000a). As well, the deme connections may be either static (fixed a priori) or dynamic (reconfigured along the run).

Much research work in the literature has focused on this issue. Cantu-Paz (Cantu-Paz and Goldberg 1999, Cantu-Paz 1999b) theoretically investigated how the degree of the connectivity graph affects the chance that the desired solution is reached after two epochs. Cantu-Paz (Cantu-Paz 2000b) considered that topology with different numbers of neighbors affects the distribution of fitness, and found that increasing the number of neighbors results in a higher selection intensity, and suggests that migration preserves more diversity as the number of neighbors increases.

In this work, we study the performance of the PMA-FLS with one-way ring topology and random topology, respectively. The ring topology is a loosely connected topology, where the communication is limited to occur between the adjacent nodes, as depicted in Figure 3.16. The elitist emigrants (individuals) are sent to the nearest neighbor in the ring. Then in the receiving subpopulations, the immigrants replace the least fit individuals.

![Figure 3.16 One-way ring topology](image)

The random topology used in our work is a dynamic stepping stone scheme. Each
recipient subpopulation receives the immigrants from certain donor subpopulation chosen at random for each migration phrase, such that each subpopulation received migrants from a single subpopulation other than itself.

**Empirical Study**

For convenience, the PMA-FLS with one-way ring topology is denoted as PMA-FLS-ring, while PMA-FLS-rand indicates the PMA-FLS with random topology. In this section, we present the empirical study of the PMA-FLS-ring and PMA-FLS-rand on three large scale QAP benchmarks. In particular, we evaluate the PMA-FLS-ring and PMA-FLS-rand both in terms of computation time and solution quality. The comparison in terms of scalability for both algorithms is investigated as well.

The configuration of the PMA control parameters is summarized in Table 3.7.

<table>
<thead>
<tr>
<th>Table 3.7 PMA parameters setting</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>MA parameters</strong></td>
</tr>
<tr>
<td>Population size</td>
</tr>
<tr>
<td>Subpopulation size</td>
</tr>
<tr>
<td>Elite size</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Maximum number of generations</td>
</tr>
<tr>
<td>Fitness scaling factor ( S_f )</td>
</tr>
<tr>
<td>Crossover probability ( P_c )</td>
</tr>
<tr>
<td>Mutation probability ( P_m )</td>
</tr>
<tr>
<td>Zerofit threshold constant ( K_z )</td>
</tr>
</tbody>
</table>

\( M \equiv \) number of islands (processing nodes)

Through a series of empirical study, the following migration control parameters have been adopted in the PMA.
Migration Interval — Migration occurs every 10 generations;

Migration Rate — One chromosome per migration phase;

Migration Policy — The simple elitist strategy, where the best individual in one subpopulation replaces the worst in the other;

Migration Topology — One-way ring topology for PMA-FLS-ring; random topology for PMA-FLS-rand.

The empirical results on the benchmarks are summarized in Tables 3.8 to 3.10. The sizes of all three problems considered in the study are relatively large. The benchmarks where the PMA-FLS-ring outperforms the PMA-FLS-rand, in terms of solution quality are highlighted in bold.

### Table 3.8 Testing results of sko100b benchmark

<table>
<thead>
<tr>
<th></th>
<th>CPU time</th>
<th>Generation</th>
<th>TG</th>
<th>Average</th>
<th>Average gap</th>
<th>Best</th>
<th>Gap</th>
<th>Success rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>sko100b</td>
<td>3-island PMA-FLS-ring</td>
<td>188.80</td>
<td>185.60</td>
<td>255.60</td>
<td>154441.00</td>
<td>0.36%</td>
<td>153960</td>
<td>0.05%</td>
</tr>
<tr>
<td>153990</td>
<td>PMA-FLS-rand</td>
<td>156.80</td>
<td>103.80</td>
<td>173.80</td>
<td>154468.20</td>
<td>0.38%</td>
<td>154126</td>
<td>0.15%</td>
</tr>
<tr>
<td>4-island PMA-FLS-ring</td>
<td>174.50</td>
<td>282.50</td>
<td>352.50</td>
<td>154213.80</td>
<td>0.21%</td>
<td>153952</td>
<td>0.04%</td>
<td>0.00%</td>
</tr>
<tr>
<td>PMA-FLS-rand</td>
<td>145.40</td>
<td>206.50</td>
<td>276.50</td>
<td>154273.00</td>
<td>0.25%</td>
<td>154104</td>
<td>0.14%</td>
<td>0.00%</td>
</tr>
<tr>
<td>6-island PMA-FLS-ring</td>
<td>148.80</td>
<td>213.60</td>
<td>283.60</td>
<td>154254.60</td>
<td>0.24%</td>
<td>154074</td>
<td>0.12%</td>
<td>0.00%</td>
</tr>
<tr>
<td>PMA-FLS-rand</td>
<td>139.10</td>
<td>184.80</td>
<td>248.00</td>
<td>154307.80</td>
<td>0.27%</td>
<td>154104</td>
<td>0.14%</td>
<td>0.00%</td>
</tr>
<tr>
<td>8-island PMA-FLS-ring</td>
<td>136.90</td>
<td>173.20</td>
<td>243.20</td>
<td>154295.60</td>
<td>0.26%</td>
<td>153910</td>
<td>0.01%</td>
<td>0.00%</td>
</tr>
<tr>
<td>PMA-FLS-rand</td>
<td>169.00</td>
<td>263.40</td>
<td>333.40</td>
<td>154257.00</td>
<td>0.24%</td>
<td>154078</td>
<td>0.12%</td>
<td>0.00%</td>
</tr>
<tr>
<td>10-island PMA-FLS-ring</td>
<td>119.60</td>
<td>150.80</td>
<td>220.80</td>
<td>154195.80</td>
<td>0.20%</td>
<td>153936</td>
<td>0.03%</td>
<td>0.00%</td>
</tr>
<tr>
<td>PMA-FLS-rand</td>
<td>124.20</td>
<td>173.20</td>
<td>243.20</td>
<td>154307.80</td>
<td>0.25%</td>
<td>154104</td>
<td>0.14%</td>
<td>0.00%</td>
</tr>
</tbody>
</table>

### Table 3.9 Testing results of tai100b benchmark

<table>
<thead>
<tr>
<th></th>
<th>CPU time</th>
<th>Generation</th>
<th>TG</th>
<th>Average</th>
<th>Average gap</th>
<th>Best</th>
<th>Gap</th>
<th>Success rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>tai100b</td>
<td>3-island PMA-FLS-ring</td>
<td>191.70</td>
<td>179.00</td>
<td>249.00</td>
<td>1189426597.70</td>
<td>0.29%</td>
<td>1187578400</td>
<td>0.12%</td>
</tr>
<tr>
<td>1185996137</td>
<td>PMA-FLS-rand</td>
<td>130.60</td>
<td>85.30</td>
<td>155.30</td>
<td>1189306065.40</td>
<td>0.28%</td>
<td>1186934079</td>
<td>0.08%</td>
</tr>
<tr>
<td>4-island PMA-FLS-ring</td>
<td>178.10</td>
<td>268.80</td>
<td>332.00</td>
<td>1187539821.00</td>
<td>0.13%</td>
<td>1186007112</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td>PMA-FLS-rand</td>
<td>117.50</td>
<td>144.70</td>
<td>214.70</td>
<td>1187958220.00</td>
<td>0.17%</td>
<td>1186301510</td>
<td>0.03%</td>
<td>0.00%</td>
</tr>
<tr>
<td>6-island PMA-FLS-ring</td>
<td>160.10</td>
<td>233.70</td>
<td>296.70</td>
<td>1187892570.00</td>
<td>0.16%</td>
<td>1185996137</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td>PMA-FLS-rand</td>
<td>154.80</td>
<td>212.00</td>
<td>275.00</td>
<td>1187947272.00</td>
<td>0.17%</td>
<td>1185996137</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td>8-island PMA-FLS-ring</td>
<td>153.50</td>
<td>261.10</td>
<td>318.30</td>
<td>1187905557.00</td>
<td>0.16%</td>
<td>1185996137</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td>PMA-FLS-rand</td>
<td>132.00</td>
<td>179.20</td>
<td>242.20</td>
<td>1188106218.00</td>
<td>0.18%</td>
<td>1185996137</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td>10-island PMA-FLS-ring</td>
<td>148.00</td>
<td>250.00</td>
<td>320.00</td>
<td>1188277883.00</td>
<td>0.16%</td>
<td>1186052259</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td>PMA-FLS-rand</td>
<td>129.20</td>
<td>201.20</td>
<td>270.60</td>
<td>1188552881.00</td>
<td>0.22%</td>
<td>1186710060</td>
<td>0.06%</td>
<td>0.00%</td>
</tr>
</tbody>
</table>
Table 3.10 Testing results of *tho150* benchmark

<table>
<thead>
<tr>
<th></th>
<th>CPU time</th>
<th>Generation</th>
<th>TG</th>
<th>Average</th>
<th>Average gap</th>
<th>Best</th>
<th>Gap</th>
<th>Success rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>tho150 3-island PMA-FLS-ring</td>
<td>1168.40</td>
<td>180.20</td>
<td>250.20</td>
<td>8166026.60</td>
<td><strong>0.40%</strong></td>
<td>8148836</td>
<td><strong>0.18%</strong></td>
<td>0.00%</td>
</tr>
<tr>
<td>8133864 PHGA-FLS-rand</td>
<td>900.30</td>
<td>149.60</td>
<td>219.60</td>
<td>8162802.40</td>
<td><strong>0.40%</strong></td>
<td>8159792</td>
<td><strong>0.32%</strong></td>
<td>0.00%</td>
</tr>
<tr>
<td>4-island PMA-FLS-ring</td>
<td>935.10</td>
<td>317.70</td>
<td>376.80</td>
<td>8162408.00</td>
<td><strong>0.35%</strong></td>
<td>8145990</td>
<td><strong>0.15%</strong></td>
<td>0.00%</td>
</tr>
<tr>
<td>PHGA-FLS-rand</td>
<td>640.70</td>
<td>139.40</td>
<td>209.40</td>
<td>817126.00</td>
<td><strong>0.46%</strong></td>
<td>8158848</td>
<td><strong>0.31%</strong></td>
<td>0.00%</td>
</tr>
<tr>
<td>6-island PMA-FLS-ring</td>
<td>885.30</td>
<td>332.50</td>
<td>386.00</td>
<td>8157363.67</td>
<td><strong>0.29%</strong></td>
<td>8151408</td>
<td><strong>0.22%</strong></td>
<td>0.00%</td>
</tr>
<tr>
<td>PHGA-FLS-rand</td>
<td>971.20</td>
<td>374.20</td>
<td>429.90</td>
<td>8164029.00</td>
<td><strong>0.37%</strong></td>
<td>8151152</td>
<td><strong>0.21%</strong></td>
<td>0.00%</td>
</tr>
<tr>
<td>8-island PMA-FLS-ring</td>
<td>827.70</td>
<td>406.10</td>
<td>457.60</td>
<td>8161512.55</td>
<td><strong>0.34%</strong></td>
<td>8151436</td>
<td><strong>0.22%</strong></td>
<td>0.00%</td>
</tr>
<tr>
<td>PHGA-FLS-rand</td>
<td>664.20</td>
<td>278.80</td>
<td>340.60</td>
<td>8168117.40</td>
<td><strong>0.42%</strong></td>
<td>8153310</td>
<td><strong>0.24%</strong></td>
<td>0.00%</td>
</tr>
<tr>
<td>10-island PMA-FLS-ring</td>
<td>605.10</td>
<td>418.50</td>
<td>462.40</td>
<td>8165464.60</td>
<td><strong>0.39%</strong></td>
<td>8154998</td>
<td><strong>0.26%</strong></td>
<td>0.00%</td>
</tr>
<tr>
<td>PHGA-FLS-rand</td>
<td>529.70</td>
<td>296.00</td>
<td>361.60</td>
<td>8171063.40</td>
<td><strong>0.46%</strong></td>
<td>8163262</td>
<td><strong>0.36%</strong></td>
<td>0.00%</td>
</tr>
</tbody>
</table>

1.8.1.1 Analysis on Empirical Results

From Tables 3.8 to 3.10, we can observe that the solution quality found by PMA-FLS-ring is usually better than the PMA-FLS-rand. This is especially obvious as the number of islands is increased. Evaluation is based on the *Average*, *Average gap*, *Best* and *Gap* criteria on all the three large scale QAPs considered. As for the computational time used in both migration topology schemes, it is noted that the PMA-FLS-ring usually took longer than the PMA-FLS-rand. This indicates that the PMA-FLS-ring is able to carry on with the search longer than the PMA-FLS-rand because it is able to maintain genetic diversity across the subpopulations more effectively and hence avoiding the tendency for premature convergence.

From the results, one may conclude that the island model is well suited for managing diversification and intensification during the search process. Each deme might be seen as intensification in a particular region and a great number of demes provide some
diversification in the global space. From this point of view, migration represents a tradeoff between exploration of new individuals and exploitation of highly fit individuals which have already been found. The logical relationship between subpopulations imposed by the topology of the island model PMA has an effect on this tradeoff as well. The ring topology used for the PMA ensures local communications between subpopulations. The benefit of this design is that migration occurs locally between adjacent subpopulations on the ring. This yields local exploitation of fit individuals, while globally the separate subpopulations are free to explore different types of strings independently. So this loosely connected topology help to overcome local optimum and improve the performance to some extent.

1.8.1.2 Analysis on Scalability

Observing the trend of computational time of the PMA-FLS-ring and PMA-FLS-rand, we are motivated to further investigate the scalability of the two algorithms. Figures 3.17 to 3.19 present the empirical results of scalability on the three large benchmark problems.
In Figures 3.17 to 3.19, the results show that for the large scale benchmark problems considered, the total CPU time of PMA-FLS-ring reduces accordingly along with the increase in the number of computing nodes. However, the decrease of CPU time of the PMA-FLS-rand does not follow an obvious degressive trend when the number of islands
increases. It indicates that for large scale QAPs, the scalability of the PMA-FLS-ring is much better than the PMA-FLS-rand due to more appropriate tradeoff between exploration of new individuals and exploitation of highly fit individuals found. This again demonstrates that the ring topology is more helpful for improving the performance of PMA in solving large scale QAPs.

1.9 Summary

The island model PMA proposed is shown to significantly reduce the processing time in solving large scale QAPs using networked clusters of computers. The cluster is essentially a network of workstations using NetSolve as the brokering tool to facilitate distributed optimization. To verify the performance of the PMA-FLS, we conducted empirical study on several large scale QAP benchmark problems and compared it with the SMA-FLS. Further, the number of processing nodes was varied to investigate on the scalability of the island model PMA-FLS. Performance analysis of the island model PMA-FLS is measured both in terms of the solution quality and the improvement in execution time. According to the results, it can be concluded that the island model PMA-FLS is more powerful for handling large size QAPs. The experimental results show that substantial speedup can be achieved with the island model PMA-FLS, especially for the larger size benchmarks, in particular for $n \geq 100$. Finally, the impact of certain migration parameters, such as migration interval and migration topology, on the
performance of PMA has also been analyzed. From the results, it can be concluded that the PMA with ring topology maintains a more appropriate tradeoff between exploration and exploitation and hence more helpful in improving the performance of PMA for large scale QAPs.
Diversity-based Static Adaptive Strategy

1.10 Introduction

Parallel Memetic Algorithms (PMAs) are a class of modern parallel meta-heuristics that combine evolutionary algorithms, local search, parallel and distributed computing technologies for global optimization. Recent studies on PMAs for large-scale complex combinatorial optimization problems have shown that they converge to high quality solutions significantly faster than canonical GAs and MAs. With evolutionary algorithms (EAs), there is flexibility to partition the population of individuals or islands of EA subpopulations among multiple computing nodes. It is important that the intrinsic parallelism of EAs is retained when designing any MAs. Best of all, parallel EAs possess diversity preservation capabilities that alleviate the effect of premature convergence. Some extensions of MAs to parallel MAs (PMAs) have been proposed, such as the PMA-FLS studied in Chapter 3. It is worth noting that a crucial aspect of MAs or PMAs is to strike an optimum balance between the level of exploration provided by the GA, against the level of exploitation posed by the local search procedure throughout the
memetic search.

However, the extent of the application of local searches in canonical memetic algorithm is typically based on the principle of “more is better”. In canonical MAs or PMAs, it is common practice for the local search procedure to be applied on every individual/chromosome in the GA population(s) (see Figure 2.3). This is a very computationally intensive and inefficient search process. At the same time, exhaustive local search may lead to ineffective search due to premature fall in diversity during the PMA search.

Memetic algorithm may be regarded as a marriage between a population-based global search and the local improvement made by each of the individuals. This has the potential to exploit the complementary advantages of EAs (generality, robustness, global search efficiency), and problem-specific local search (exploiting application-specific problem structure, rapid convergence toward local minima). In recent years, a number of independent researchers have addressed several issues relating to the trade-off between exploration and exploitation in MAs, as reviewed in Chapter 2 (Section 2.2.3). From literature survey, there has not been much work that considered balancing global and local search in the context of parallel MA. In particular, there is very little focus in literature on how local search frequency affects the diversity level of PMAs. We will first show that excessive local search in island model PMA can be counter-productive in the sections that follow. To address this issue, we proposed a diversity-adaptive strategy (PMA-SLS) for controlling the local search frequency in island model parallel memetic
algorithms. In contrast to canonical MAs and PMAs, the diversity-based adaptive approach controls the number of individuals undergoing the local search procedure throughout the PMA evolutionary search process. PMA-SLS uses a static adaptation strategy, maintaining population diversity throughout the PMA search by using a pre-defined Gaussian distribution to adjust the local search frequency. The partial experimental results have been published in our papers (Tang et al. 2005, Tang et al. 2006a).

The rest of this chapter is organized as follows. Section 4.2 describes the canonical island model parallel memetic algorithm (PMA), with special study on the diversity profile during the canonical PMA search process. Based on the analysis on the population diversity of PMA, the diversity-based static adaptive strategy is proposed to adaptively control the local search frequency of PMA in Section 4.3. Section 4.4 presents the numerical results obtained from empirical study and provides a comprehensive quantitative/statistical comparison of PMA-SLS, PMA, and PMA-FLS (studied in Chapter 3) in the context of large scale QAPs. The search performances of the various algorithms in terms of solution quality, computational time, and solution precision are also reported in the section. Finally, we summarize this chapter in Section 4.5.
1.11 Canonical Island Model PMA

We focus on island model parallel memetic algorithm for solving large-scale combinatorial optimization problems. The pseudo-code of a canonical PMA is outlined in Figure 4.1.

BEGIN
Initialize $M$ subpopulations of size $N$ each
WHILE (termination condition not met)
   FOR each subpopulation or island
      Evaluate all individuals in the subpopulation
      For each individual in the subpopulation
         ● Apply local search to the individuals in the subpopulation.
         ● Proceed with local improvement and replace the genotype in the subpopulation with the improved solution.
      END For
      Create a new population based on Selection, Mutation and Crossover.
   END FOR
   For every $P$ migration interval
      Send $K < N$ best individuals to a neighbouring subpopulation
      Receive $K$ individuals from a neighbouring subpopulation
      Replace $K$ individuals in the subpopulation
   END For
END WHILE
END

Figure 4.1 Pseudo-code of the canonical island model parallel memetic algorithm

Initially, $M$ subpopulations are randomly generated. Individuals in the subpopulations will then undergo the local search procedure in the spirit of Lamarckian learning. This form of learning forces the genotype to reflect the result of improvement through the placement of locally improved individual back into the population in order to compete for reproductive opportunities. The local search procedure considered here is based on...
the \( k \)-gene exchange as described in Chapter 3. Subsequently new subpopulations are created through selection, mutation and crossover. For every \( P \) migration interval, the \( K \) best performing individuals in each subpopulation migrate to its neighbouring subpopulation based on the one-way ring topology according to the study in Section 3.6. Meanwhile, the subpopulation being considered will receive \( K \) individuals from a neighbouring subpopulation. The replacement scheme may be a random walk. Alternatively, the worst performing \( K \) individuals are replaced with the \( K \) migrants from its neighbour. The entire procedure repeats until the stopping conditions are satisfied.

It is generally accepted that good diversity profile over the entire evolutionary process is a primary advantage of using island model parallel memetic algorithm for solving global optimization problems. As preliminary study, we consider using the 1) 2-island PMA and 2) 2-island PGA for solving the \textit{sko100b} QAP benchmark. Note that PGA represents a canonical parallel GA. In contrast to PMA, no form of local search is used throughout the PGA search. The diversity of each subpopulation can be measured by various means. One simple approach is based on Shannon’s information entropy (Davidor and Ben-Kiki 1992), which represents an overall measure for describing the state of the dynamical system represented by the population. This is analogous to the state of a physical or information system.

Let \( S \) denotes the set of individuals that make up a subpopulation. The set \( S \) is further divided into partitions or subsets \( S_1, S_2, \ldots, S_Q \). Each subset \( S_j \) is a grouping of individuals with the same fitness value. The ratio of the number of individuals in a partition \( S_j \) over
the entire subpopulation can therefore be written as follows:

\[ p_j = \frac{|S_j|}{\sum_{j=1}^{Q} |S_j|} \]  \hspace{1cm} (4.1)

where \( |S_j| \) is the cardinality of the set \( S_j \). Based on partitioning of individuals according to the fitness values, one approach to describe the state of the dynamical system is based on Shannon’s information entropy \( E \) as follows (Rosca 1995).

\[ E = -\sum_{j=1}^{Q} p_j \log(p_j) \]  \hspace{1cm} (4.2)

For illustration, the diversity of each subpopulation in the 2-island PMA and PGA based on the entropy measure is depicted in Figure 4.2. From Figure 4.2, it is worth highlighting the significant drop in the entropy measure of the PMA in comparison to the PGA. It appears that PMA loses search diversity much earlier than PGA due to possible excessive local searches. This significant drop in diversity for the PMA is indicative of the benefits derived from using local search in speeding up convergence rate of the search. However, it also implies the high risk of the PMA, losing out on search diversity prematurely as a result of the extensive local searches. It can be observed that this effect is more significant at the later stage of the search.
To minimize the risk of premature convergence in the PMA, it is reasonable to ask whether the effects on performance might be reduced by adapting the local search frequency in the PMA search.

### 1.12 Diversity-based Static Adaptive Strategy (PMA-SLS)

In Figure 4.2, it is noted that the population diversity degrades gradually with time. Since poor diversity generally occurs at the final stages of the parallel evolutionary search, it makes sense to consider reducing the local search frequency as the search progresses. In this manner, it is hoped that the high search efficiency of the canonical PMA at the initial stages of the search is preserved, while at the same time, lower local search frequency is
enforced at the later stages of the search to reduce the risk of premature convergence.

Here, we present a diversity-based static adaptive strategy (PMA-SLS) for controlling the local search frequency in the PMA search. The pseudo-code of PMA-SLS is outlined in Figure 4.3.

\[
\begin{align*}
\gamma(gen; \mu, \sigma, \eta) &= \frac{1}{\sqrt{2\pi \sigma}} \exp\left( -\frac{1}{2} \left( \frac{gen - \mu}{\sigma} \right)^2 \right) \eta \\
\phi(gen, \xi; \mu, \sigma, \eta) &= \gamma \cdot \xi
\end{align*}
\]

Figure 4.3 Pseudo-code of PMA-SLS

In particular, we model the local search frequency \( \gamma \) of the parallel MA search process as a normal or Gaussian distribution:
\[ \gamma(\text{gen}; \mu, \sigma, \eta) = \frac{1}{\sqrt{2\pi} \cdot \sigma} \exp\left(-\frac{1}{2} \frac{(\text{gen} - \mu)^2}{\sigma}\right) \cdot \eta, \] (4.3)

where \( \text{gen} \) is the evolution generation \((\text{gen} \geq 0)\), \( \mu \) and \( \sigma \) are the mean and standard deviation of the specified Gaussian distribution, respectively. \( \eta \) represents a scaling factor for the number of chromosomes local search applied. Using the taxonomy of adaptive evolutionary algorithm provided in (Eiben et al. 1999), the present adaptive strategy is termed here as diversity-based static adaptive strategy.

Using Eq.(4.3) and a subpopulation size, \( \xi \), the number of chromosomes to apply local search, \( \phi(\cdot) \), at \( \text{gen}^{th} \) generation is then defined as

\[ \phi(\text{gen}, \xi; \mu, \sigma, \eta) = \gamma^* \xi, \] (4.4)

where \( \phi(\cdot) \) denotes the number of selected candidates whereby local search is applied at the \( \text{gen}^{th} \) generation.

### 1.13 Empirical Study

In this section, we present the empirical study of the island model parallel memetic algorithm with the diversity-based static adaptive local search strategy, comparing with MA (canonical memetic algorithm), PMA and PMA-FLS on several large scale QAP benchmarks. In particular, we evaluate the performance of different algorithms both in terms of computation time and solution quality. The statistical significance based on
t-test for PMA-SLS compared with PMA is evaluated for its performance in terms of computation cost. For convenience, the abbreviations for the different algorithms used in our study are summarized below:

- **PMA-SLS** — Island model parallel memetic algorithm with diversity-based static adaptive strategy;

- **PMA-FLS** — Island model parallel memetic algorithm with fixed local search strategy studied in Chapter 3;

- **PMA** — Island model parallel memetic algorithm with complete local search strategy;

- **MA** — Canonical memetic algorithm.

The configuration of the PMA control parameters is the same as Table 3.7 except that the maximum number of generation is set to 180 here. Through a series of empirical study and based on results and experience from the work in Chapter 3, the following migration control parameters have been adopted in the PMA.

- **Migration Interval** — Migration occurs every 10 generations;

- **Migration Rate** — One chromosome per migration phase;

- **Migration Policy** — Elitist strategy, whereby the best individual in one subpopulation replaces the worst in the other;

- **Migration Topology** — One-way ring topology.
As for the parameters pertaining to the diversity-based static adaptive local search strategy of PMA-SLS, based on preliminary computational experiments, the adopted Gaussian function was configured by the parameters, where $\mu$, $\sigma$ and $\eta$ were set to 0, 200 and 500, respectively. Local search frequency $\gamma$ in Eq. (4.4) was updated every 10 generations.

**Results Comparison — PMA-SLS vs. PMA**

Firstly, we demonstrate the advantage of parallel memetic algorithm with diversity-based static adaptive local search strategy compared to complete local search. We test both PMA and PMA-SLS on the two-island model for the same benchmark, *sko100b*. The results are shown in Table 4.1.

**Table 4.1 Comparison between PMA-SLS and PMA**

<table>
<thead>
<tr>
<th>sko100b</th>
<th>2-island</th>
<th>CPU time</th>
<th>Generation</th>
<th>TG</th>
<th>Solution</th>
<th>Gap</th>
</tr>
</thead>
<tbody>
<tr>
<td>153890</td>
<td>PMA</td>
<td>1461</td>
<td>81</td>
<td>151</td>
<td>153954</td>
<td>0.04%</td>
</tr>
<tr>
<td></td>
<td>PMA-SLS</td>
<td>823</td>
<td>84</td>
<td>154</td>
<td>153950</td>
<td>0.04%</td>
</tr>
</tbody>
</table>
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Figure 4.4 Comparison of entropy between PMA-SLS and PMA
In particular, we monitor closely the change in diversity of each sub-population for PMA-SLS and PMA by measuring the entropy of each sub-population shown in Figure 4.4. From Figure 4.4, it is observed that PMA-SLS can consistently maintain a good level diversity as the evolution progresses. However, the diversity of PMA shows a significant drop in entropy, especially at the later stage, indicating that local search has a tendency to speed up convergence significantly. From an evolutionary process point of view, PMA results in poorer diversity due to excessive localized searches, especially at the later stages of evolution. This indicates a likelihood of higher ratio of duplicate solutions in the population. As a result, there is a high level of redundancy in local searches being applied to the whole sub-population over many generations. On the other hand, PMA-SLS adjusts the local search frequency according to a specific Gaussian function. In addition, as shown in Table 4.1, both PMA and PMA-SLS achieved almost the same level of solution quality, but PMA usually incurs higher computational cost due to the intensive local search. Thus, we can conclude that PMA-SLS is able to reduce the computational time significantly with little or no lost of solution quality. This is mainly attributed to its capability in maintaining a higher level of population diversity.

Tables 4.2 to 4.7 summarize the empirical results of testing on a diverse set of large scale QAP benchmarks. The results of PMA-SLS are highlighted in bold for ease of comparison. Tables 4.2 and 4.3 present a detailed comparison study between PMA-SLS, MA, PMA and PMA-FLS (the results presented in Chapter 3, PMA-FLS [1] is from (Tang et al. 2003a), PMA-FLS [2] is from (Tang et al. 2004) ) on sko100b and tai100b
benchmarks, respectively. Tables 4.4 to 4.7 show the simulation results on the other classes QAPs, namely, sko100*, tai100a, wil100 and tho150, respectively.

### Table 4.2 Results of testing on sko100 benchmark

<table>
<thead>
<tr>
<th></th>
<th>CPU time</th>
<th>Generation</th>
<th>TG</th>
<th>Average</th>
<th>Average gap</th>
<th>Best</th>
<th>Gap</th>
<th>Success rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>sko100b</td>
<td>MA</td>
<td>3096.50</td>
<td>127.30</td>
<td>160.50</td>
<td>153955.60</td>
<td>0.04%</td>
<td>153890</td>
<td>0.00%</td>
</tr>
<tr>
<td></td>
<td>153890</td>
<td>2-island</td>
<td>PMA-SLS</td>
<td>875.20</td>
<td>113.60</td>
<td>154012.80</td>
<td>0.08%</td>
<td>153904</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>PMA</td>
<td>1350.00</td>
<td>94.70</td>
<td>153950.40</td>
<td>0.04%</td>
<td>153890</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>PMA-FLS[1]</td>
<td>183.60</td>
<td>171.80</td>
<td>154215.00</td>
<td>0.21%</td>
<td>153924</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4-island</td>
<td>PMA-SLS</td>
<td>898.00</td>
<td>137.10</td>
<td>153990.80</td>
<td>0.07%</td>
<td>153902</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>PMA</td>
<td>1445.90</td>
<td>122.20</td>
<td>153952.20</td>
<td>0.04%</td>
<td>153898</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>PMA-FLS[1]</td>
<td>174.50</td>
<td>282.50</td>
<td>154213.80</td>
<td>0.21%</td>
<td>153952</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6-island</td>
<td>PMA-SLS</td>
<td>429.40</td>
<td>130.20</td>
<td>153985.00</td>
<td>0.07%</td>
<td>153890</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>PMA</td>
<td>694.30</td>
<td>104.80</td>
<td>153925.40</td>
<td>0.02%</td>
<td>153890</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>PMA-FLS[2]</td>
<td>148.80</td>
<td>213.30</td>
<td>154254.60</td>
<td>0.24%</td>
<td>154074</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10-island</td>
<td>PMA-SLS</td>
<td>289.30</td>
<td>95.20</td>
<td>153987.80</td>
<td>0.06%</td>
<td>153890</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>PMA</td>
<td>439.00</td>
<td>111.20</td>
<td>153942.60</td>
<td>0.04%</td>
<td>153890</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>PMA-FLS[2]</td>
<td>119.60</td>
<td>150.80</td>
<td>154195.80</td>
<td>0.20%</td>
<td>153936</td>
</tr>
</tbody>
</table>

### Table 4.3 Results of testing on tai100 benchmark

<table>
<thead>
<tr>
<th></th>
<th>CPU time</th>
<th>Generation</th>
<th>TG</th>
<th>Average</th>
<th>Average gap</th>
<th>Best</th>
<th>Gap</th>
<th>Success rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>tai100b</td>
<td>PMA-SLS</td>
<td>782.40</td>
<td>106.70</td>
<td>134.00</td>
<td>1186275856.50</td>
<td>0.02%</td>
<td>1185996137</td>
<td>0.00%</td>
</tr>
<tr>
<td></td>
<td>1185996137</td>
<td>2-island</td>
<td>PMA-FLS[1]</td>
<td>186.90</td>
<td>175.30</td>
<td>1188882832.20</td>
<td>0.24%</td>
<td>1186007112</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4-island</td>
<td>PMA-SLS</td>
<td>647.50</td>
<td>92.60</td>
<td>1186007361.40</td>
<td>0.00%</td>
<td>1185996137</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>PMA-FLS[2]</td>
<td>178.10</td>
<td>268.80</td>
<td>1187539521.00</td>
<td>0.13%</td>
<td>1186007112</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6-island</td>
<td>PMA-SLS</td>
<td>356.60</td>
<td>88.30</td>
<td>1186058956.40</td>
<td>0.01%</td>
<td>1185996137</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>PMA-FLS[2]</td>
<td>160.10</td>
<td>233.70</td>
<td>1187892570.00</td>
<td>0.16%</td>
<td>1185996137</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10-island</td>
<td>PMA-SLS</td>
<td>220.70</td>
<td>68.70</td>
<td>1186053344.20</td>
<td>0.00%</td>
<td>1185996137</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>PMA-FLS[2]</td>
<td>148.00</td>
<td>250.00</td>
<td>1187927883.00</td>
<td>0.16%</td>
<td>1186052259</td>
</tr>
</tbody>
</table>
### Table 4.4 Results of testing on sko100* benchmarks

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Population</th>
<th>Strategy</th>
<th>CPU time</th>
<th>Generation</th>
<th>TG</th>
<th>Average</th>
<th>Average gap</th>
<th>Best Gap</th>
<th>Success rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>sko100a</td>
<td>2-island</td>
<td>PMA-SLS</td>
<td>883.60</td>
<td>133.80</td>
<td>157.10</td>
<td>152188.20</td>
<td>0.12%</td>
<td>152042</td>
<td>0.03%</td>
</tr>
<tr>
<td></td>
<td>4-island</td>
<td>PMA-SLS</td>
<td>885.20</td>
<td>142.40</td>
<td>176.80</td>
<td>152119.00</td>
<td>0.08%</td>
<td>152058</td>
<td>0.04%</td>
</tr>
<tr>
<td></td>
<td>6-island</td>
<td>PMA-SLS</td>
<td>431.90</td>
<td>138.90</td>
<td>176.90</td>
<td>152109.40</td>
<td>0.07%</td>
<td>152067</td>
<td>0.04%</td>
</tr>
<tr>
<td></td>
<td>10-island</td>
<td>PMA-SLS</td>
<td>283.20</td>
<td>98.10</td>
<td>156.00</td>
<td>152102.80</td>
<td>0.06%</td>
<td>152042</td>
<td>0.03%</td>
</tr>
<tr>
<td>sko100b</td>
<td>2-island</td>
<td>PMA-SLS</td>
<td>939.30</td>
<td>121.80</td>
<td>168.40</td>
<td>147934.80</td>
<td>0.05%</td>
<td>147862</td>
<td>0.00%</td>
</tr>
<tr>
<td></td>
<td>4-island</td>
<td>PMA-SLS</td>
<td>845.90</td>
<td>111.40</td>
<td>160.50</td>
<td>147908.20</td>
<td>0.03%</td>
<td>147862</td>
<td>0.00%</td>
</tr>
<tr>
<td></td>
<td>6-island</td>
<td>PMA-SLS</td>
<td>416.80</td>
<td>106.40</td>
<td>151.80</td>
<td>147885.60</td>
<td>0.02%</td>
<td>147862</td>
<td>0.00%</td>
</tr>
<tr>
<td></td>
<td>10-island</td>
<td>PMA-SLS</td>
<td>284.20</td>
<td>107.90</td>
<td>151.00</td>
<td>147895.40</td>
<td>0.02%</td>
<td>147862</td>
<td>0.00%</td>
</tr>
<tr>
<td>sko100c</td>
<td>2-island</td>
<td>PMA-SLS</td>
<td>883.00</td>
<td>111.00</td>
<td>166.90</td>
<td>149803.60</td>
<td>0.15%</td>
<td>149618</td>
<td>0.03%</td>
</tr>
<tr>
<td></td>
<td>4-island</td>
<td>PMA-SLS</td>
<td>881.20</td>
<td>146.70</td>
<td>164.50</td>
<td>149752.60</td>
<td>0.12%</td>
<td>149630</td>
<td>0.04%</td>
</tr>
<tr>
<td></td>
<td>6-island</td>
<td>PMA-SLS</td>
<td>452.10</td>
<td>113.70</td>
<td>156.90</td>
<td>149719.20</td>
<td>0.08%</td>
<td>149578</td>
<td>0.00%</td>
</tr>
<tr>
<td></td>
<td>10-island</td>
<td>PMA-SLS</td>
<td>274.20</td>
<td>91.20</td>
<td>161.40</td>
<td>149681.60</td>
<td>0.07%</td>
<td>149584</td>
<td>0.01%</td>
</tr>
</tbody>
</table>

### Table 4.5 Results of testing on tai100a benchmark

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Population</th>
<th>Strategy</th>
<th>CPU time</th>
<th>Generation</th>
<th>TG</th>
<th>Average</th>
<th>Average gap</th>
<th>Best Gap</th>
<th>Success rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>tai100a</td>
<td>2-island</td>
<td>PMA-SLS</td>
<td>860.00</td>
<td>127.20</td>
<td>164.60</td>
<td>21458262.60</td>
<td>1.58%</td>
<td>21382118</td>
<td>1.22%</td>
</tr>
<tr>
<td></td>
<td>4-island</td>
<td>PMA-SLS</td>
<td>889.60</td>
<td>140.20</td>
<td>170.90</td>
<td>21420954.60</td>
<td>1.40%</td>
<td>21352956</td>
<td>1.08%</td>
</tr>
<tr>
<td></td>
<td>6-island</td>
<td>PMA-SLS</td>
<td>451.40</td>
<td>126.10</td>
<td>166.70</td>
<td>2149150.40</td>
<td>0.08%</td>
<td>2149036</td>
<td>1.00%</td>
</tr>
<tr>
<td></td>
<td>10-island</td>
<td>PMA-SLS</td>
<td>309.30</td>
<td>107.00</td>
<td>161.40</td>
<td>2149203.40</td>
<td>0.11%</td>
<td>2149114</td>
<td>0.05%</td>
</tr>
</tbody>
</table>

### Table 4.6 Results of testing on wil100 benchmark

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Population</th>
<th>Strategy</th>
<th>CPU time</th>
<th>Generation</th>
<th>TG</th>
<th>Average</th>
<th>Average gap</th>
<th>Best Gap</th>
<th>Success rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>wil100</td>
<td>2-island</td>
<td>PMA-SLS</td>
<td>882.10</td>
<td>114.50</td>
<td>166.20</td>
<td>273198.80</td>
<td>0.06%</td>
<td>273054</td>
<td>0.01%</td>
</tr>
<tr>
<td></td>
<td>4-island</td>
<td>PMA-SLS</td>
<td>895.20</td>
<td>115.20</td>
<td>165.60</td>
<td>273228.60</td>
<td>0.07%</td>
<td>273054</td>
<td>0.01%</td>
</tr>
<tr>
<td></td>
<td>6-island</td>
<td>PMA-SLS</td>
<td>445.00</td>
<td>99.30</td>
<td>164.30</td>
<td>273103.80</td>
<td>0.02%</td>
<td>273044</td>
<td>0.00%</td>
</tr>
<tr>
<td></td>
<td>10-island</td>
<td>PMA-SLS</td>
<td>295.20</td>
<td>93.90</td>
<td>161.20</td>
<td>273128.60</td>
<td>0.03%</td>
<td>273054</td>
<td>0.01%</td>
</tr>
</tbody>
</table>
Table 4.7 Results of testing on *tho150* benchmark

<table>
<thead>
<tr>
<th>Island Size</th>
<th>Algorithm</th>
<th>CPU time</th>
<th>Generation</th>
<th>TG</th>
<th>Average</th>
<th>Average gap</th>
<th>Best</th>
<th>Gap</th>
<th>Success rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-island</td>
<td>PMA-SLS</td>
<td>7290.30</td>
<td>140.30</td>
<td>174.00</td>
<td>8148332.60</td>
<td>0.18%</td>
<td>8142700</td>
<td>0.11%</td>
<td>0.00%</td>
</tr>
<tr>
<td></td>
<td>PMA-FLS[1]</td>
<td>1428.50</td>
<td>308.50</td>
<td>368.20</td>
<td>8158144.60</td>
<td>0.30%</td>
<td>8140370</td>
<td>0.09%</td>
<td>0.00%</td>
</tr>
<tr>
<td>4-island</td>
<td>PMA-SLS</td>
<td>5258.40</td>
<td>148.40</td>
<td>180.00</td>
<td>8144249.60</td>
<td>0.13%</td>
<td>8138428</td>
<td>0.06%</td>
<td>0.00%</td>
</tr>
<tr>
<td></td>
<td>PMA-FLS[2]</td>
<td>935.10</td>
<td>317.70</td>
<td>376.20</td>
<td>8162408.00</td>
<td>0.36%</td>
<td>8159390</td>
<td>0.15%</td>
<td>0.00%</td>
</tr>
<tr>
<td>6-island</td>
<td>PMA-SLS</td>
<td>3267.40</td>
<td>156.20</td>
<td>180.00</td>
<td>8145297.20</td>
<td>0.15%</td>
<td>8142554</td>
<td>0.11%</td>
<td>0.00%</td>
</tr>
<tr>
<td></td>
<td>PMA-FLS[2]</td>
<td>885.30</td>
<td>332.50</td>
<td>386.00</td>
<td>8157363.67</td>
<td>0.29%</td>
<td>8151408</td>
<td>0.22%</td>
<td>0.00%</td>
</tr>
<tr>
<td>10-island</td>
<td>PMA-SLS</td>
<td>2004.20</td>
<td>136.00</td>
<td>177.20</td>
<td>8144993.20</td>
<td>0.14%</td>
<td>8142102</td>
<td>0.11%</td>
<td>0.00%</td>
</tr>
<tr>
<td></td>
<td>PMA-FLS[2]</td>
<td>605.10</td>
<td>418.50</td>
<td>462.40</td>
<td>8165464.60</td>
<td>0.39%</td>
<td>8154998</td>
<td>0.27%</td>
<td>0.00%</td>
</tr>
</tbody>
</table>

**Analysis of Results**

An inspection of the experimental results indicates that the island model parallel memetic algorithm with diversity-based static adaptive local search strategy can significantly improve the effectiveness and efficiency in solving large scale QAPs. The higher success rate of PMA-SLS also indicates the improved solution precision due to the higher level of diversity maintained during the evolution process for PMA-SLS. In Tables 4.2 and 4.3, comparison among PMA-SLS, PMA and PMA-FLS, shows that PMA and PMA-SLS can get much better quality than PMA-FLS, and PMA-SLS can reduce the computational time significantly with little or no lost of solution quality compared to PMA.

From a solution quality point of view, both SMA and PMA achieved much better solution quality compared to PMA-FLS. This is evident from the much improved solution gap and the higher success rate achieved, which can be attributed to the powerful search capability of memetic algorithm armed with intensive local search. From the viewpoint of computational time, compared to the serial MA, much shorter computational time is consumed by PMA-SLS and PMA to achieve almost the same level of solution quality, indicating the advantage of employing parallel memetic...
algorithms. The comparison between PMA-SLS, PMA and PMA-FLS on sko100b benchmark is shown in Figure 4.5.

Figure 4.5 Comparison between PMA-SLS, PMA and PMA-FLS on sko100b benchmark

The plot in Figure 4.5(b) shows that PMA-SLS and PMA improve the solution quality significantly compared to PMA-FLS. It is noted that the maximum number of generations for PMA-FLS was set at 500. Instead, the maximum number of generations for PMA-SLS and PMA was set to 180. This is indicative of the enhanced search capability and quick convergence speed of the PMA. As for the computational time
shown in Figure 4.5(a), the greater reliance on local search makes PMA more
time-consuming than the PMA-FLS. In this respect, the island model paradigm of the
parallel memetic algorithm and the distributed computing technology can help reduce the
computational time significantly. Furthermore, the diversity-based static adaptive local
search strategy used in PMA-SLS improves the efficiency of the PMA remarkably.

To determine the statistical significance of the reduced computational time by PMA-SLS,
a $t$-test was used ($p<0.05$), with the null hypothesis being that there is no difference
between PMA-SLS and PMA. Based on $t$-test for statistical significance, the mean and
the associated results of the one tail difference of two independent means, taken over 10
independent trials for $sko100b$ between PMA-SLS and PMA, are presented in Table 4.8.

Table 4.8 The mean and the one tail difference of $t$-test for statistical significance of
$sko100b$ between PMA-SLS and PMA

<table>
<thead>
<tr>
<th>Island</th>
<th>PMA-SLS Mean</th>
<th>PMA Mean</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-island</td>
<td>875.2</td>
<td>1350</td>
<td>0.00010793</td>
</tr>
<tr>
<td>4-island</td>
<td>898</td>
<td>1445.9</td>
<td>1.0808E-11</td>
</tr>
<tr>
<td>6-island</td>
<td>429.4</td>
<td>694.3</td>
<td>1.331E-05</td>
</tr>
<tr>
<td>10-island</td>
<td>289.3</td>
<td>439</td>
<td>0.00010352</td>
</tr>
</tbody>
</table>

In Table 4.8, the mean of PMA-SLS is smaller than that of PMA and the value $p<0.05$
indicates that PMA-SLS indeed was able to reduce the computational time compared to
PMA with high level of statistical significance. This validates the notion of PMA-SLS
being able to search more efficiently than PMA to achieve comparable solution quality.

Similar to the $sko100b$ benchmark, the effect of multiple islands processing is plotted as
in Figure 4.6 for the $tail100b$ benchmark. The results show that PMA-SLS can achieve
much better solution quality with comparable computational time, especially for the case
where the number of processor increases to 10 machines. It is also observed that the 
\textit{tai100b} QAP benchmark shows a much higher \textit{Success rate}, indicating that the 
PMA-SLS has greater success in locating the global optimum. This implies that the 
PMA-SLS is capable of locating the best-known solution more frequently than the 
PMA-FLS.

![Graph showing computation time and solution quality for PMA-SLS and PMA-FLS on tai100b benchmark](image)
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Figure 4.6 Comparison between PMA-SLS and PMA-FLS on \textit{tai100b} benchmark
In Tables 4.4 and 4.6, based on observations of the two criteria, \textit{Gap} and \textit{Success Rate}, the results of the different benchmarks (\textit{sko100*} and \textit{wil100}) show that PMA-SLS can significantly improve the solution quality in comparable computational time, especially so when the number of processor increases to ten machines. In addition, the results in Table 4.5 show that PMA-SLS is even more superior compared to PMA-FLS, even for the seemingly difficult class of benchmarks, \textit{tai100a}. Remarkable improvement in terms of solution quality was observed. The \textit{tai100a} corresponds to a class of problems randomly generated by Taillard using a uniform distribution. In (Taillard 1995), Taillard noted that for this type of randomly generated instances, finding good solutions (about 1\% and 2\%) is easy, but it is extremely difficult to find the (pseudo-) optimum (solutions that we conjectured to be optimal, but for which the optimality is not proven (Taillard 1995)). This type of randomly generated instance is not that significant for practical applications of the QAP. As such, a set of non-uniformly generated random instances (\textit{tai*b}) with the same characteristics as real-life problems was defined. As shown in Table 4.7, for the very large scale benchmark, \textit{tho150}, PMA-SLS also can improve the solution quality significantly.

When judged against existing results available in the literature, the comparison with the results of Merz and Freisleben (1999b) and Merz and Freisleben (2000b) (Abbreviated as MF1999b and MF2000b, respectively) is shown in Table 4.9. The best results are highlighted in bold. It is noted that the results of several instances using PMA-SLS is competitive or better than that of the MAs developed by other authors. For example, the
results of tai100b for PMA-SLS are much better than that shown in (Merz and Freisleben 1999b). The Average gap of tai100b was reported as 0.026% in (Merz and Freisleben 1999b), with the Success rate being less than 50%. On the other hand, Average gap which is very near to 0% was achieved by our PMA-SLS using 4 or 10 machines, and the Success rate is very commendable, being as high as 80%. Furthermore, it is worth noting that the PMA-SLS is also capable of attaining search quality that is significantly better than that obtained in (Merz and Freisleben 2000b) on the sko100a problem. As shown in Table 4.4, on the sko100a benchmark, the Average gap obtained in (Merz and Freisleben 2000b) was 0.096%, while we were able to reduce this value to 0.06%. As for the very large benchmark, tho150, the empirical results in Table 4.7 show that the best solution quality on average, 0.13%, is improved compared to that reported in (Merz and Freisleben 2000b), which was 0.151%.

Table 4.9 Comparison of PMA-SLS with MF1999b and MF2000b

<table>
<thead>
<tr>
<th>instance</th>
<th>tai100b</th>
<th>sko100a</th>
<th>tho150</th>
</tr>
</thead>
<tbody>
<tr>
<td>best known</td>
<td>1185996137</td>
<td>152002</td>
<td>8133398</td>
</tr>
<tr>
<td>PMA-SLS</td>
<td>Average gap</td>
<td>0.000%</td>
<td>0.060%</td>
</tr>
<tr>
<td>Success rate</td>
<td>80.00%</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td>MF1999b</td>
<td>Average gap</td>
<td>0.026%</td>
<td>0.169%</td>
</tr>
<tr>
<td>Success rate</td>
<td>46.47%</td>
<td>0.00%</td>
<td>NA</td>
</tr>
<tr>
<td>MF2000b</td>
<td>Average gap</td>
<td>0.038%</td>
<td>0.096%</td>
</tr>
<tr>
<td>Success rate</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
</tbody>
</table>
1.14 Summary

In this chapter, we proposed and experimentally validated the island model parallel memetic algorithm with diversity-based static adaptive local search strategy for several large scale QAPs. The empirical results are evaluated both in terms of solution quality and computational time, and a comprehensive comparative study with PMA-FLS, PMA and some recent important results of MA available in literature. According to the results, it is shown that PMA-SLS arrives at solutions that are competitive to the PMA at significantly lower computation efforts for large scale QAPs considered, with little or no lost of solution quality. We concluded that the higher success rate of PMA-SLS coupled with improved solution precision is due mainly to the intrinsic parallelism and the ability of the PMA-SLS to manage a more desirable diversity profile during the evolutionary process of the PMA-SLS.

The results obtained have opened up several issues for future research. The issue on the effect of other parameters pertaining to the selective local search strategy on PMA-SLS’s performance need to be explored, in order to achieve more optimal parameters setup for further improvement in performance.
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1.15 Introduction

Chapter 4 described a diversity-based static adaptive strategy for controlling local search frequency in PMA (PMA-SLS). PMA-SLS adjusts the local search frequency of PMA based on parameterized Gaussian distribution. The empirical results has shown that PMA-SLS arrives at solutions that are competitive to the PMA at significantly lower computation efforts on the diverse large scale QAPs considered with little or no lost of solution quality. This we concluded that the higher success rate of PMA-SLS coupled with improved solution precision is due mainly to the intrinsic parallelism and the ability of the PMA-SLS to manage a more desirable diversity profile during the evolutionary process of the PMA-SLS.

However, in the PMA-SLS strategy, its efficient use presupposes tedious tuning of the parameters for the Gaussian function in Eq.(4.3). The Gaussian function used to decide on the local search frequency was problem specific. The performance of PMA-SLS is
therefore sensitive to the parameters setting and hence, less robust. PMA-SLS was configured through trial-and-error experimentation without generalization or analysis of the characteristics of the PMA with respect to population diversity, an important characteristic indicative of the population convergence level.

In this chapter, instead of fastidious tuning of the parameters setting for the Gaussian function, a diversity-based dynamic adaptive local search strategy (PMA-DLS) is proposed such that the local search frequency is adaptively adjusted based on the online fluctuation of population diversity. The empirical results show that PMA-DLS converges to competitive solutions at significantly lower computational cost when compared to the canonical MA and PMA. Furthermore, compared to PMA-SLS using static adaptation strategy, it is found that the diversity-based dynamic adaptation strategy displays better robustness in terms of solution quality across the class of QAP problems considered without requiring extra effort in selecting suitable parameters. The partial experimental results have been published in our papers (Tang et al. 2006b, Tang et al. 2006c).

The rest of this chapter is organized as follows. Based on the analysis on the population diversity of PMA, the diversity-based dynamic adaptive strategy is proposed to adaptively control the local search frequency of PMA in Section 5.2. Section 5.3 presents the numerical results obtained from empirical study and provides a comprehensive quantitative/statistical comparison of PMA-DLS, PMA-SLS, PMA, and PMA-FLS (studied in Chapter 3) in the context of large scale QAPs. The search performances of the various algorithms in terms of solution quality, computational time, and solution
precision are also reported in the section. Finally, we summarize this chapter in Section 5.4.

1.16 PMA-DLS — Parallel Memetic Algorithm with Diversity-based Dynamic Adaptive Strategy

In Figure 4.2, it is noted that the population diversity degrades gradually with the evolving generation. Online entropy measure may also be used to provide dynamic information about the stage of the evolutionary search process and the degree of diversity of each subpopulation. Since population diversity represents a crucial characteristic of the PMA, the approach considered here makes use of online entropy measure to adapt the local search frequency. The method considered here is the diversity-based dynamic adaptive strategy or PMA-DLS in short. The pseudo-code of PMA-DLS is outlined in Figure 5.1.
BEGIN
Initialize $M$ subpopulations of size $N$ each

WHILE (termination condition not met)

FOR each subpopulation or island

Evaluate all individuals in the subpopulation

Calculate the number of individuals undergoing local search using PMA-DLS strategy

\[
\beta(gen) = 1 + \frac{E(gen) - E(gen-k)}{E(gen-k)}
\]

\[
\phi(gen) = \begin{cases} 
\xi, & gen = 0 \\
\min\{\phi(gen-k) \cdot \beta(gen), \xi\}, & gen > 0 
\end{cases}
\]

FOR randomly selective $\phi(.)$ individuals in the subpopulation

- Apply local search to the selective individuals in the subpopulation.
- Proceed with local improvement and replace the genotype in the subpopulation with the improved solution.

END FOR

Create a new population based on Selection, Mutation and Crossover.

END FOR

FOR every $P$ migration interval

Send $K < N$ best individuals to a neighbouring subpopulation

Receive $K$ individuals from a neighbouring subpopulation

Replace $K$ individuals in the subpopulation

END FOR

END WHILE

END

Figure 5.1 Pseudo-code of PMA-DLS

Here, the dynamic local search frequency $\beta$ in PMA-DLS can be defined based on the online entropy ratio given by

\[
\beta(gen) = 1 + \frac{E(gen) - E(gen-k)}{E(gen-k)}, \quad (5.1)
\]

where $E(gen)$ and $E(gen-k)$ ($gen \geq k$) are the population entropy measure (as per Eq.(4.2)) at the $gen^{th}$ and $(gen-k)^{th}$ generation, respectively.
Thus, the number of chromosomes that undergo local learning at the $gen^{th}$ generation in each subpopulation, $\phi(.)$, is defined based on online diversity of the subpopulation as per Eq.(5.2).

$$\phi(gen) = \begin{cases} 
\xi, & gen = 0 \\
\min [\phi(gen-k) \beta(gen), \xi], & gen > 0 
\end{cases}$$

(5.2)

where $\xi$ is the subpopulation size.

### 1.17 Empirical Study

To demonstrate the capability of the proposed strategy described in the above section, a series of empirical studies on solving complex combinatorial optimization problem, in particular the large scale quadratic assignment problem (QAP) were conducted. The experimental setup is the same as that in Chapter 4 (see Section 4.4). We present a series of empirical comparison of results for PMA-DLS, PMA-SLS, PMA and PMA-FLS on several large scale QAP benchmarks (The above abbreviations of algorithms are same as described in Section 4.4). In particular, we evaluate the performance of different algorithms both in terms of computation time and solution quality. The statistical significance based on $t$-test for PMA-SLS and PMA-DLS compared with PMA is evaluated for its performance in terms of computation cost.
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Results Comparison — PMA-DLS vs. PMA-SLS

For parameters pertaining to PMA-SLS in Eq. (4.4) in Chapter 4, the subpopulation size, $\xi$, is a constant for certain number of islands in the PMA and $\mu$ is set to zero. The other two parameters $(\sigma, \eta)$ were tuned in order to adjust the local search frequency for each generation $gen$. To decide on the appropriate configuration, significant effort was expended on parameters tuning in order to achieve a desirable level of performance. Various parameters setting for Gaussian function can be experimented to configure the PMA-SLS. For example, in Figure 5.2, three Gaussian functions denoted as $\gamma_1$, $\gamma_2$ and $\gamma_3$ with different parameters setting are shown. The corresponding number (Num) of individuals where local search is applied can be determined based on Eq. (4.4). Local search frequency $\gamma$ in Eq. (4.4) was updated every 10 generations. According to Figure 5.2, application of $\gamma_1$, $\gamma_2$ and $\gamma_3$ will result in different local search frequency applied in the PMA. $\gamma_3$, the upper curve results in higher frequency of local search while $\gamma_2$, the lower curve indicates a lower frequency. Based on the application of $\gamma_1$, $\gamma_2$ and $\gamma_3$, the corresponding PMA-SLS-1, PMA-SLS-2, and PMA-SLS-3 were derived respectively. Meanwhile, PMA-DLS is more straightforward, with fewer parameters setting required. Only parameter $k$ is required to be set in Eq. (5.2). Here, $k$ is set to 10.
Figure 5.2 Application of Gaussian functions to determine number of chromosomes selected for local search according to PMA-SLS

Table 5.1 Comparison of PMA-DLS and PMA-SLS with $\gamma_1$, $\gamma_2$ and $\gamma_3$

<table>
<thead>
<tr>
<th></th>
<th>CPU time</th>
<th>Generation</th>
<th>TG</th>
<th>Average</th>
<th>Average gap</th>
<th>Best</th>
<th>Gap</th>
<th>Success rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>sko100b</td>
<td>875.20</td>
<td>113.60</td>
<td>168.40</td>
<td>154012.80</td>
<td>0.08%</td>
<td>153904</td>
<td>0.01%</td>
<td>0.00%</td>
</tr>
<tr>
<td>153890</td>
<td>PMA-SLS-1</td>
<td>563.80</td>
<td>134.10</td>
<td>154114.60</td>
<td>0.16%</td>
<td>153962</td>
<td>0.05%</td>
<td>0.00%</td>
</tr>
<tr>
<td>PMA-SLS-2</td>
<td>903.20</td>
<td>119.20</td>
<td>171.30</td>
<td>154016.60</td>
<td>0.08%</td>
<td>153904</td>
<td>0.01%</td>
<td>0.00%</td>
</tr>
<tr>
<td>PMA-SLS-3</td>
<td>859.40</td>
<td>125.30</td>
<td>169.00</td>
<td>154020.80</td>
<td>0.08%</td>
<td>153920</td>
<td>0.02%</td>
<td>0.00%</td>
</tr>
</tbody>
</table>

We first carried out experimental study to gauge the effect of the choice of Gaussian function on the performance of PMA-SLS. The results presented in Table 5.1 are based on comparison of PMA-SLS and PMA-DLS on one particular benchmark. This experiment shows that PMA-DLS could produce good solutions with 0.08% average gap, consuming 859.40 seconds of CPU time. In comparison, the 3 variants of PMA-SLS vary in terms of solution quality and CPU time. In terms of CPU time, PMA-SLS-3 requires as much as 903.20 seconds while PMA-SLS-2 takes up 563.80 seconds of CPU time. On solution quality, the average gap of the PMS-SLS with the three configurations falls into the range of 0.08% to 0.16%. This may be due to the different number of individuals undergoing local search in PMA-SLS, especially at the later stages of the evolution.
process. For example, the number of individuals whereby local search is applied in PMA-SLS-3 is much larger than that for PMA-SLS-2 (when \( \text{gen} > 100 \)). Consequently, PMA-SLS-3 produced better solution (0.08\%) quality than PMA-SLS-2 (0.16\%). However, PMA-SLS-3 takes up more computational time. Between the 3 selection functions experimented, it appears that \( \gamma_1 (\sigma = 200, \eta = 500) \) produced the most competitive results in terms of solution quality and computational cost.

**Results Comparison — PMA-DLS, PMA-SLS and PMA**

To demonstrate the advantage of PMA-SLS and PMA-DLS, a comparison among PMA-SLS, PMA-DLS and PMA on the two-island model for the same benchmark, sko\textit{100b}, is shown in Table 5.2.

<table>
<thead>
<tr>
<th></th>
<th>CPU time</th>
<th>Generation</th>
<th>TG</th>
<th>Average</th>
<th>Average gap</th>
<th>Best</th>
<th>Gap</th>
<th>Success rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>sko100b</td>
<td>PMA</td>
<td>1350.00</td>
<td>94.70</td>
<td>145.90</td>
<td>153950.40</td>
<td>0.04%</td>
<td>153890</td>
<td>0.00%</td>
</tr>
<tr>
<td></td>
<td>PMA-SLS</td>
<td>875.20</td>
<td>113.60</td>
<td>168.40</td>
<td>154012.80</td>
<td>0.08%</td>
<td>153904</td>
<td>0.01%</td>
</tr>
<tr>
<td></td>
<td>PMA-DLS</td>
<td>859.40</td>
<td>125.30</td>
<td>169.00</td>
<td>154020.80</td>
<td>0.08%</td>
<td>153920</td>
<td>0.02%</td>
</tr>
</tbody>
</table>

In Table 5.2, PMA-SLS and PMA-DLS produce competitive solutions although the frequency of local search of PMA-SLS and PMA-DLS never exceed that of PMA which maintain the highest local search frequency throughout the evolution process. This is due mainly to the ability of PMA-SLS and PMA-DLS to manage a more desirable diversity profile as the search progresses, especially at the later stage of the evolution process, compared to the poor diversity profile in PMA. The diversity of each subpopulation for PMA-SLS, PMA-DLS and PMA, measured by the entropy, was traced in our simulation and shown in Figure 5.3.
Figure 5.3 Comparison of diversity among PMA-SLS, PMA-DLS and PMA

According to Figure 5.3, PMA-SLS and PMA-DLS can consistently maintain a good level of diversity as the evolution progresses. However, the diversity of PMA shows a significant drop in entropy, especially at the later stages, indicating that local search has a tendency to speed up convergence significantly. From an evolutionary process point of view, PMA results in poorer diversity due to excessive localized searches, especially at the later stage of evolution. On the other hand, PMA-SLS adjusts the local search frequency according to a specific Gaussian function. PMA-DLS adjusts the local search frequency based on changes in population diversity. The number of individuals to apply local search is then adjusted dynamically, enabling PMA-DLS to maintain a consistent
level of population diversity. This in turn enhances the capacity of PMA-DLS to produce good solutions. A significant observation from Table 5.2 is that PMA-SLS, PMA-DLS and PMA achieved almost the same level of solution quality, with PMA incurring higher computational cost due to the intensive local search. PMA-SLS and PMA-DLS therefore show a potential for reducing computational time significantly with little or no lost of solution quality. This is mainly attributed to its capability to maintain a higher level of population diversity.

**Overall Comparison of Results and Analysis**

For the purpose of detailed comparison among PMA-SLS, PMA-DLS and PMA, Tables 5.3 to 5.8 summarize the empirical results of testing on a diverse set of large scale QAP benchmarks. Tables 5.3 and 5.4 present a detailed simulation results for PMA-DLS, PMA, PMA-SLS and PMA-FLS on *sko100b* and *tai100b* benchmarks, respectively. Tables 5.5 to 5.8 show the simulation results on the other classes of QAP, namely, *sko100*, *tai100a*, *wil100* and *tho150*, respectively.

Table 5.3 Results of testing on *sko100b* benchmark
### Table 5.4 Results of testing on tai100b benchmark

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Island</th>
<th>Algorithm</th>
<th>CPU time</th>
<th>Generation</th>
<th>TG</th>
<th>Average</th>
<th>Average gap</th>
<th>Best</th>
<th>Gap</th>
<th>Success rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>tai100b</td>
<td>2</td>
<td>PMA-DLS</td>
<td>276.80</td>
<td>126.80</td>
<td>159.50</td>
<td>153955.60</td>
<td>0.04%</td>
<td>153890</td>
<td>0.00%</td>
<td>20.00%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PMA-SLS</td>
<td>429.40</td>
<td>130.20</td>
<td>168.20</td>
<td>153950.40</td>
<td>0.04%</td>
<td>153890</td>
<td>0.00%</td>
<td>20.00%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PMA-FLS[1]</td>
<td>1445.90</td>
<td>122.20</td>
<td>174.60</td>
<td>153952.20</td>
<td>0.04%</td>
<td>153890</td>
<td>0.00%</td>
<td>20.00%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PMA</td>
<td>694.30</td>
<td>104.80</td>
<td>154.50</td>
<td>153925.40</td>
<td>0.02%</td>
<td>153890</td>
<td>0.00%</td>
<td>30.00%</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>PMA-DLS</td>
<td>633.40</td>
<td>105.00</td>
<td>122.00</td>
<td>153951.20</td>
<td>0.04%</td>
<td>153890</td>
<td>0.00%</td>
<td>80.00%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PMA-SLS</td>
<td>647.50</td>
<td>92.60</td>
<td>102.30</td>
<td>153952.50</td>
<td>0.02%</td>
<td>153890</td>
<td>0.00%</td>
<td>80.00%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PMA-FLS[2]</td>
<td>178.10</td>
<td>268.80</td>
<td>332.00</td>
<td>153974.40</td>
<td>0.05%</td>
<td>153890</td>
<td>0.00%</td>
<td>10.00%</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>PMA-DLS</td>
<td>342.40</td>
<td>80.80</td>
<td>104.90</td>
<td>153954.00</td>
<td>0.01%</td>
<td>153890</td>
<td>0.00%</td>
<td>80.00%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PMA-SLS</td>
<td>356.60</td>
<td>108.10</td>
<td>128.30</td>
<td>153954.50</td>
<td>0.01%</td>
<td>153890</td>
<td>0.00%</td>
<td>70.00%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PMA-FLS[2]</td>
<td>160.10</td>
<td>233.70</td>
<td>296.70</td>
<td>153952.00</td>
<td>0.01%</td>
<td>153890</td>
<td>0.00%</td>
<td>10.00%</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>PMA-DLS</td>
<td>214.50</td>
<td>126.80</td>
<td>159.50</td>
<td>153951.20</td>
<td>0.04%</td>
<td>153890</td>
<td>0.00%</td>
<td>80.00%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PMA-SLS</td>
<td>220.70</td>
<td>87.00</td>
<td>112.80</td>
<td>153954.00</td>
<td>0.01%</td>
<td>153890</td>
<td>0.00%</td>
<td>80.00%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PMA-FLS[2]</td>
<td>148.00</td>
<td>250.00</td>
<td>320.00</td>
<td>153942.60</td>
<td>0.04%</td>
<td>153890</td>
<td>0.00%</td>
<td>30.00%</td>
</tr>
</tbody>
</table>

### Table 5.5 Results of testing on sko100* benchmarks

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Island</th>
<th>Algorithm</th>
<th>CPU time</th>
<th>Generation</th>
<th>TG</th>
<th>Average</th>
<th>Average gap</th>
<th>Best</th>
<th>Gap</th>
<th>Success rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>sko100b</td>
<td>2</td>
<td>PMA-DLS</td>
<td>3096.50</td>
<td>127.30</td>
<td>160.50</td>
<td>153955.60</td>
<td>0.04%</td>
<td>153890</td>
<td>0.00%</td>
<td>20.00%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PMA-SLS</td>
<td>875.20</td>
<td>113.60</td>
<td>168.40</td>
<td>154012.80</td>
<td>0.08%</td>
<td>153904</td>
<td>0.01%</td>
<td>0.00%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PMA-FLS[1]</td>
<td>183.60</td>
<td>171.80</td>
<td>241.80</td>
<td>154215.00</td>
<td>0.21%</td>
<td>153924</td>
<td>0.02%</td>
<td>0.00%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PMA</td>
<td>1350.00</td>
<td>94.70</td>
<td>145.90</td>
<td>153950.40</td>
<td>0.04%</td>
<td>153890</td>
<td>0.00%</td>
<td>20.00%</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>PMA-DLS</td>
<td>859.40</td>
<td>125.30</td>
<td>169.00</td>
<td>154020.80</td>
<td>0.08%</td>
<td>153920</td>
<td>0.02%</td>
<td>0.00%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PMA-SLS</td>
<td>898.00</td>
<td>137.10</td>
<td>178.10</td>
<td>154213.80</td>
<td>0.21%</td>
<td>153952</td>
<td>0.04%</td>
<td>0.00%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PMA-FLS[2]</td>
<td>174.50</td>
<td>282.50</td>
<td>352.50</td>
<td>154254.60</td>
<td>0.24%</td>
<td>154074</td>
<td>0.12%</td>
<td>0.00%</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>PMA-DLS</td>
<td>875.20</td>
<td>113.60</td>
<td>168.40</td>
<td>154012.80</td>
<td>0.08%</td>
<td>153904</td>
<td>0.01%</td>
<td>0.00%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PMA-SLS</td>
<td>898.00</td>
<td>137.10</td>
<td>178.10</td>
<td>154213.80</td>
<td>0.21%</td>
<td>153952</td>
<td>0.04%</td>
<td>0.00%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PMA-FLS[2]</td>
<td>174.50</td>
<td>282.50</td>
<td>352.50</td>
<td>154254.60</td>
<td>0.24%</td>
<td>154074</td>
<td>0.12%</td>
<td>0.00%</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>PMA-DLS</td>
<td>694.70</td>
<td>94.70</td>
<td>124.30</td>
<td>1186119285.20</td>
<td>0.01%</td>
<td>1185996137</td>
<td>0.00%</td>
<td>50.00%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PMA-SLS</td>
<td>782.40</td>
<td>106.70</td>
<td>134.00</td>
<td>1186275856.50</td>
<td>0.02%</td>
<td>1185996137</td>
<td>0.00%</td>
<td>40.00%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PMA-FLS[1]</td>
<td>186.90</td>
<td>175.30</td>
<td>245.30</td>
<td>1188882832.20</td>
<td>0.24%</td>
<td>1186007112</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PMA-FLS[2]</td>
<td>178.10</td>
<td>268.80</td>
<td>332.00</td>
<td>1187539521.00</td>
<td>0.13%</td>
<td>1186007112</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PMA</td>
<td>694.30</td>
<td>104.80</td>
<td>154.50</td>
<td>1186007361.40</td>
<td>0.02%</td>
<td>1185996137</td>
<td>0.00%</td>
<td>80.00%</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>PMA-DLS</td>
<td>356.60</td>
<td>88.30</td>
<td>104.90</td>
<td>1186058956.40</td>
<td>0.01%</td>
<td>1185996137</td>
<td>0.00%</td>
<td>80.00%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PMA-FLS[2]</td>
<td>160.10</td>
<td>250.00</td>
<td>320.00</td>
<td>1187927883.00</td>
<td>0.16%</td>
<td>1186052259</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
</tbody>
</table>

---
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<table>
<thead>
<tr>
<th>SKO100a</th>
<th>2-island</th>
<th>PMA-DLS</th>
<th>852.80</th>
<th>118.80</th>
<th>164.50</th>
<th>152156.10</th>
<th>0.11%</th>
<th>152069</th>
<th>0.03%</th>
<th>0.00%</th>
</tr>
</thead>
<tbody>
<tr>
<td>152002</td>
<td>PMA-SLS</td>
<td>883.60</td>
<td>133.80</td>
<td>175.10</td>
<td>152188.20</td>
<td>0.12%</td>
<td>152042</td>
<td>0.03%</td>
<td>0.00%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PMA-FLS[1]</td>
<td>194.00</td>
<td>203.40</td>
<td>273.40</td>
<td>152322.80</td>
<td>0.21%</td>
<td>152122</td>
<td>0.08%</td>
<td>0.00%</td>
<td></td>
</tr>
<tr>
<td>4-island</td>
<td>PMA-DLS</td>
<td>855.30</td>
<td>132.40</td>
<td>171.60</td>
<td>152104.10</td>
<td>0.07%</td>
<td>152059</td>
<td>0.04%</td>
<td>0.00%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PMA-SLS</td>
<td>885.20</td>
<td>142.40</td>
<td>176.80</td>
<td>152119.00</td>
<td>0.08%</td>
<td>152058</td>
<td>0.04%</td>
<td>0.00%</td>
<td></td>
</tr>
<tr>
<td>6-island</td>
<td>PMA-DLS</td>
<td>416.60</td>
<td>131.60</td>
<td>170.80</td>
<td>152126.20</td>
<td>0.08%</td>
<td>152044</td>
<td>0.03%</td>
<td>0.00%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PMA-SLS</td>
<td>431.90</td>
<td>138.90</td>
<td>176.90</td>
<td>152109.40</td>
<td>0.07%</td>
<td>152067</td>
<td>0.04%</td>
<td>0.00%</td>
<td></td>
</tr>
<tr>
<td>10-island</td>
<td>PMA-DLS</td>
<td>273.50</td>
<td>134.20</td>
<td>174.20</td>
<td>152093.60</td>
<td>0.06%</td>
<td>152035</td>
<td>0.03%</td>
<td>0.00%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PMA-SLS</td>
<td>283.20</td>
<td>98.10</td>
<td>156.00</td>
<td>152102.80</td>
<td>0.06%</td>
<td>152042</td>
<td>0.03%</td>
<td>0.00%</td>
<td></td>
</tr>
<tr>
<td>SKO100c</td>
<td>2-island</td>
<td>PMA-DLS</td>
<td>847.30</td>
<td>120.60</td>
<td>167.90</td>
<td>147928.60</td>
<td>0.05%</td>
<td>147862</td>
<td>0.00%</td>
<td>10.00%</td>
</tr>
<tr>
<td>147862</td>
<td>PMA-SLS</td>
<td>939.30</td>
<td>121.80</td>
<td>168.40</td>
<td>147934.80</td>
<td>0.05%</td>
<td>147862</td>
<td>0.00%</td>
<td>10.00%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PMA-FLS[1]</td>
<td>184.40</td>
<td>205.80</td>
<td>275.80</td>
<td>148140.40</td>
<td>0.18%</td>
<td>148050</td>
<td>0.13%</td>
<td>0.00%</td>
<td></td>
</tr>
<tr>
<td>4-island</td>
<td>PMA-DLS</td>
<td>826.30</td>
<td>112.20</td>
<td>163.00</td>
<td>147894.00</td>
<td>0.02%</td>
<td>147862</td>
<td>0.00%</td>
<td>20.00%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PMA-SLS</td>
<td>845.90</td>
<td>111.40</td>
<td>160.50</td>
<td>147885.20</td>
<td>0.03%</td>
<td>147862</td>
<td>0.00%</td>
<td>10.00%</td>
<td></td>
</tr>
<tr>
<td>6-island</td>
<td>PMA-DLS</td>
<td>401.20</td>
<td>124.20</td>
<td>173.00</td>
<td>147887.20</td>
<td>0.02%</td>
<td>147868</td>
<td>0.00%</td>
<td>30.00%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PMA-SLS</td>
<td>416.80</td>
<td>106.40</td>
<td>151.80</td>
<td>147885.60</td>
<td>0.02%</td>
<td>147862</td>
<td>0.00%</td>
<td>20.00%</td>
<td></td>
</tr>
<tr>
<td>10-island</td>
<td>PMA-DLS</td>
<td>258.40</td>
<td>102.40</td>
<td>125.60</td>
<td>147885.20</td>
<td>0.02%</td>
<td>147862</td>
<td>0.00%</td>
<td>40.00%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PMA-SLS</td>
<td>284.20</td>
<td>107.90</td>
<td>151.00</td>
<td>147895.40</td>
<td>0.02%</td>
<td>147862</td>
<td>0.00%</td>
<td>10.00%</td>
<td></td>
</tr>
<tr>
<td>SKO100d</td>
<td>2-island</td>
<td>PMA-DLS</td>
<td>869.60</td>
<td>136.10</td>
<td>170.80</td>
<td>149742.20</td>
<td>0.11%</td>
<td>149656</td>
<td>0.05%</td>
<td>0.00%</td>
</tr>
<tr>
<td>149576</td>
<td>PMA-SLS</td>
<td>883.00</td>
<td>111.00</td>
<td>166.90</td>
<td>149803.60</td>
<td>0.15%</td>
<td>149618</td>
<td>0.03%</td>
<td>0.00%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PMA-FLS[1]</td>
<td>232.10</td>
<td>259.90</td>
<td>327.40</td>
<td>150036.80</td>
<td>0.31%</td>
<td>149732</td>
<td>0.10%</td>
<td>0.00%</td>
<td></td>
</tr>
<tr>
<td>4-island</td>
<td>PMA-DLS</td>
<td>813.50</td>
<td>137.00</td>
<td>177.20</td>
<td>149729.20</td>
<td>0.10%</td>
<td>149648</td>
<td>0.05%</td>
<td>0.00%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PMA-SLS</td>
<td>881.20</td>
<td>146.70</td>
<td>180.00</td>
<td>149752.00</td>
<td>0.12%</td>
<td>149630</td>
<td>0.04%</td>
<td>0.00%</td>
<td></td>
</tr>
<tr>
<td>6-island</td>
<td>PMA-DLS</td>
<td>429.00</td>
<td>134.20</td>
<td>168.40</td>
<td>149707.60</td>
<td>0.09%</td>
<td>149620</td>
<td>0.03%</td>
<td>0.00%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PMA-SLS</td>
<td>436.80</td>
<td>135.80</td>
<td>173.80</td>
<td>149699.40</td>
<td>0.08%</td>
<td>149578</td>
<td>0.00%</td>
<td>0.00%</td>
<td></td>
</tr>
<tr>
<td>10-island</td>
<td>PMA-DLS</td>
<td>279.60</td>
<td>154.60</td>
<td>180.00</td>
<td>149685.20</td>
<td>0.07%</td>
<td>149608</td>
<td>0.02%</td>
<td>0.00%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PMA-SLS</td>
<td>312.60</td>
<td>120.10</td>
<td>167.20</td>
<td>149681.60</td>
<td>0.07%</td>
<td>149584</td>
<td>0.01%</td>
<td>0.00%</td>
<td></td>
</tr>
<tr>
<td>SKO100e</td>
<td>2-island</td>
<td>PMA-DLS</td>
<td>809.40</td>
<td>111.30</td>
<td>148.00</td>
<td>149198.20</td>
<td>0.03%</td>
<td>149150</td>
<td>0.00%</td>
<td>30.00%</td>
</tr>
<tr>
<td>149150</td>
<td>PMA-SLS</td>
<td>845.40</td>
<td>121.00</td>
<td>166.70</td>
<td>149205.80</td>
<td>0.04%</td>
<td>149150</td>
<td>0.00%</td>
<td>10.00%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PMA-FLS[1]</td>
<td>235.50</td>
<td>252.90</td>
<td>322.90</td>
<td>149642.20</td>
<td>0.33%</td>
<td>149198</td>
<td>0.03%</td>
<td>0.00%</td>
<td></td>
</tr>
<tr>
<td>4-island</td>
<td>PMA-DLS</td>
<td>864.80</td>
<td>119.80</td>
<td>173.60</td>
<td>149188.80</td>
<td>0.03%</td>
<td>149150</td>
<td>0.00%</td>
<td>10.00%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PMA-SLS</td>
<td>898.50</td>
<td>114.30</td>
<td>164.50</td>
<td>149202.60</td>
<td>0.04%</td>
<td>149150</td>
<td>0.00%</td>
<td>10.00%</td>
<td></td>
</tr>
<tr>
<td>6-island</td>
<td>PMA-DLS</td>
<td>425.00</td>
<td>134.20</td>
<td>168.40</td>
<td>149179.20</td>
<td>0.02%</td>
<td>149150</td>
<td>0.00%</td>
<td>40.00%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PMA-SLS</td>
<td>452.10</td>
<td>113.70</td>
<td>156.90</td>
<td>149179.20</td>
<td>0.02%</td>
<td>149150</td>
<td>0.00%</td>
<td>30.00%</td>
<td></td>
</tr>
<tr>
<td>10-island</td>
<td>PMA-DLS</td>
<td>251.20</td>
<td>61.00</td>
<td>131.00</td>
<td>149180.80</td>
<td>0.02%</td>
<td>149150</td>
<td>0.00%</td>
<td>40.00%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PMA-SLS</td>
<td>274.20</td>
<td>91.20</td>
<td>130.00</td>
<td>149176.40</td>
<td>0.02%</td>
<td>149114</td>
<td>0.05%</td>
<td>0.00%</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.6 Results of testing on tai100a benchmark
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In Table 5.3, from the viewpoint of computational time, compared to the serial MA, much shorter computational time is consumed by PMA-SLS, PMA-DLS, PMA-FLS and PMA, indicating the advantage of employing parallel memetic algorithms. From a solution quality point of view, PMA, PMA-DLS and PMA-SLS can achieve much better quality than PMA-FLS. This is evident from the much improved solution gap and the
higher success rate achieved, which can be attributed to the powerful search capability of memetic algorithm. Furthermore, PMA-DLS and PMA-SLS can reduce the computational time significantly with little or no lost in solution quality compared to PMA which benefited from the more desirable population diversity profile as a result of the diversity-adaptive strategies employed. The comparison among PMA-SLS, PMA-DLS, PMA and PMA-FLS on sko100b benchmark is shown in Figure 5.4.

![Graph showing comparison among PMA-SLS, PMA-DLS, PMA and PMA-FLS on sko100b benchmark.](image)

(a) Computation time
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Figure 5.4 Comparison among PMA-SLS, PMA-DLS, PMA and PMA-FLS on sko100b benchmark
The plot in Figure 5.4 (b) shows that PMA-DLS, PMA-SLS and PMA improve the solution quality significantly compared to PMA-FLS. It is noted that the maximum number of generations for PMA-FLS was set at 500. Instead, the maximum number of generations for PMA-DLS, PMA-SLS and PMA was set to 180. This is indicative of the powerful search capability and quick convergence speed of the PMA. As for the computational time shown in Figure 5.4 (a), the greater reliance on local search makes PMA more time-consuming than the PMA-FLS. However, with the island model paradigm of the parallel memetic algorithm, a distributed computing framework can help to reduce the computational time significantly. Furthermore, the diversity-based adaptive local search strategy both in static and dynamic manner used in PMA-SLS and PMA-DLS, respectively, improves the efficiency of the PMA remarkably.

In addition, it is observed from experimental results that lower quality solutions are obtained with shorter CPU time, and higher quality solutions are obtained with longer CPU time as shown in Figure 5.5 for sko100b as an example. The data points on each line from the first data point to the last one denote MA, PMA, PMA-DLS, PMA-SLS and PMA-FLS, respectively. From Figure 5.5, it is also clear that PMA-DLS and PMA-SLS produce solutions that are competitive with that obtained in PMA and MA at significantly less computational cost. Moreover, PMA-DLS and PMA-SLS achieve much higher solution quality than PMA-FLS with little increase in CPU time. The trend is more evident when the number of processors increases.
Figure 5.5 Two-dimensional plot of MA, PMA, PMA-DLS, PMA-SLS and PMA-FLS on sko100b benchmark

To determine the significance of the reduced computational time by PMA-DLS, a statistical t-test was used ($p<0.05$), with the null hypothesis of having no difference between PMA-DLS and PMA. Based on t-test for statistical significance, the mean and the associated results of the one tail difference of two independent means, taken over 10 independent trials for sko100b for PMA-DLS and PMA, are presented in Table 5.9.

<table>
<thead>
<tr>
<th>PMA-DLS Mean</th>
<th>PMA Mean</th>
<th>$p$-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-island</td>
<td>859.4</td>
<td>1350</td>
</tr>
<tr>
<td>4-island</td>
<td>885.7</td>
<td>1445.9</td>
</tr>
<tr>
<td>6-island</td>
<td>413.8</td>
<td>694.3</td>
</tr>
<tr>
<td>10-island</td>
<td>276.8</td>
<td>439</td>
</tr>
</tbody>
</table>

In Table 5.9, for all cases, the mean of PMA-DLS is smaller than that of PMA and the value $p<0.05$ indicates that PMA-DLS indeed was able to reduce the computational time compared to PMA with high level of statistical significance. This validates the notion of
PMA-DLS being able to search more efficiently than PMA to achieve a comparable solution quality.

Similar to the sko100b benchmark, the effect of multiple islands processing is plotted as in Figure 5.6 for the tai100b benchmark. The results show that PMA-DLS and PMA-SLS can achieve much better solution quality with comparable computational time, especially for the case where the number of processors increases to 10 machines. It is also observed that the tai100b QAP benchmark shows a much higher Success rate, indicating that the PMA-DLS has greater success in locating the global optimum. This implies that the PMA-DLS is capable of locating the best-known solution more frequently than the PMA-FLS.

(a) Computation time
In Tables 5.5 to 5.8, it is observed that PMA-DLS can significantly improve the solution quality with comparable computational time, even for the seemingly difficult class of benchmarks, tai100a, especially so when the number of processors increases to 10 machines. In particular, for the very large scale benchmark, tho150, PMA-DLS also shows significant improvement of solution quality.

**Comparison with Other Results**

Based on these results, we compare the performance of our algorithm to recent, high performing algorithms from the literature which shown PMA-DLS outperform several competitors on a number of instances. As shown in Table 5.10, it is noted that the results for PMA-DLS of several instances are much better than that of the MAs and other algorithms developed by different authors. Here, MF1999b, MF2000b, ATO2000, and ZSTF2004 represent the results of Merz and Freisleben (1999b), Merz and Freisleben (2000b), Ahuja et al. (2000), and Zhang et al. (2004), respectively. The best results are
highlighted in bold. For example, our results on the tai100a benchmark problem in Table 5.6 using the PMA-DLS are better than that found in (Merz and Freisleben 2000b). The Average gap of 1.089% for tai100a was reported in (Merz and Freisleben 2000b), while the Average gap of PMA-DLS for tai100a on 10 machines is 1.05%. Also the results of tai100b for PMA-SLS are much better than that shown in (Merz and Freisleben 1999b). The Average gap of tai100b was reported as 0.026% in (Merz and Freisleben 1999b), with the Success rate being less than 50%. On the other hand, Average gap achieved by our PMA-DLS (0.01%) is much better than that in (Merz and Freisleben 1999b), and the Success rate is very commendable, being as high as 80%. Furthermore, it is worth nothing that the PMA-DLS is also capable of attaining search quality that is significantly better than that obtained in (Merz and Freisleben 2000b) on the sko100a problem. As shown in Table 5.5, on the sko100a benchmark, the Average gap obtained in (Merz and Freisleben 2000b) was 0.096%, while we were able to reduce this value to 0.06%. As for the very large benchmark, tho150, the empirical results in Table 5.8 show that the best solution quality on average, 0.09%, is much better compared to that reported in (Merz and Freisleben 2000b), which was 0.151%. And the results of benchmarks of sko100* and wil100 are all better than AOT2000.
Table 5.10 Comparison of PMA-DLS, PMA-SLS with MF1999b, MF2000b, ATO2000, and ZSTF2004

<table>
<thead>
<tr>
<th>instance</th>
<th>best known</th>
<th>PMA-DLS</th>
<th>PMA-SLS</th>
<th>MF1999b</th>
<th>MF2000b</th>
<th>ATO2000</th>
<th>ZSTF2004</th>
</tr>
</thead>
<tbody>
<tr>
<td>sko100a</td>
<td>152002</td>
<td>0.06%</td>
<td>0.06%</td>
<td>0.169%</td>
<td>0.096%</td>
<td>0.21%</td>
<td>0.066%</td>
</tr>
<tr>
<td>sko100b</td>
<td>153890</td>
<td>0.04%</td>
<td>0.06%</td>
<td>NA</td>
<td>NA</td>
<td>0.14%</td>
<td>NA</td>
</tr>
<tr>
<td>sko100c</td>
<td>147862</td>
<td>0.02%</td>
<td>0.02%</td>
<td>NA</td>
<td>NA</td>
<td>0.20%</td>
<td>NA</td>
</tr>
<tr>
<td>sko100d</td>
<td>149576</td>
<td>0.07%</td>
<td>0.07%</td>
<td>NA</td>
<td>NA</td>
<td>0.17%</td>
<td>NA</td>
</tr>
<tr>
<td>sko100e</td>
<td>149150</td>
<td>0.02%</td>
<td>0.02%</td>
<td>NA</td>
<td>NA</td>
<td>0.24%</td>
<td>NA</td>
</tr>
<tr>
<td>sko100f</td>
<td>149036</td>
<td>0.07%</td>
<td>0.08%</td>
<td>NA</td>
<td>NA</td>
<td>0.29%</td>
<td>NA</td>
</tr>
<tr>
<td>wil100</td>
<td>273038</td>
<td>0.02%</td>
<td>0.02%</td>
<td>NA</td>
<td>NA</td>
<td>0.20%</td>
<td>NA</td>
</tr>
<tr>
<td>tai100a</td>
<td>21125314</td>
<td>1.05%</td>
<td>1.17%</td>
<td>1.135%</td>
<td>1.089%</td>
<td>NA</td>
<td>0.779%</td>
</tr>
<tr>
<td>tai100b</td>
<td>1185996137</td>
<td>0.01%</td>
<td>0.01%</td>
<td>0.026%</td>
<td>0.038%</td>
<td>NA</td>
<td>0.135%</td>
</tr>
<tr>
<td>tho150</td>
<td>8133398</td>
<td>0.09%</td>
<td>0.13%</td>
<td>NA</td>
<td>0.151%</td>
<td>NA</td>
<td>0.091%</td>
</tr>
</tbody>
</table>

Discussion on the Advantages of PMA-DLS

Based on the comparison between PMA-SLS and PMA-DLS, there are three advantages of PMA-DLS which determine the number of individuals undergoing local search based on online dynamic population diversity. First, the number of individuals to be selected for local search is made dynamic and adaptive to online fluctuation of population diversity. Using this diversity-based dynamic adaptation mechanism, it is able to set a high number of individuals for undergoing local search if the population diversity is high. If the population diversity is very low, it is able to decrease the number of candidates undergoing local search to reduce the additional computational effort. In addition, for the island model PMA, the diversity-based dynamic adaptive local search is able to adjust the number of individuals for local search according to the different diversity fluctuation tendency in each island.

Secondly, the PMA-DLS adjusts the local search frequency online, avoiding the laborious task of parameters tuning. Therefore, PMA-DLS is desirable in producing more
robust search performance, resulting in overall improvement in solution quality.

Thirdly, an intrinsic characteristic of PMA-DLS is the Markovian property, in deciding the frequency of applying local search. Eq.(5.2) computes the number of chromosomes that undergo local learning in the current generation based on the previous $k$ generations and the current generation. This property is consistent with the theoretical foundation of various evolutionary algorithms, such as genetic algorithms and memetic algorithms (Suzuki 1995).

1.18 Summary

This chapter proposes a diversity-based dynamic adaptive strategy for controlling the local search frequency of PMA. Instead of fastidious tuning of the parameters setting for the Gaussian function, a diversity-based dynamic adaptive local search strategy is employed in PMA-DLS such that the local search frequency is adaptively adjusted based on the online fluctuation of population diversity measured by population entropy. This diversity-adaptive approach avoids premature convergence resulting from fast decreasing population diversity, as well as reduces the computational effort.

The experimental study verifies that PMA-DLS shows the ability of producing solutions that are competitive with that obtained in PMA at significantly less computational cost for solving large scale QAP. The higher success rate of PMA-DLS also indicates the
improved solution precision due to the intrinsic parallelism and the higher level of diversity maintained during the evolutionary process. Furthermore, PMA-DLS achieves more reliable solutions than PMA-SLS and is more robust, being less sensitive to the parameters setting. Hence, there is not much effort expended on tedious parameters tuning which quite often frustrates the setting-up process for PMA-SLS.

Without doubt, our study will elicit more relevant research work on this topic. The issue on applying different levels of the local search frequency in selecting memes in multi-meme PMA paradigm is meaningful and challenging, deserving further study. The diversity-based adaptive PMA also demonstrates its potential in solving other computationally demanding optimization problems.
Hierarchical Model PMA in Heterogeneous Computing Environment

1.19 Introduction

In earlier chapters, our island model PMA is always implemented in a homogeneous computing environment where all the nodes have the same computing capability in one cluster of workstations. It showed the significant improvement on the PMA performance in terms of both solution quality and computational time. In addition, vast majority of current distributed EAs assume homogenous environments. Those studies assume an ideal situation that all the computing resources have the same computing capability, but in a real system, such an assumption is overly simplistic.

It is worth noting that distributed computing environment usually consists of heterogeneous computing nodes, in terms of their computational power, operating platform, network connectivity and latency. Yet the vast majority of island model PEAs in existing literature is designed for operation on clusters with homogeneous compute
nodes. Hence, it is necessary to understand how a distributed EA will behave when running on heterogeneous computing nodes in order to utilize them effectively in a distributed computing environment. A recent study in (Gong et al. 2005) evaluated a PGA on the line topology of heterogeneous computing resources. The ascending and descending order arrangements of computing capability were investigated on their differences in chromosome variety, migration frequency and solution quality. In addition, Alba et al. (2002) investigated the use of a ring topology on heterogeneous compute nodes, each differing in terms of operating platform as well as computational power. He concluded that the added diversity due to differing subpopulation evolution speeds helps the GA reach the global optimum more efficiently.

This chapter presents a study of the proposed island model PMA in a simulated distributed computing environment of heterogeneous configurations of computing nodes. In particular, we will consider PMA-DLS, which has been established as the best performing model among those described in earlier chapters. The performance of PMA-DLS is investigated on several large scale QAPs. Empirical results show that heterogeneous computing nodes have a negative impact on existing PMA-DLS performance. Consequently, a hierarchical model (hPMA-DLS) is proposed to mitigate this effect where the lower level of a master-slave model is deployed under the upper level of island model. The empirical study shows that the hPMA-DLS is capable of improving the algorithm efficiency significantly in the heterogeneous computing environment.
Section 6.2 will first study the influence of heterogeneous computing environment on the performance of our previously proposed PMA-DLS. To mitigate the impact of the heterogeneity of the computing resources, a hierarchical model (hPMA-DLS) is proposed. In Section 6.3, empirical study of hPMA-DLS on several large scale QAPs is conducted in the simulated heterogeneous computing resources in comparison with PMA-DLS. Finally, Section 6.4 summarizes this chapter.

1.20 Hierarchical Model (hPMA-DLS) in Heterogeneous Computing Environment

In this section, we seek to answer the following questions:

1) What is the effect of heterogeneous (in terms of computational power) computing nodes in island model PMA-DLS, compared to using homogeneous compute nodes?

2) Is there any model modification that may mitigate the impact on the performance of island model PMA in the heterogeneous computing environment?

Here, we study the influence of heterogeneous computing environment on the performance of our proposed PMA-DLS comparing the previous homogeneous computing environment on several large scale QAP benchmarks in terms of both computation time and solution quality. The experimental setup is the same as that in
Chapter 4 (see Section 4.4). For each QAP benchmark problem, we carried out ten optimization runs and the algorithms were evaluated based on their average performance.

Due to the difficulty of using a real grid environment for experimental evaluation, we simulate such an environment using the same cluster of PCs, which were used to evaluate the performance of the proposed island model PMA in the previous chapters. All processors of the cluster have the same computing capability. Our focus is on the heterogeneity of computing power amongst computing nodes in a distributed computing environment. To simplify the experiments, we simulate computing nodes with slower computing power by running several times instances of the subpopulation evolution on a single computing node, in effect reducing the computing capability allocated to each subpopulation evolution. The extra computational steps act as dummy procedures on a node which simulates a slower computing node. For example, if two computing nodes with different computing power represented by 1:1/3, it means that the latter node is three times slower than the former. Therefore, the former runs at the full speed of a single computing node, while the later has to simulate to run three instances of the subpopulation evolution on a single computing node. We explored configurations with the simulated heterogeneous computing nodes shown in Table 6.1. Note that the significant difference in the computational capabilities by computing nodes.

### Table 6.1 Configurations of heterogeneous computing nodes

<table>
<thead>
<tr>
<th>Number of islands</th>
<th>Configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-island</td>
<td>1:1/3</td>
</tr>
<tr>
<td>4-island</td>
<td>1:1/3:1/5:1/6</td>
</tr>
<tr>
<td>6-island</td>
<td>1:1/3:1/5:1/6:1/7:1/9</td>
</tr>
</tbody>
</table>
In Table 6.2, the PMA-DLS performance is compared between heterogeneous and homogeneous computing environment on three large scale QAPs. For convenience, PMA-DLS running in heterogeneous computing environment is abbreviated as PMA-DLSa, while PMA-DLS running in homogeneous computing environment is denoted as PMA-DLSb which are the same results in Chapter 5. It is observed that there is no significant difference of solution quality between PMA-DLSa and PMA-DLSb, since the algorithmic behavior is preserved to be the same island model. Nevertheless, as to the PMA-DLSa, due to the heterogeneity of the computing environment considered, the slower computing nodes have become the bottleneck of the island model PMA-DLS since it uses a synchronous migration model which waits for all the subpopulation evolutions to complete before the migration operation and subsequent search generations may proceed. This results in the poorer search efficiency of island model PMA-DLS in the heterogeneous computing environment. The comparisons can be shown more clearly in Figure 6.1 with $sko100b$ benchmark as an example.
Table 6.2 Comparison between PMA-DLSa and PMA-DLSb

<table>
<thead>
<tr>
<th></th>
<th>CPU time</th>
<th>Generation</th>
<th>TG</th>
<th>Average</th>
<th>Average gap</th>
<th>Best</th>
<th>Gap</th>
<th>Success rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>sko100b 2-island</td>
<td>PMA-DLSa</td>
<td>2965.90</td>
<td>103.80</td>
<td>159.40</td>
<td>154048.00</td>
<td>0.10%</td>
<td>153920</td>
<td>0.02%</td>
</tr>
<tr>
<td></td>
<td>PMA-DLSb</td>
<td>859.40</td>
<td>125.30</td>
<td>169.00</td>
<td>154020.80</td>
<td>0.08%</td>
<td>153920</td>
<td>0.02%</td>
</tr>
<tr>
<td>153890 4-island</td>
<td>PMA-DLSa</td>
<td>3032.90</td>
<td>120.40</td>
<td>166.20</td>
<td>153980.60</td>
<td>0.06%</td>
<td>153890</td>
<td>0.00%</td>
</tr>
<tr>
<td></td>
<td>PMA-DLSb</td>
<td>885.70</td>
<td>131.40</td>
<td>170.00</td>
<td>153977.40</td>
<td>0.06%</td>
<td>153900</td>
<td>0.01%</td>
</tr>
<tr>
<td>6-island</td>
<td>PMA-DLSa</td>
<td>2806.80</td>
<td>107.20</td>
<td>155.20</td>
<td>153964.80</td>
<td>0.05%</td>
<td>153940</td>
<td>0.03%</td>
</tr>
<tr>
<td></td>
<td>PMA-DLSb</td>
<td>413.80</td>
<td>126.80</td>
<td>164.20</td>
<td>153951.20</td>
<td>0.04%</td>
<td>153890</td>
<td>0.00%</td>
</tr>
<tr>
<td>wil100 2-island</td>
<td>PMA-DLSa</td>
<td>3007.50</td>
<td>133.00</td>
<td>174.60</td>
<td>273175.20</td>
<td>0.05%</td>
<td>273054</td>
<td>0.01%</td>
</tr>
<tr>
<td></td>
<td>PMA-DLSb</td>
<td>833.90</td>
<td>120.10</td>
<td>167.10</td>
<td>273147.20</td>
<td>0.04%</td>
<td>273078</td>
<td>0.01%</td>
</tr>
<tr>
<td>273038 4-island</td>
<td>PMA-DLSa</td>
<td>3176.10</td>
<td>126.30</td>
<td>174.90</td>
<td>273148.40</td>
<td>0.04%</td>
<td>273044</td>
<td>0.00%</td>
</tr>
<tr>
<td></td>
<td>PMA-DLSb</td>
<td>814.40</td>
<td>137.00</td>
<td>180.00</td>
<td>273101.60</td>
<td>0.02%</td>
<td>273066</td>
<td>0.01%</td>
</tr>
<tr>
<td>6-island</td>
<td>PMA-DLSa</td>
<td>3058.60</td>
<td>122.80</td>
<td>170.00</td>
<td>273154.40</td>
<td>0.04%</td>
<td>273078</td>
<td>0.01%</td>
</tr>
<tr>
<td></td>
<td>PMA-DLSb</td>
<td>433.40</td>
<td>128.20</td>
<td>178.00</td>
<td>273092.80</td>
<td>0.02%</td>
<td>273056</td>
<td>0.01%</td>
</tr>
<tr>
<td>sko100d 2-island</td>
<td>PMA-DLSa</td>
<td>2992.50</td>
<td>131.70</td>
<td>172.90</td>
<td>149750.60</td>
<td>0.12%</td>
<td>149698</td>
<td>0.08%</td>
</tr>
<tr>
<td></td>
<td>PMA-DLSb</td>
<td>869.60</td>
<td>136.10</td>
<td>170.80</td>
<td>149742.20</td>
<td>0.11%</td>
<td>149656</td>
<td>0.05%</td>
</tr>
<tr>
<td>149576 4-island</td>
<td>PMA-DLSa</td>
<td>3207.90</td>
<td>132.00</td>
<td>175.90</td>
<td>149730.40</td>
<td>0.10%</td>
<td>149598</td>
<td>0.01%</td>
</tr>
<tr>
<td></td>
<td>PMA-DLSb</td>
<td>813.50</td>
<td>137.00</td>
<td>177.20</td>
<td>149729.20</td>
<td>0.10%</td>
<td>149648</td>
<td>0.05%</td>
</tr>
<tr>
<td>6-island</td>
<td>PMA-DLSa</td>
<td>3139.60</td>
<td>141.40</td>
<td>180.00</td>
<td>149686.40</td>
<td>0.07%</td>
<td>149662</td>
<td>0.06%</td>
</tr>
<tr>
<td></td>
<td>PMA-DLSb</td>
<td>429.00</td>
<td>134.20</td>
<td>168.40</td>
<td>149707.60</td>
<td>0.09%</td>
<td>149620</td>
<td>0.03%</td>
</tr>
</tbody>
</table>

(a) Computation time
To deal with the heterogeneity of the computing resources, a simple solution to maintain the benefit of parallelization is to configure the subpopulation size according to the computational capabilities of the computing nodes. Nevertheless, such an approach has the disadvantage of possibly altering the standard behavior of a synchronous island model PMA. Since the search behavior could be unpredictable in such approach, it is advisable to be more conservative by maintaining uniform subpopulation sizes. A preferable solution should still provide speedup regardless of the heterogeneity in the computing environment, while preserving the standard behavior of the island model. To achieve such a solution, we present a hierarchical model (hPMA-DLS) as depicted in Figure 6.2.

(b) Solution quality

Figure 6.1 Comparison between PMA-DLSa and PMA-DLSb on sko100b benchmark
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Figure 6.2 The hierarchical model (hPMA-DLS)
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The core idea of the hierarchical model (hPMA-DLS) lies in maintaining the island model with identical subpopulation sizes at the upper level implemented sequentially (island model), while farming ensembles of chromosomes selected to do local search based on PMA-DLS strategy across the computing nodes available in the cluster through NetSolve at the lower level (master-slave model). Once all the ensembles of local searches are completed, the improved chromosomes are then marshaled back to corresponding island/subpopulation to undergo evolutionary operations involving genetic crossover, mutation, selection, etc. Based on the analysis on the computational complexity of $k$-gene exchange local search in Section 3.3.3 and preliminary tests we have done in the previous chapters, it is indicated that the local search in our PMA procedure is responsible for the bulk of the total CPU time during the search process, making it the obvious choice for farming in parallel at the lower level. Furthermore, due to the relatively independent execution of local search for each chromosome in PMA procedure, it is reasonable and easy to distribute the chromosomes in ensemble for local search in proportion to the heterogeneous computing power of the nodes available in the cluster, which is the main issue of our focus in the chapter. In the hierarchical model (hPMA-DLS), the slave nodes are solely meant for local search purpose and all subpopulations’ island evolutionary operations proceed at the master node. Consequently, we can maintain the uniformity of the subpopulation size at the master side and allocate non-uniform ensembles of chromosomes for local search on the slave nodes. In this way, it would be possible to achieve a more balanced distribution of tasks among
heterogeneous computing nodes, as well as combine two levels of parallelism, which makes a joint exploitation of the hierarchical model.

To minimize the idling time of fast processing nodes while waiting for synchronization in hPMA-DLS, we hope to obtain a well-balanced execution time in each computing node and for each island model search generation. The proposed hierarchical model (hPMA-DLS) is to take advantage of the unbalanced computing power of each node, and assign the ensembles of chromosome for local search by demand, that is, the faster a slave node is, the more chromosomes it will process. In each $M$-subpopulation ($M$ processing nodes available) hPMA-DLS search generation, each non-uniform ensemble of individuals, $C_i(gen)$, assigned to the $i$-th processing node for local search at the $gen^{th}$ generation is estimated by:

$$C_i(gen) = \frac{t_i}{\sum_{j=1}^{M} t_j} \times \sum_{q=1}^{M} \phi_q(gen), \quad (6.1)$$

where $\phi_q(gen)$ is the number of chromosomes that undergo local learning defined based on online diversity of the $q$-th subpopulations at the $gen^{th}$ generation as per Eq.(5.2), $M$ is the number of islands (or processing nodes available), and $t_i$ is the simulated configuration of computing power on $i$-th processing node as shown in Table 6.1.
1.21 Empirical Study

The comparison of performance between hPMA-DLS and PMA-DLSa on three large scale QAPs is shown in Table 6.3. The configurations with the simulated heterogeneous computing nodes are the same as shown in Table 6.1. The experimental setup and parameters setting for hPMA-DLS are the same as that in Chapter 4 (see Section 4.4). The size of the ensembles of individuals are defined using Eq.(6.1) in the hPMA-DLS is shown in Figure 6.3, where one specific run of *sko100b* benchmark is used as an example for 2-island, 4-island and 6-island. It is observed that hPMA-DLS is capable of distributing the chromosomes in ensembles for local search in proportion to the heterogeneous computing power of the nodes available in the cluster efficiently during the evolutionary search process which achieves a more balanced distribution of tasks among the slave nodes.
Table 6.3 Comparison between hPMA-DLS and PMA-DLSa

<table>
<thead>
<tr>
<th></th>
<th>CPU time</th>
<th>Generation</th>
<th>TG</th>
<th>Average</th>
<th>Average gap</th>
<th>Best</th>
<th>Gap</th>
<th>Success rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>sko100b 2-island</td>
<td>hPMA-DLS</td>
<td>2000.60</td>
<td>105.70</td>
<td>152.80</td>
<td>154045.00</td>
<td>0.10%</td>
<td>153890</td>
<td>0.00%</td>
</tr>
<tr>
<td></td>
<td>PMA-DLSa</td>
<td>2965.90</td>
<td>103.80</td>
<td>159.40</td>
<td>154048.00</td>
<td>0.10%</td>
<td>153920</td>
<td>0.02%</td>
</tr>
<tr>
<td>153890 4-island</td>
<td>hPMA-DLS</td>
<td>1872.00</td>
<td>95.50</td>
<td>163.00</td>
<td>153986.00</td>
<td>0.06%</td>
<td>153974</td>
<td>0.05%</td>
</tr>
<tr>
<td></td>
<td>PMA-DLSa</td>
<td>3032.90</td>
<td>120.40</td>
<td>166.20</td>
<td>153980.60</td>
<td>0.06%</td>
<td>153890</td>
<td>0.00%</td>
</tr>
<tr>
<td>6-island</td>
<td>hPMA-DLS</td>
<td>1481.50</td>
<td>121.90</td>
<td>163.00</td>
<td>153980.56</td>
<td>0.04%</td>
<td>153910</td>
<td>0.01%</td>
</tr>
<tr>
<td></td>
<td>PMA-DLSa</td>
<td>2806.80</td>
<td>107.20</td>
<td>155.20</td>
<td>153964.80</td>
<td>0.05%</td>
<td>153940</td>
<td>0.03%</td>
</tr>
<tr>
<td>wil100 2-island</td>
<td>hPMA-DLS</td>
<td>2153.83</td>
<td>124.17</td>
<td>171.00</td>
<td>273201.82</td>
<td>0.06%</td>
<td>273092</td>
<td>0.02%</td>
</tr>
<tr>
<td></td>
<td>PMA-DLSa</td>
<td>3007.50</td>
<td>133.00</td>
<td>174.60</td>
<td>273175.20</td>
<td>0.05%</td>
<td>273054</td>
<td>0.01%</td>
</tr>
<tr>
<td>273038 4-island</td>
<td>hPMA-DLS</td>
<td>1823.00</td>
<td>120.33</td>
<td>167.67</td>
<td>273135.33</td>
<td>0.04%</td>
<td>273054</td>
<td>0.01%</td>
</tr>
<tr>
<td></td>
<td>PMA-DLSa</td>
<td>3176.10</td>
<td>126.30</td>
<td>174.90</td>
<td>273148.40</td>
<td>0.04%</td>
<td>273044</td>
<td>0.00%</td>
</tr>
<tr>
<td>6-island</td>
<td>hPMA-DLS</td>
<td>1564.60</td>
<td>144.60</td>
<td>180.00</td>
<td>273134.80</td>
<td>0.03%</td>
<td>273044</td>
<td>0.00%</td>
</tr>
<tr>
<td></td>
<td>PMA-DLSa</td>
<td>3058.60</td>
<td>122.80</td>
<td>170.00</td>
<td>273154.40</td>
<td>0.04%</td>
<td>273078</td>
<td>0.01%</td>
</tr>
<tr>
<td>sko100d 2-island</td>
<td>hPMA-DLS</td>
<td>2169.83</td>
<td>124.50</td>
<td>172.50</td>
<td>149740.53</td>
<td>0.11%</td>
<td>149692</td>
<td>0.08%</td>
</tr>
<tr>
<td></td>
<td>PMA-DLSa</td>
<td>2992.50</td>
<td>131.70</td>
<td>172.90</td>
<td>149750.60</td>
<td>0.12%</td>
<td>149698</td>
<td>0.08%</td>
</tr>
<tr>
<td>149576 4-island</td>
<td>hPMA-DLS</td>
<td>1744.33</td>
<td>108.67</td>
<td>168.50</td>
<td>149710.61</td>
<td>0.09%</td>
<td>149638</td>
<td>0.04%</td>
</tr>
<tr>
<td></td>
<td>PMA-DLSa</td>
<td>3207.90</td>
<td>132.00</td>
<td>175.90</td>
<td>149730.40</td>
<td>0.10%</td>
<td>149598</td>
<td>0.01%</td>
</tr>
<tr>
<td>6-island</td>
<td>hPMA-DLS</td>
<td>1361.20</td>
<td>84.20</td>
<td>141.40</td>
<td>149674.40</td>
<td>0.06%</td>
<td>149610</td>
<td>0.02%</td>
</tr>
<tr>
<td></td>
<td>PMA-DLSa</td>
<td>3139.60</td>
<td>141.40</td>
<td>180.00</td>
<td>149686.40</td>
<td>0.07%</td>
<td>149662</td>
<td>0.06%</td>
</tr>
</tbody>
</table>
Most importantly, the results in Figure 6.4 show that the hPMA-DLS can help enhance the efficiency of the island model PMA-DLS search without deterioration in the solution quality in the heterogeneous computing environment. Considering sko100b benchmark as an example, Figure 6.4 (a) shows that hPMA-DLS can reduce the computational time significantly, while there is no lost of solution quality observed in Figure 6.4 (b).
1.22 Summary

In this chapter, we have explored the behavior of island model PMA-DLS on a heterogeneous configuration consisting of nodes with different computational power. It is shown that heterogeneous computing nodes can degrade the performance of island model
PMA-DLS. Therefore, a hierarchical model PMA-DLS (hPMA-DLS) was proposed, which includes the island model (the upper level) and master-slave model (the lower level). It achieves a more balanced distribution of tasks among heterogeneous computing nodes, as well as combines two levels of parallelism, which makes a joint exploitation of the hierarchical model. The empirical study on several large scale QAPs shows that hPMA-DLS can enhance the efficiency of the island model PMA-DLS search without deterioration in the solution quality.

As future work, we need to investigate the behavior of hPMA-DLS in a real grid environment to gain further insight on its validity.
Conclusions and Future Work

In this Chapter, a summary of the merits and the limitations of the work conducted is offered and areas for future research are suggested to conclude this dissertation.

1.23 Conclusions

A variety of heuristic approaches are considered vital in algorithms capable of providing good solutions in reasonable time as reviewed in Chapter 2. Although significant development of heuristics for various combinatorial optimization problems has been achieved, the extremely expensive computational overhead to tackle large scale problems is still a challenge in its own right. The solution of these problems requires both improvement in mathematical programming algorithms and the utilization of powerful computational platforms. The studies in this dissertation concentrated on a particular metaheuristics — MAs. The combination of efficient neighborhood search strategies and evolutionary algorithms has been shown to be highly effective for many combinatorial optimization problems. While the neighborhood search is responsible for finding local optimum solutions in small regions of the search space, the evolutionary
component is responsible for exploring new promising regions. At the same time, it is noted that computing technology will allow for further advancement in heuristic algorithms by making available computational horsepower unseen before in the past. Nowadays, distributed computing is an up-and-coming computing technology which has caught much attention of researchers with its novel approach of organizing and accessing computational resources. Based on the intrinsic parallelism of EAs, in this dissertation, we developed an island model parallel memetic algorithm (PMA) which combines evolutionary algorithms, local search, parallel and distributed computing technologies for large scale combinatorial optimization.

Firstly, we developed the island model PMA which is shown to significantly reduce the processing time on solving large scale QAPs using networked clusters of computers. To verify the performance of the PMA-FLS, we conducted empirical study on several large scale QAP benchmark problems and compare it with its sequential counterpart, SMA-FLS. Furthermore, the number of processing nodes was varied to investigate on the scalability of the island model PMA-FLS. Performance analysis of the island model PMA-FLS is measured both in terms of the solution quality and the improvement in execution time. According to the results, it can be concluded that the island model PMA-FLS is more powerful for handling large size QAPs. The experimental results show that substantial speedup can be achieved with the island model PMA-FLS, especially for the larger size benchmarks, in particular for $n \geq 100$. 
Secondly, the impact of certain migration parameters, such as migration topology, on the performance of PMA has also been analyzed. We investigated the effect of varying the migration topology on the performance of the PMA-FLS. Two topologies, one-way ring topology and random topology were studied. The empirical results of PMA-FLS-ring and PMA-FLS-rand were evaluated both in terms of computational time and solution quality. The comparison in terms of scalability for both algorithms was investigated as well. It shows that the solution quality found by PMA-FLS-ring is generally better than the PMA-FLS-rand. The PMA-FLS-ring is more effective in maintaining genetic diversity to prevent the premature convergence. This is especially obvious with the increase in the number of islands. In addition, the scalability of the PMA-FLS-ring is much better than the PMA-FLS-rand. From the results, it can be concluded that the PMA with ring topology maintains a more appropriate tradeoff between exploration and exploitation and hence more helpful in improving the performance of PMA for large scale QAPs.

Thirdly, we proposed and experimentally validated the island model parallel memetic algorithm with diversity-based static adaptive local search strategy (PMA-SLS) for several large scale QAPs. The empirical results were evaluated both in terms of solution quality and computational time, and a comprehensive comparative study with PMA-SLS, PMA-FLS, PMA and some recent important results of MA available in literature. According to the results, it is shown that PMA-SLS arrives at solutions that are competitive to the PMA at significantly lower computation efforts on a diverse set of large scale QAPs considered, with little or no lost of solution quality. This we concluded
that the higher success rate of PMA-SLS coupled with improved solution precision is due mainly to the intrinsic parallelism and the ability of the PMA-SLS to manage a more desirable diversity profile during the evolutionary process of the PMA-SLS. However, the issue on the effect of other parameters pertaining to the selective local search strategy on PMA-SLS’s performance need to be explored, in order to achieve more optimal parameters setup for further improvement in performance.

Fourthly, we proposed a diversity-based dynamic adaptive strategy for controlling the local search frequency of PMA. Instead of fastidious tuning of the parameters setting for the Gaussian Function in PMA-SLS, a diversity-based dynamic adaptive local search strategy is employed in PMA-DLS such that the local search frequency is adaptively adjusted based on the online fluctuation of population diversity measured by population entropy. This diversity-adaptive approach avoids premature convergence resulting from fast decreasing population diversity, as well as reduces the computational effort.

The experimental study verifies that PMA-DLS’s capability of producing solutions that are competitive with that obtained in PMA at significantly less computational cost for solving large scale QAP. The higher success rate of PMA-DLS also indicates the improved solution precision due to the intrinsic parallelism and the higher level of diversity maintained during the evolutionary process. Furthermore, PMA-DLS achieves more reliable solutions than PMA-SLS and is more robust, being less sensitive to the parameters setting. Hence, there is not much effort expended on tedious parameters tuning which quite often frustrates the setting-up process for PMA-SLS.
Finally, we explored the behavior of island model PMA-DLS on a heterogeneous configuration consisting of nodes with different computational power. It is shown that heterogeneous computing nodes can degrade the performance of island model PMA-DLS. Therefore, a hierarchical model PMA-DLS (hPMA-DLS) was proposed, which includes island model (the upper level) and master-slave model (the lower level). It achieves a more balanced distribution of tasks among heterogeneous computing nodes, as well as combines two levels of parallelism, which makes a joint exploitation of the hierarchical model. The empirical study on several large scale QAPs shows that hPMA-DLS can enhance the efficiency of the island model PMA-DLS search without deterioration in the solution quality.

1.24 Future Work

The results obtained have opened up several issues for future research. There are several avenues of research that can be followed from this dissertation.

From the parallel model point of view, while the results reported in this dissertation focused on the island model parallel MA, there is room to explore the applicability of employing other kinds of parallel EA models, even more complex hierarchical models. As for the island model, the issue on the effect of other control parameters of migration progress on the performance of island model PMA need to be explored to achieve more
optimal parameters setup for the migration operation. For example, the migration policies with different emigrant/replacement mechanisms should be more investigated. Instead of choosing the best chromosome which we use in the thesis, we could apply other selection methods (proportional selection, tournament, random, etc.). Also, we could choose between sending out a copy of the selected individual (we do so in the thesis) or the individual itself. Furthermore, we may devise novel adaptive migration policies in which the choice of what individuals to migrate and/or replace is not defined *a priori* but according to a more knowledge-oriented perspective.

With regard to the design of memetic algorithms, although *k*-gene exchange local search is utilized in our proposed memetic algorithm, other heuristics for local search purpose can be explored to enhance the performance of parallel MA. Furthermore, extending the memetic algorithms paradigms by including not just one local searcher but a family of them, i.e., multi-meme memetic algorithms, is also a very promising direction.

Without doubt, this dissertation will elicit more relevant research work on striking balance between global and local search in PMA. From literature survey, there has not been much work that considered balancing global and local search in the context of parallel MA. In particular, there is very little focus in literature on several key issues of local search which have significant impact on the performance of PMAs. It is definitely one of the research lines of the future work. In this work, we utilized population diversity to adapt the local search frequency. Furthermore, it is possible that other performance profile could be used to track the progress of the search, especially the various
algorithmic components of the memetic algorithm. That is, one might want to take into consideration the reuse of knowledge gained about the search landscape(s) the algorithm is exploring throughout the optimization process. The issue on applying different levels of the local search frequency in selecting memes in multi-meme PMA paradigm is meaningful and challenging, deserving further study.

As for the deployment of parallel evolutionary algorithm in a distributed computing environment, investigation of the behavior of hPMA-DLS in a real grid environment is useful to gain further insight on its validity. Further work on the parallel evolutionary algorithm models is necessary in order to allow their adaptation to grids taking into account the characteristics of such execution environments in terms of volatility, heterogeneity, large scale and multi-administrative domain.

The successful application of the island model parallel MA within a distributed computing environment in solving several large scale QAPs demonstrates its potential in solving other computationally demanding optimization problems. In our opinion the potential of future algorithmic progresses for the QAPs and other difficult optimization problems can be achieved by a marriage between the island model parallel memetic algorithm paradigm and the power that novel computational platforms have to offer.
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