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Abstract

IP/MPLS over WDM network is a promising candidate for the next generation optical Internet network. To efficiently operate such a network, traffic grooming is important in inter-working between the WDM network that supplies bandwidth at the wavelength granularity, and the attached client networks, e.g. the IP/MPLS network, that usually require connections of sub-wavelength granularity. Among the interconnection models between the IP/MPLS layer and the optical layer, the overlay model is seen as the most practical model for near-term deployment. In this work, we focus on investigating and proposing novel and practical dynamic traffic grooming policies in IP/MPLS over WDM mesh networks under the overlay model.

It is well known that alternate routing is a good way to exploit the idle bandwidth in the network. However, this may cause the spread of congestion. Based on the observation of this problem, we propose to set up a new lightpath for the congested link in the IP/MPLS layer to solve this problem. In this case, to decide when and where to set up a lightpath becomes important to efficiently use network resource and improve the overall network performance. We propose a Path Inflation Index (PII) to monitor the congestion level caused by alternate routing. With this parameter, the Path Inflation Control (PIC) policy can trigger a lightpath establishment according to the network congestion state. The simulation results show that the PIC policy can achieve lower blocking ratio than other policies.
Providing differentiated services is believed to be the right solution to increase the network provider’s profits. We choose to provide differentiated blocking ratios for different classes of LSP requests. Our method is to block a low priority LSP request if a lightpath cannot be set up to avoid the congestion spread caused by using an alternate path. Furthermore, an Average Path Inflation Index (APII) is also proposed to monitor the traffic load to avoid summarily blocking the lower priority traffic even when the traffic load is light. The simulation results show that the proposed approaches work well in the multi-class traffic case.

The blocking performance of IP/MPLS over WDM networks under the overlay model can be improved if the optical layer can get more topology information of the IP/MPLS layer. We adapt the conventional saturated cut method to extract the IP/MPLS layer connection information related to a newly arrived LSP request. With this method, the optical layer can calculate the shortest lightpath between two node groups rather than between end nodes of an LSP request. It is shown that setting up lightpaths for saturated cuts in the IP/MPLS layer can improve network performance significantly. Heuristic modifications are also presented which provide almost the same level of performance with much lower complexity.

With the increasing demands of transmitting real-time multimedia, multicasting is becoming more important by now. Grooming multicast traffic into wavelength channels will be important for efficiently using the future Internet. We adapt our proposed unicast
traffic grooming methods for handling the multicast case. Different algorithms for multicast traffic grooming are proposed and compared using simulation.
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Chapter 1 Introduction

Traffic demands in communication networks have been growing rapidly because of the introduction of various bandwidth intensive services in Internet/Intranet-based applications. Most carriers report that data traffic has already overtaken or soon will overtake their voice traffic counterpart. In [1], the author has given a detailed analysis and made a convincing claim that the Internet traffic is approximately doubling every year. With the advent of multi-protocol label switching (MPLS) technology, IP networks can now also provide services with QoS guarantees and traffic engineering capabilities. These networks will provide not only the traditional best effort services such as electronic mail (email), File Transfer Protocol (FTP) and the World Wide Web (WWW) but can also support delay sensitive services such as voice, video on demand, video conferencing, and interactive virtual reality systems. With increasing richness of multimedia content and multimedia applications, not only would the Internet become more heavily loaded and highly utilized, the growth rate of its capacity must also keep increasing in pace to cater to this increased demand.

In parallel with the fast growth in Internet traffic, advances in wavelength division multiplexing (WDM) optical fiber transmission technology also promise a steady increase in the total data-rate that can be supported in a single optical fiber. Current
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commercial WDM systems offer 4 to 64 wavelengths at 2.5 or 10 Gbps per wavelength, which amounts to approaching 1 Tbps in total capacity. WDM transmission systems in research laboratories have already exceeded multi-terabits in a single optical fiber [2]. This ability to provide very high capacities will make WDM the technology of choice for the Internet in the foreseeable future.

Present generation optical networks use optical technology only for transmitting data over point-to-point links. Although this approach increases the link bandwidth by using WDM, it does not solve the problem of network bottlenecks due to the exponential traffic growth driven by Internet-based services. It only shifts the bottleneck problem from the link to the electronic router. With the increasing maturity of optical crossconnect (OXC) and optical add/drop multiplex (OADM) technologies, a solution to this problem is to transport IP traffic directly over optical networks. In this new approach, some of the switching and routing functions, which have been performed by electronics, are incorporated into the optical domain. Such an all-optical communication channel between two nodes in the network is referred to as a *lightpath*. If this approach is followed, IP/MPLS over WDM will be the technology dominating future Internet expansion.

1.1 Motivation

Most of today’s optical networks are based on the ring topology [3] and were designed to handle voice traffic. These traffic patterns are hierarchical in nature. Hierarchically organized rings are extremely appropriate architectures for such traffic, because they are
based on the fact that call requests are multiplexed up into the hierarchy. However, data traffic is not hierarchical in nature. Data traffic tends to be random, arbitrary, unpredictable, and meshed in nature where the source and destinations are not known apriori. A mesh topology, where nodes are interconnected through multiple paths, is better suited to support such data traffic patterns.

![Rings: Duplicated working and protection segments](a) ![Rings: Duplicated working and protection segments](b)

Fig. 1.1 Rings: Duplicated working and protection segments

![Mesh: Consolidate nodes and facilities and share protection](a) ![Mesh: Consolidate nodes and facilities and share protection](b)

Fig. 1.2 Mesh: Consolidate nodes and facilities and share protection

For the rings in Fig. 1.1, each portion of the overall circuit's route must be separately protected, thus half of the capacity of the overall network is sacrificed in the name of protection. By contrast, meshes do not rely on a reserved, dedicated backup. Instead, the meshes shown in Fig. 1.2 can simply divert the traffic to a new route that avoids the
failed link. This method will reduce protection requirements from the 1:1 (protection:working for rings) to 1:2 or 1:3 (for a meshed network), effectively increasing the capacity available for traffic [4] [5]. It is expected the next-generation optical transport network will be based on an irregular mesh topology, which will make it much easier to scale [5] and support Internet services. Therefore, we give our focus to mesh networks in this study.

The bandwidth of a wavelength is close to its peak electronic transmission speed and has steadily increased from OC-48 (2.5 Gbps) to OC-192 (10 Gbps), and is expected to increase up to OC-768 (40 Gbps). At the same time, networks are required to provide services to individual users who work at much lower bit rates than that is available on the wavelength channel. If the entire bandwidth of a wavelength channel is allocated to a low-speed connection, a large portion of its transmission capacity will be wasted. This is a major challenge in the implementation of the IP/MPLS-over-WDM approach, demanding an effective way to bridge the gap between the electrical IP/MPLS layer and the optical WDM layer.

In order to use the network resources efficiently, low-speed traffic streams need to be efficiently multiplexed, or “groomed,” onto the high-speed wavelength channels [6-10]. Considerable research on traffic grooming in WDM/SONET rings has been reported in the literature [11-15]. With the advent of optical networks with mesh topologies, traffic grooming in a WDM mesh network is also becoming a topic of increasing interest [7, 16, 17].
In the next generation optical network, a lightpath can be established between two nodes by configuring the transmitter, receiver and intermediate optical crossconnects (OXCs) along the path for a one-electrical hop communication channel [18]. The virtual topology will then consist of the lightpaths established in the optical network. This will decide the topology and capacity of the upper layers, e.g. IP/MPLS layer. The traffic grooming problem is closely related to the problem of how best one can mesh this virtual topology according to the traffic distribution in the higher IP/MPLS layer. For this, the set of connection requests from the IP/MPLS layer may either all be given in advance (static traffic), or will be given one at a time (dynamic traffic). Based on these, the traffic grooming problem will then be classified either as a static traffic grooming problem or as a dynamic traffic grooming problem.

In the static traffic grooming problem, a traffic matrix is given. Each entry in the traffic matrix is viewed as a different commodity. A logical complete graph is created where the nodes represent the actual physical nodes, but the links in the logical graph represent potential lightpaths connecting the nodes. The flow problem is solved over the logical complete graph with the goal of minimizing the congestion or maximizing the throughput [4, 7, 17].

It is anticipated that the introduction of automatic switched optical networks (ASONs) together with the Generalized Multiprotocol Label Switching (GMPLS) will allow short-term bandwidth contracts since the transaction cost will become very low [19]. This will significantly change the way the carriers sell bandwidth. Users will obtain high
bandwidth services as and when required by just pointing and clicking. This would lead to new applications and services such as those using “bandwidth on demand” and “bandwidth trading”. For handling these, future networks should be able to respond dynamically to traffic demands which would generally be unpredictable in nature [20]. This has led to the current interest in dynamic traffic grooming. Reconfiguring the underlying optical network according to the traffic changes in the upper layers is crucial to maximize the carriers’ revenue and maintain the network stability. The methods for solving a static traffic grooming problem may not be applicable here. One reason is the time consuming characteristics of the algorithm for the static traffic grooming [7]. The other reason is that the dynamic traffic grooming must consider the system constraints. In the static traffic grooming, we can collect all the information of the system and the traffic for optimization. In the dynamic traffic grooming case, different layers may not share their topology information to each other. It is also shown in [7] that the network throughput in the static traffic grooming case can be improved by the variation of the traffic flow sequence. However, the dynamic traffic grooming network has to accept the traffic flow when it arrives. Therefore, fast and efficient on-line algorithms need to be designed for improving the efficiency of future IP/MPLS over WDM networks under a dynamic traffic model. Motivated by this, we aim to propose and develop new efficient traffic grooming approaches for dealing with dynamic traffic demands in future IP/MPLS over WDM mesh networks.
1.2 Objectives

In the dynamic situation, traffic grooming in IP/MPLS over WDM networks is not only a two-layer routing problem but also an admission control problem for the optical layer. Even though lightpaths provide huge bandwidth for the IP/MPLS layer, the number of wavelengths and transceivers in the optical layer is limited and the method of establishing lightpaths has a major impact on the performance of the traffic-grooming policies. A traffic grooming policy is mainly concerned about how to trigger a virtual topology reconfiguration or a lightpath establishment so that the overall network performance is optimized. The main objectives of this thesis are:

- To investigate and propose novel and practical dynamic traffic grooming policies that provide better performance than existing ones - The criterion we choose is the network-blocking ratio, which determines the network capacity and the carriers’ revenue. It may also be noted that, under certain restrictions, even other optimization objectives may be converted to the blocking ratio.

- To provide differentiated services for the dynamic traffic grooming. Instead of buying a large amount of redundant capacity for supporting all requests, most service providers choose to devise a network with a reasonable size - In such a network, when the traffic intensity is high, some traffic of low priority will be blocked though the stability of the overall network will still be maintained.
Providing differentiated services would be important for running a network economically.

- **To exploit the topology information available under the overlay interconnection model for improving the network performance further** - The overlay model of IP/MPLS over WDM networks is the simplest and most feasible interconnection model to use. Following this model, the IP/MPLS layer and optical layer are operated independently. This makes them protocol independent and facilitates their implementation. However, the topology information in each layer cannot be shared in this model. The network cannot fully utilize available resource in both layers. For example, connection requests in the IP/MPLS layer may get blocked even when there are enough idle wavelength resources in the optical layer. If we can utilize such “invisible” wavelength resources, then we can increase the capacity of the network without adding new equipment or resources.

- **To propose novel and practical dynamic multicast traffic grooming policies that provide good performance.** Applications that require multicast capability (either point-to-multipoint as in distributional video or multipoint-to-multipoint as in video conferencing, online collaboration, and others) will be an integral part of future broadband services. Grooming multicast traffic into wavelength channels will be important for efficiently using the future Internet.
1.3 Major Contribution of the Thesis

The original contributions of this thesis are as follows:

- The proposal of a Path Inflation Control (PIC) policy for dynamic traffic grooming - With the MPLS protocol, traffic flows are routed according to the network link state so that they can best exploit the network’s bandwidth resource. However, this may cause congestion to spread in the network. In traditional telephone networks, trunk reservation [21] tackles this kind of congestion by allowing a link to accept alternatively routed calls only when the number of idle circuits on the link is more than the trunk reservation parameter. This kind of alternative routing has been shown to improve the performance of the telephone network. However, since LSP requests do not have fixed bandwidths like telephone circuits, it is difficult to define an analogous reservation parameter for the IP/MPLS over WDM case. An alternative would be to dynamically set up a new lightpath to provide bandwidth for the congested link before the congestion spreads to the other links. We propose a Path Inflation Index (PII) to evaluate the congestion degree in the network and trigger setting up a lightpath if the PII is bigger than a pre-defined threshold value. The performance of the PIC policy is compared with other dynamic traffic grooming policies and it is shown to have the best performance. (Chapter 3)
• The proposal of a new method based on the PIC policy to provide differentiated blocking ratio for different classes of traffic in IP/MPLS over WDM networks - One approach to provide different blocking ratios for different classes of traffic is to selectively block lower priority traffic. This would keep additional resources available for the higher priority classes so that these LSP requests encounter less blocking. Since LSP requests arrive randomly, we require some rationale that must be followed to block traffic with the lower priority classes while allowing those with higher priority. Moreover, we need to strike a balance between providing better service (i.e. less blocking) while keeping path inflation low. This is necessary as otherwise overall service to other (even higher class) traffic flows would also be severely degraded. We choose to block a low priority LSP request when routing it can lead to a relatively large PII value in the IP/MPLS layer but when a suitable lightpath cannot be set up to alleviate such congestion. We also propose an Average Path Inflation Index (APII) to monitor the traffic load in a particular path to avoid the adverse behavior of blocking the lower priority traffic even when the traffic is low. Our simulation results show that the proposed approaches work well in handling traffic of different priority classes and result in good overall performance. (Chapter 4)

• The proposal of applying saturated cut (SC) method [22] in the dynamic traffic grooming - Even though lightpaths provide huge bandwidth for the IP/MPLS layer, the number of wavelengths and transceivers in the optical layer is limited and hence the method of establishing lightpaths has a major impact on the
performance of the traffic-grooming policies. In the policies mentioned earlier, the network sets up a lightpath only between the end nodes of an LSP request. If the entire topology information available in the overlay model is used then we can further improve the performance of our lightpath establishment strategy. This has been explored in this work. We have applied the SC method to the traffic grooming policies proposed by us earlier, i.e. the IP layer first (ILF) and PIC policies. We have also proposed a new heuristic Partial SC scheme which has been shown to perform well. The simulation results show that the network blocking performance can be improved by an order of magnitude or more with this approach. (Chapter 5)

- **Proposal of two algorithms to do multicast traffic grooming based on the ILF and saturated cut methods** - The simulation results show that by applying the saturated cut method to handle multicast traffic grooming, the network performance improves significantly. This is particularly observed when the number of destination nodes is relatively small as compared to the total number of nodes in the network. (Chapter 6)
1.4 Organization of the Thesis

The rest of the thesis is organized as follows. In Chapter 2, the IP/MPLS over WDM network and its two major traffic-engineering tools, e.g. label switched paths (LSP) and lightpaths are introduced. The traffic-grooming problem is described concisely. A literature review of the static and dynamic traffic grooming problems is also given in this part.

Chapter 3 presents the Path Inflation Control (PIC) policies. Numerical studies are carried out to examine the performance of these PIC policies and compare it with other traffic grooming policies using two typical network topologies, e.g. NSF and COST239.

Chapter 4 extends the proposed path inflation control strategy to handle networks where the offered traffic consists of flows with different priority classes. In such a network, differentiated services have to be provided, depending on the class of the traffic. We propose algorithms for doing this and study their performance by simulating networks with two and three classes of traffic.

In Chapter 5, we adapt the conventional saturated cut method to enhance the lightpath establishment capability of the various traffic grooming policies proposed earlier. Heuristic modifications are also presented which provide almost the same level of performance with much lower complexity.
Chapter 1

Introduction

In Chapter 6, we propose two different lightpath establishing strategies in the multicast traffic-grooming situation. Computer simulations have been conducted to evaluate the network blocking performance.

Finally, the thesis is concluded in Chapter 7 with recommendation for future research.
Chapter 2 Literature Review

In this chapter, we provide an overview of traffic grooming in WDM networks. After giving an introduction of enabling optical technologies, we describe the IP/MPLS over WDM network and related traffic engineering tools. We then discuss the primary issues involved in traffic grooming and review the existing work that has been carried out in the field of traffic grooming.

2.1 Enabling Technology in Optical Networks

Wavelength-division multiplexing (WDM) is the dominant technology for exploiting the huge bandwidth of optical fibers and other optical components. It uses multiple wavelengths to transmit different data streams in a fiber. The basis of WDM is to use multiple sources operating at slightly different wavelengths with the bandwidth of each channel matching the electronic data rate. With the development of WDM technology, the transmission capacity of optical systems has increased tremendously to several hundred gigabits; even a single fiber transmission capability of 5 Tbps has been recently reported [2].

Photonic amplifiers provide the extra power budget needed to overcome fiber losses and signal losses due to different elements in the network. Since the mid-1990s, a
combination of the Erbium-Doped Fiber Amplifier (EDFA) and WDM has been used
to boost fiber capacity to even higher levels and to increase the transmission distance.

![Diagram of a four-channel point-to-point WDM transmission system with amplifiers.](image)

Fig. 2.1 A four-channel point-to-point WDM transmission system with amplifiers.

A four-channel “WDM solution” is shown in Fig. 2.1 where a WDM multiplexer
combines four independent data streams, each on a unique wavelength, and sends
them on a fiber; a demultiplexer at the fiber’s receiving end separates out these data
streams.

![Diagram of a MEMS-based OXC structure.](image)

Fig. 2.2 A MEMS-based OXC structure extracted from Ref. [23]
Optical crossconnects (OXC) are switching systems that would be used to provide wavelength routing capability. An OXC structure using the micro electro mechanical system (MEMS) approach is shown in Fig. 2.2. Suitably configured by the control unit, the tiny reflective surfaces of the MEMS can redirect light signals arriving at different input ports to different output ports. Wavelength conversion allows the incoming optical signal on a particular wavelength to be shifted to a different outgoing wavelength.

Fig. 2.3 The schematic of an OADM

An optical add/drop multiplexer (OADM), as shown in Fig. 2.3, would be able to dynamically add, drop or pass through any single or multiple wavelength channels. In general, at least several active optical components, optical switches or tunable filters, are included in the OADMs. These may then be used to manually or automatically reconfigure the wavelengths that are to be added or dropped.

Wavelength conversion allows an optical signal on a wavelength to be shifted to a different wavelength. The wavelength converters make it possible to assign wavelengths on a link by link basis or on a sub-network basis, thereby relaxing the requirements for the wavelength to be maintained the same throughout the whole network. Moreover, wavelength conversion eases recovery from link or node failures.
by allowing for local rather than global reconfigurations in the network. Networks will become more scalable if wavelength converters are used and their capacity will also increase [24].

2.2 IP/MPLS over WDM Network

The history of optical communication has been mostly about transmission and how to provide higher bandwidths. The growing maturity of optical network elements such as OXCs and OADMs will enable optical networks to rapidly provision lightpaths and switch them via wavelength routing. Recently the focus has shifted from pure optical transmissions to optical networking for reducing the cost per connected bit transmitted. The implication of this shift is that the optical layer will move from just providing simple transmission pipes to a more managed and more intelligent optical network. This will allow service providers to deliver a range of new services using such improved optical networks. In order to accomplish this objective successfully, service providers and equipment manufactures will need to figure out ways to get the highest possible network efficiencies by combining the optical layer with higher layers, e.g. Asynchronous Transfer Mode (ATM), IP/MPLS layers.

2.2.1 The Evolution of the Protocol Stack for the Next-generation Network

It may be noted that many of current transport networks used by the telecom operators have tended to become rather complex in nature. In typical extreme cases, these transport networks contain an ATM layer supported by a Synchronous Digital
Hierarchy (SDH) network that in turn runs on top of a WDM layer. The popularity of the exponentially growing Internet has also created a new market for the so-called Internet Service Providers (ISPs). Telecom operators starting up their own ISP activities tend to keep their transport networks as they are at present and simply run their Internet Protocol (IP) network in parallel with their Public Switched Telephone Network (PSTN), resulting in a typical IP/ATM/SDH/WDM mapping as shown in Fig. 2.4. The high overhead of ATM (cell tax) and the complexity of the ATM control plane, as well as the need for higher granularities between IP routers make the ATM layer unnecessary. Instead, in order to implement the advantages of traffic engineering functions in the transport network, the IP layer may be empowered with the addition of the Multi-Protocol Label Switching (MPLS) technique as this will allow the setting up of Label Switched Paths (LSPs) through the IP network.

It also appears that, in general, the growth in IP traffic will increase further over the coming years. Even if interconnecting IP routers with dedicated SDH links at data rates of 600 Mbps (i.e. as virtual container level 4 (VC-4)) seems sufficient today, higher bit rates will be required for this very soon. An SDH network may be able to
cope with this requirement in the short term, by leasing concatenated VC-4s. However, on a somewhat longer time scale, a whole wavelength (2.5, 10 or even up to 40 Gbps) may become the appropriate granularity for the direct interconnection of two IP routers. Digital Cross-Connects (DXCs) in SDH can no longer cope with this switching granularity, and the optical layer seems to be the right place to cross-connect these signals. The technology for building Optical Cross-Connects (OXC) has now become mature enough to become commercialized [25].

By pushing the cross-connecting functionality into the optical layer, a real WDM network is obtained. Therefore we end up with a next generation network, where IP is directly supported by a WDM network. Thus, we will probably evolve from a complex IP/ATM/SDH/WDM multilayered network scenario, towards a simpler MPLS-empowered-IP-directly over WDM network [26]. Moreover, it appears to be almost conclusive that IP will not only rapidly outgrow the existing ATM/SDH infrastructure, but also will take over some of the latter’s functions, by converging to become a service integration layer carrying a combined mix of data, voice and video traffic.
2.2.2 Traffic Engineering in IP/MPLS over WDM Network

A typical IP/MPLS over WDM network and node architecture are shown in Fig. 2.5 (a) and Fig. 2.5 (b) respectively. An OXC is connected to a label switching router (LSR) through a User Network Interface (UNI) and add/drop ports and the LSR is equipped with several transceivers. Traffic originating from the LSR is sent out as an optical signal on one wavelength channel by a transmitter. Traffic destined to the LSR is converted from an optical signal to electronic data by a receiver. The LSRs will be either at the end-nodes or at the intermediate nodes of a label switched path (LSP), and will provide the electrical switching for routing and traffic grooming. A LSR processes all packet traffic flowing through it and ensures the bandwidth demands of the LSP requests on the outgoing lightpaths. Both tunable transceivers and fixed transceivers may be used in a WDM network. The client LSR in the IP/MPLS layer will then request the optical layer for establishing a lightpath through the UNI. Such a two-layer network will have mainly two kinds of the traffic engineering components, i.e. the LSPs in the IP/MPLS layer and the lightpaths in the optical layer.
In the Multi-protocol Label Switching (MPLS) domain, label switching router (LSR) uses a short, fixed-length label inserted in the packet header between the IP packet header and the layer-2 header to forward packets. A example of 32-bit label is shown in Fig. 2.6. It includes four fields, e.g., the label field, the experimental field, the S field and the Time-to-Live (TTL) field [27]. A group of IP packets that are forwarded in the same manner (e.g., over the same path, with the same forwarding treatment) is in the same Forwarding Equivalence Class (FEC). The 20–bit Label field maps the FEC to a corresponding MPLS identifier. The 3-bit experimental field can be used to define different classes of service or per hop behavior for differing classes of traffic within the LSP. The one-bit S field represents the last MPLS label contained in the packet. S is set to one for the last entry in the label stack (i.e., for the bottom of the
The traffic engineering building blocks in the IP/MPLS layer are the label-switched paths (LSPs). At the ingress LSRs, IP packets are classified and routed based on a combination of the information carried in the IP header of the packets and the local routing information maintained by the LSRs. A corresponding MPLS header is then inserted for each packet between the IP packet header and the level-2 packet header. Within an MPLS-capable domain, an LSR will use the label as the index to switch as specified by the forwarding table entry. The incoming label is replaced by the outgoing label. Before a packet leaves an MPLS domain, its MPLS header is removed. The whole process is shown in Fig. 2.7. The paths between the ingress LSRs and egress LSRs are called label-switched paths (LSPs). An LSP can be set up using an appropriate signaling protocol such as RSVP-TE (Resource Reservation Setup Protocol with Traffic-engineering Extension) [28] or CR-LDP (Constraint Routing Label Distribution Protocol) [29]. With the label switching technology, the routing constraints may be imposed by administrative policies, or by Quality of Service (QoS) requirements. This kind of routing is named as constraint-based routing (CBR). Because the CBR considers more than network topology in computing routes, it may find a longer but lightly loaded path better than the heavily loaded shortest path. Network traffic is hence distributed more evenly. With the CBR, the LSPs can be manipulated not only satisfying QoS constraints but also can reducing costs, balancing network load, or increasing security [30].
Lightpath

The basic mechanism of communication in the optical layer is a lightpath. A lightpath [31] is an all-optical path over which data is carried on a single wavelength and may span more than one fiber link. Fig. 2.8 gives an example of a lightpath. The electrical signal modulates a laser in the Optical Transmitter (OT), producing an optical signal carried on wavelength $\lambda_1$. If there are other wavelength signals, all the signals may be multiplexed together using the Wavelength Multiplexer (WMUX). Then the multiplexed signal is added into the OXC node A. In Fig. 2.8, it is shown that the wavelength $\lambda_1$ traverses three OXC nodes and is dropped at OXC node C. Then the optical signal is demultiplexed and resultant signal wavelength $\lambda_1$ is converted to electrical signal by the Optical Receiver (OR). Therefore, a lightpath originating from an OT is switched by OXCs and eventually sinks to an OR. The wavelengths are capable of being dynamically switched inside the optical network by OXCs, which are not sensitive to the signal itself, but only to the wavelength over which it is carried. In
the absence of any wavelength conversion device, a lightpath is required to be on the same wavelength channel throughout its path in the network; this requirement is referred to as the \textit{wavelength continuity} property of the lightpath. This requirement may not be necessary if we also have wavelength converters in the network. A virtual topology \cite{18} of the network will consist of such lightpaths. With a reconfigurable virtual topology, network engineering can maintain the connectivity of the IP/MPLS layer and add more bandwidth wherever the IP/MPLS network gets congested.

\section{2.3 Traffic Grooming}

Traffic grooming \cite{7} addresses the gap between the bandwidth capacity of wavelengths and the bandwidth requirement of LSPs. With the improvement of optical technology, the capacity of a single wavelength may reach optical carrier levels (i.e. OC-192 at 10 Gb/s). On the other hand, the bandwidth of an LSP request may be much less, possibly OC-3 (155 Mb/s), or even lower. To make efficient use of the wavelength bandwidth, traffic grooming is needed to effectively pack connections at sub-wavelength granularities onto the wavelength channels. Considerable research on traffic grooming in WDM/SONET rings has been reported in the literature \cite{11-15}. The objective function in these studies is to minimize the total network cost, measured in terms of the number of SONET add/drop multiplexers (ADMs).

Recently, traffic grooming in a WDM mesh network has started to get more attention \cite{7, 16, 17}. In this network, the traffic grooming problem is closely related to the issues of virtual topology design and reconfiguration. Wavelength routing is a major
advantage of a WDM optical network. A wavelength-routed WDM network can provide end-to-end optical communication channels (i.e. lightpaths through optical fibers and intermediate nodes with optical cross-connects), even if the source and destination nodes are not directly connected by a fiber. With the setting up of a lightpath, the two nodes then become virtual neighbors. In a mesh WDM network, there may be a number of connection choices between a node-pair. A lightpath would be an agile way to utilize wavelength resource in the optical layer in such a network. The virtual-topology here would be a set of lightpaths established to provide all-optical connectivity between nodes for a given traffic demand. However, because of scalability and economic concerns, it may not be possible to establish a lightpath for every node pair and some traffic may need to be switched electronically from one lightpath to another at intermediate nodes until it reaches its destination; this approach is called multi-hopping. The processes of setting up individual lightpaths are clearly related to one another since a lightpath may carry multi-hop traffic besides the single-hop traffic between the two nodes it directly connects.

For this reason, the design of the lightpath topology (virtual topology) is a combined problem of optimizing the use of network resources and network throughput, for a given traffic demand. As an example, let us consider a 6-node mesh network topology as shown in Fig. 2.9, assuming that it is a single fiber WDM optical network (one fibre on each span) with each fiber having one wavelength channel. The capacity of each wavelength channel is 2 units of traffic. There are four connection requirements: (A, B), (B, C), (A, C) and (A, D) with each requiring one unit of traffic. There are two different ways of aggregating traffic and assigning lightpath. The first
assignment is shown in Fig. 2.9 (a). Three lightpaths AB, BC and AFEDC are set up and 3 optical transmitters/receivers (Tx’s/Rx’s) and 6 wavelength-spans (one on each link) are used. Connection request (A, B), (B, C) and (A, C) occupy lightpath

(a) Solution 1                                                          (b) Solution 2

Fig. 2.9 An illustrative example of traffic grooming in WDM optical mesh networks

AB, BC and AFEDC respectively. The connection request (A, D) cannot be fulfilled and has to be blocked. The second solution is to groom the traffic (A, C) into lightpaths AB and BC, as shown in Fig. 2.9 (b). Let (A, B) share the lightpath and the Tx/Rx with (A, C) from A to B. Similarly, let (B, C) share the lightpath and the Tx/Rx with (A, C) from B to C. Now a lightpath AFED can be set up for connection request (A, D). The second solution requires 3 Tx’s/Rx’s and 5 wavelength-spans and can accept all connection requests. This example shows if we can groom the traffic and establish the lightpath accordingly, not only does the cost of the network get reduced but also greater traffic demands may be accepted in the network.

When the traffic rates between node pairs of a network fluctuate dynamically over time, a virtual topology which is optimized for a given traffic demand (i.e. one which would be a snapshot of the changing traffic matrix at some instant of time) may not be
able to respond efficiently to a different traffic demand. This implies that the virtual
topology should also be changed to match changing traffic patterns. The dynamic
structure of the optical cross-connects, i.e., the ability of switching wavelength
canals from any input fiber to any output fiber dynamically, allows this change in
the optical layer. This is known as reconfiguration of the virtual topology or dynamic
traffic grooming. It may be noted that, by definition, the reconfiguration problem
includes the virtual topology design problem. Therefore, it actually amounts to being
an optimization problem over several traffic metrics, which needs to be solved on-line,
in contrast to static virtual topology design problem.

2.3.1 Static Traffic Grooming in WDM Mesh Networks

For the mesh WDM network, most of the current literature has focused on traffic
grooming problem when the node-to-node traffic demands do not vary significantly
over time; i.e. when they are well represented by a static matrix of traffic demands. In
this case, the virtual topology design problem can be formulated as an optimization
problem, using principles from multi-commodity flow for physical routing of
lightpaths and traffic flow on the virtual topology. In general, the optimal virtual
topology problem has been conjectured to be NP-hard [7], which means that the
problem cannot be solved optimally for large problem sizes.

In [32], the problem of logical topology design is formulated as a mixed integer linear
programming (MILP) problem but the number of wavelengths the fiber supports is
not a constraint. The drawback in this approach is that the physical topology becomes
irrelevant for designing a logical topology.
In [16] the authors formulated the logical topology design problem as a nonlinear optimization problem. The objective considered was either delay minimization or minimizing the maximum offered load. The authors subdivide the problem into four sub-problems. These are: (1) determining a logical topology (logical links), (2) routing the logical links over physical links, (3) assigning wavelengths to the routes, and (4) routing packet traffic on the logical topology. The authors only consider sub-problems (1) and (4). Simulated annealing (which is NP-hard) has been used to solve sub-problem (1) and flow deviation has been used to solve sub-problem (4). The drawback of the above approach is that the simulated annealing approach will be computationally very expensive for large networks.

In [17] the authors presented an exact integer linear programming (ILP) formulation for the complete virtual topology design, including choice of the constituent lightpaths, routes for these lightpaths, and intensity of packet flows through these lightpaths. By minimizing the average packet hop distance in the given objective function and by relaxing the wavelength-continuity constraints (i.e., assuming wavelength converters at all nodes), it is demonstrated that the entire optical network design problem can be considerably simplified and made computationally tractable. Although an integer linear programming (ILP) may take an exponential amount of time to obtain an exact optimal solution, high quality solutions can be obtained in the first few iterations of the branch-and-bound method [17].

In [7], the authors designed the virtual topology under the restriction that a traffic flow will not be split. A set of traffic matrices is given. Each traffic matrix in the traffic-
matrix set represents one particular group of low-speed connection requests between the nodes of the network. For example, there may be four traffic matrices: an OC-1 traffic matrix, an OC-3 traffic matrix, an OC-12 traffic matrix, and an OC-48 traffic matrix. In an OC-n traffic matrix, where $n$ can be chosen as 1, 3, 12, 48, the element is chosen as integer and denotes the number of OC-n traffic flows from certain source node to certain destination node. An OC-n traffic flow cannot be split between different paths. An ILP formulation is presented and two heuristics are proposed and evaluated where the objective is to maximizing total throughput.

In [33], the authors present a general linear formulation which considers routing traffic demands, and routing and assigning wavelengths to lightpaths, as a combined optimization problem. The objective is to minimize congestion. It is shown that the linear formulation for small networks can be solved in reasonable time. For large networks, the authors solved the linear formulation by relaxing the integer constraints. Since the whole problem is linearizable, the solution obtained by relaxation of the integer constraints yields a lower bound on congestion. This is useful in comparing with the efficiency of proposed heuristic algorithm.

Besides calculating an optimum virtual topology under a given traffic matrix, the reconfiguration of virtual topology was also studied in [17, 18]. In [17, 18], the authors used the ILP formulation to derive new virtual topologies from existing virtual topologies under the assumption that the traffic distribution will not change fast. The objective is to minimize the reconfiguration from old virtual topology to the new virtual topology. Because solving an ILP problem is time consuming and only
suitable for small networks, a heuristic algorithm was proposed in [18]. The authors in [18] introduced high and low watermark parameters on lightpath loads to detect any overutilized or underutilized lightpaths, and to trigger an adaptation step. The lightpath additions and deletions were examined under dynamic traffic model. However, the important performance parameter of blocking ratio or throughput was not considered there.

2.3.2 Dynamic Traffic Grooming in WDM Mesh networks

The explosive growth of the Internet has led to a situation where the traffic offered no longer matches that in a typical static state (i.e., a “semi-permanent” one) of the transport network. As applications such as peer to peer, video on demand, video conferencing and etc. increase, the traffic will become bursty and randomly generated in space. It would not be acceptable anymore for an Internet Service Provider (ISP), to launch a new request to its carrier for another bandwidth provisioning, before the previous request is actually treated and realized by the latter. Therefore, an important requirement for next-generation transport networks would be greater flexibility by providing automatically switched leased line services. This is currently an important issue of interest in major standardization bodies. ITU-T is setting up an Automatically Switched Optical Network (ASON) architecture in the recommendation Global. Automatically Switched Transport Network (G.ASTN) [34]. The Optical Internetworking Forum (OIF) is also specifying the UNI between the transport network and its clients [35]. The Internet Engineering Task Force (IETF) is studying how to adopt IP/MPLS protocols in the WDM network for the implementation of the switching functionality of the WDM network [36].
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With the increasing maturity of automatically switched leased line services, bandwidth will have to be provided immediately according to the users’ requests. This will trigger many new applications that are not there today and lead to much higher bandwidth consumptions in the future. Recently, there has been increasing interest in changing the virtual topology dynamically according to traffic changes in the IP/MPLS layer [10, 20, 37-39]. For a traffic load change in the IP/MPLS layer, dynamic traffic grooming will decide whether or not to change the virtual topology and how the change is to be made in order to alleviate congestion and efficiently operate the overall networks. In this situation, on-line algorithms are necessary and system restriction need to be considered.

2.3.2.1 Interconnection Models

Based on the relationship between the control planes of the IP/MPLS and optical layers, the architecture of IP/MPLS over optical networks is generally classified into three interconnection models - namely the overlay model, the augmented model and the peer model [40]. Of these, the overlay and the peer models are well defined and researched and are illustrated in Fig. 2.10 and Fig. 2.11, respectively. The peer model has a single integrated control plane which controls both the optical network and its client (IP/MPLS) network. When there is a single network involved and both the IP/MPLS and optical domains belong to the same entity, then a common Interior Gateway Protocol (IGP) such as Open Shortest Path First (OSPF), with appropriate extensions, can be used to distribute topology information [41] over the integrated IP-
optical network. An assumption is that a common addressing scheme will be used for both the optical and IP/MPLS networks. A common address space can be easily realized by using IP addresses in both the IP/MPLS and optical domains where the optical network elements become IP addressable entities as noted in [42]. Under this model, integrated routing can be employed. This approach permits a router to compute an end-to-end path to another router across the optical network.

On the contrary, in the overlay model, the optical networks and its client IP/MPLS networks will have strictly separated and independent control planes. The IP/MPLS layer routing, topology distribution and signaling protocols are independent of the routing, topology distribution, and signaling protocols within the optical domain. Only limited information regarding the optical network is shared with IP/MPLS client devices. The IP/MPLS client devices will have no knowledge of the optical topology or resource information. A separate instance of the control plane (especially the routing and signaling protocols) would have to be deployed in the optical domain, independent of what exists in the IP/MPLS domain. Compared to the peer model, the overlay model has several advantages. First, it only needs a limited interaction between both control planes (e.g., request for the set-up of a connection) through the UNI as shown in Fig. 2.11. Second, in practice, separate management for each network layer may be preferred to keep the network information independent of each layer. It supports multiple clients on the same optical transport network and facilitates a smooth migration with existing optical transport network infrastructure and services. Third, in the overlay model, the privacy of each layer can be easily ensured. In the
short term, the overlay model seems to be more realistic and feasible and has been experimented with extensively in laboratories and research projects [43].

![Fig. 2.10 The network architecture of peer model](image)

![Fig. 2.11 The network architecture of overlay model](image)
2.3.2.2 Dynamic Traffic Grooming Policies in the IP/MPLS over WDM Networks

Dynamic traffic grooming in the IP/MPLS over WDM network becomes a two-layer routing problem regarding the constraints in the IP/MPLS and the optical layers and the relationship between them. In the IP/MPLS layer, MPLS traffic engineering can try to distribute traffic evenly in the network so as to exploit network resources better and to minimize congestion [44]. In the optical layer, wavelength routing needs to consider the wavelength continuity constraint (if wavelength conversion capability is not incorporated in the optical network) and the availability of add/drop ports. Several routing methods and wavelength assignment methods have been studied in the past few years [45].

Some early work on dynamic traffic grooming was reported in [8-10, 37, 39, 46]. A few analytical models, using Markov processes, have also been proposed to study the performance of different traffic grooming strategies under dynamic traffic conditions. However, heuristic approaches have been popularly used to maximize the number of admitted calls, or to minimize the blocking probabilities, given a specific resource set.

The traffic grooming policy can be divided into two categories based on the network connection architecture: the overlay model and the peer model. In the peer model, the network manager can utilize the link usage information in both the IP/MPLS and optical layers to calculate paths. In the overlay model, the optical layer is not visible from the IP/MPLS layer. The IP/MPLS layer has to request for a lightpath connection through the UNI for new bandwidth. However, this may encounter blocking even
there is idle wavelength resource in the optical layer because the connection request
does not consider the topology in the optical layer. The blocking performances of the
overlay and peer models were compared in [38]. The results show that a network
operated with the peer model will find more feasible paths between the end-nodes
than a network using the overlay model and will consequently suffers less blocking.

In [47], a maximum open capacity routing algorithm (MOCA) was proposed under the
peer model. MOCA always selects a route for the current LSP request so that the
residual capacities between the source and the destination are maximized. MOCA is
complicated because the maximum flow values for all the node pairs have to be
computed in order to set the cost for each link. This would be undesirable in an online
traffic engineering system where connection requests have to be met as quickly as
possible.

A novel graph model was introduced under the peer model in [8]. Considering a
heterogeneous WDM mesh network environment, the authors captured the different
abstract layers in the network with the help of a single auxiliary graph. The presence
of certain equipment or functionality at a node was represented by the edges to (from)
that node. The novel feature of the auxiliary graph was that different objective
functions under different grooming policies could be represented by weighting the
edges according to the corresponding physical constraints. The model can be applied
to both static and dynamic traffic grooming. In static grooming, the traffic selection
scheme is the key to achieve good network performance. The dynamic grooming
problem becomes an integrated routing problem when the edges in the auxiliary graph
are given different weights. Four fixed traffic grooming policies and an adaptive traffic grooming policy have been suggested based on the auxiliary graph in [39].

The work presented by the same authors in [9] also uses the same concept of auxiliary graph; however, they considered different grooming OXC architectures. They presented four such architectures: (1) single-hop grooming OXC, which can switch only at wavelength granularity (2) multi-hop partial-grooming OXC, which can switch at wavelength granularity using a wavelength-switch fabric, and also switch few, but not all, of the wavelength channels at sub-wavelength granularity, (3) multi-hop full-grooming OXC, which can switch all the wavelength channels at sub-wavelength granularity, and (4) light-tree-based source-grooming OXC, which has the capability to duplicate the traffic from one input port to multiple output ports. They also presented two algorithms to perform grooming using auxiliary graph, and compared the network performance of each type of OXCs.

Even though the peer model can facilitate the network optimization, the overlay model has attracted increasing attention for its practicality and ease of implementation. In [10], the authors proposed the IP-Layer-First (ILF) and Optical-Layer-First (OLF) under the overlay model for the establishment of LSPs. With the ILF policy, networks first try to route a new LSP request in the IP/MPLS layer. Only when this does not have enough bandwidth, the LSP request is transferred to the optical layer for setting up a new lightpath directly between the source and destination. In contrast, with the OLF policy, the network first attempts to set up a lightpath for a new LSP request in the optical layer.
The authors in [20] proposed an algorithm for establishment of lightpaths whereby a lightpath is set up if the remaining capacity of every lightpath is less than a threshold $Q$. The blocking performance of the network is improved with the increase in the value of $Q$. It can be shown that the algorithm becomes the OLF policy when the value of $Q$ is equal to the bandwidth of the lightpath.

In [46], a lightpath is set up whenever a feasible one-electrical-hop path cannot be found for a new LSP request in the existing IP topology. This policy is called the One-Hop-First (OHF) policy. The OLF and OHF policies result in less blocking than the ILF, as they tend to set up new lightpaths before blocking happens in the IP layer. In contrast, when the ILF policy triggers a new lightpath to be set up, the IP layer would already be congested with a lot of traffic flowing on inordinately long routes.

2.4 Summary

The enabling technologies in optical networks are reviewed in this chapter. The basic concepts in the IP/MPLS over WDM network relating traffic grooming are described. There are mainly two traffic engineering entities in the IP/MPLS over WDM networks, e.g. the LSP and the lightpath. For easy understanding of the IP/MPLS over WDM network, we have also reviewed the evolution of the protocol stack for the next-generation network.

Traffic grooming is important to efficiently operate IP/MPLS over WDM networks. We have reviewed two types of traffic grooming, e.g. static traffic grooming and
dynamic traffic grooming. Because static traffic grooming can be done offline, the optimization method for traditional multi-commodity problem can be used. Future network will be data centric. The traffic will be bursty and randomly generated in space and time. Dynamic traffic grooming is important to cope with such kind of traffic. For dynamic traffic grooming, the algorithm must consider the system constraints and be fast enough for on-line implementation. Several traffic grooming policies have been reviewed.

Although considerable works have been done for dynamic traffic grooming, none of them cater to the needs of traffic grooming under dynamic conditions where responses are adaptive to the level of congestion in the network. In this work, we will develop efficient dynamic traffic grooming methods considering both optical and IP layers’ characteristics for significantly reducing LSP blocking ratio and providing differentiated service for different classes of traffic. We will also develop traffic grooming methods to handle multicast traffic in IP/MPLS over WDM networks.
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3.1 Introduction

IP/MPLS over WDM is expected to be the technology dominating the next phase of Internet expansion. For the IP layer, multiprotocol label switching (MPLS) using label switched paths (LSP) will provide traffic engineering capabilities and QoS control for carrier networks. In the future WDM network, a lightpath can be established between two nodes by configuring the transmitter, receiver and intermediate optical crossconnects (OXCs) along the path for a one-electrical hop communication channel with a large bandwidth [18, 31]. A virtual topology [18] of the network will consist of such lightpaths. Since this virtual topology will be reconfigurable, traffic engineering can provide bandwidth as per the traffic distribution in the upper layers.

In an IP/MPLS over WDM network, the LSP connection demands from the IP networks not only have significantly lower capacity requirements than the bandwidth of the wavelength channels, but may also require different bandwidth granularities depending on the application being considered. The bandwidth guaranteed LSP traffic flows need to be efficiently multiplexed, or “groomed,” on to the wavelength channels in order to efficiently operate the overall network [18]. In our subsequent discussions, we denote by \( r_{i}^{s,d} \) the \( i \)th LSP request from node \( s \) to \( d \).

Earlier works on traffic grooming have mostly focused on SDH/SONET rings [11].
This is appropriate since current backbone transport infrastructures are generally arranged as rings. As optical fiber systems evolve from transmission to networking [48], increasing amounts of research efforts have been conducted on the traffic-grooming problem in optical WDM mesh networks. Under the static traffic model, the traffic-grooming problem in WDM mesh networks is formulated in [7] as an integer linear program (ILP) to maximize the network throughput for a given traffic demand matrix and given network resource. Based on the observation of the results from the ILP solutions, two heuristic algorithms were also proposed and compared. A generic graph model was proposed to accommodate different optimizing objectives by varying the weights of different parts of the WDM mesh networks in [8]. The authors in [49] studied the effects of varying the costs of wavelength links, the wavelength routing ports and the sub-wavelength routing port on the routing decisions made in IP/MPLS over WDM networks. An analytical model for single hop traffic grooming in mesh WDM optical networks was developed in [37].

Since the lightpath will be dynamically set up in future optical networks, emerging new applications and services such as “bandwidth on demand” and “bandwidth trading” will require the network to respond dynamically to mostly unpredictable traffic demands [20]. In this context, dynamic traffic grooming in meshed WDM networks has attracted considerable attention as in [20, 39]. In this situation, the virtual topology needs to be reconfigured dynamically according to the traffic changes in the IP/MPLS layer. For service providers, it would be important to establish the new lightpaths in a way such that the overall network performance is optimized at the minimal cost.
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It may be noted that under the MPLS protocol, traffic flows are routed as per the network link state using explicit routing [29]. As an example, consider the situation in Fig. 3.1 (a) where the $k^{th}$ LSP request from node 1 to node 2, i.e., $r_{k}^{1,2}$, arrives in the network when link (1, 2) is congested, but when links (1, 3) and (3, 2) can still provide the bandwidth required by $r_{k}^{1,2}$ if the alternate path 1-3-2 is used. However, as this kind of alternate routing increases, link (3, 2) may eventually get congested. LSP requests from node 3 to 2 may then be forced to use the alternate path 3-4-2. As shown in this simple example, congestion in one link may progressively cause other links to get congested in the IP layer and the routing efficiency and performance of the whole network will get degraded.

Minimizing congestion is a central goal of traffic engineering [44]. In the telephone network, trunk reservation [21] allow a link to reject alternatively routed calls if the number of idle circuits on the link is less than or equal to the trunk reservation parameter. This kind of alternative routing can improve the efficiency of the telephone network. However, since LSP requests do not have fixed bandwidths like telephone circuits, it is difficult to define an analogous reservation parameter for the IP/MPLS over WDM case.

Fig. 3.1 Congestion in IP/MPLS over WDM Networks
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An alternative would be to dynamically set up a new lightpath to provide bandwidth for a link with congestion in the IP/MPLS layer, before its congestion spreads to other links. From this point of view, dynamically setting up lightpaths is important to solve the congestion problem in IP/MPLS over WDM networks. This has been shown in Fig. 3.1 (b). For this, we first need to evaluate the extent of congestion and then decide when to set up a new lightpath and how this should be done.

For the IP/MPLS over WDM optical network, we consider here an overlay routing model. The network model is shown in Fig. 2.10, where the IP/MPLS layer and the optical layer operate independently for routing and signaling functions. For the overlay model, the *IP-Layer-First* (ILF) and *Optical-Layer-First* (OLF) policies were proposed for the establishment of LSPs in [10]. The networks with the ILF policy generate the request to set up a lightpath between end nodes only when an LSP request is blocked in the existing IP topology. In contrast, in the OLF policy, networks first transfer the LSP request to optical layer for setting up a lightpath even if there is enough bandwidth in the IP/MPLS layer. In [46], the authors proposed the One-Hop-First (OHF) policy that tries to set up a lightpath whenever a feasible one-electrical-hop path cannot be found for a new LSP request in the existing IP topology.

It is shown that the ILF policy has the highest blocking ratio among the three policies [10] [46]. This is because, when the ILF policy tries to set up a new lightpath, the IP/MPLS layer is already congested with a lot of its traffic flowing on inordinately long paths. The OLF and OHF policies achieve better performance because they trigger a lightpath establishment before blocking happens in the IP/MPLS layer. This
may avoid the congestion spread. However, the optical resource, e.g. wavelengths and transceivers, is limited. We cannot set up as many lightpath as we want. Monitoring the congestion level in the IP/MPLS layer and set up a new lightpath only when it is needed will make the network resource efficiently used and improve the overall networks. This is attempted by the PIC strategy that is proposed here.

The rest of this chapter is organized as follows. Section 2 gives the network models and traffic models used in this chapter. The routing methods in the IP layer and in the optical layer are given in Section 3. The key ideas of the Path Inflation Control (PIC) Policy are introduced in Section 4. In Section 5, the PIC policy is studied and compared using simulations with other two LSP control policies. The summary is given in Section 6.

3.2 Network and Traffic Models

The physical topology $G_p(V, E_p)$ in the optical layer is the interconnection of fibers and OXCs. Here, $V$ is a set of $N$ nodes and $E_p$ is a set of $F$ fiber links where each link is assumed to be of unit length. We define $D^{s,d}$ as the length of the shortest path (i.e. number of fiber links) between nodes $s$ and $d$. Each link has $2W$ wavelengths, with $W$ in each direction. We only consider unidirectional light paths in this chapter. Fig. 2.5 (b) shows the structure of a typical node in an IP/MPLS over WDM network [10]. An OXC is connected to a LSR through a User Network Interface (UNI) and add/drop ports. Previous studies have shown that providing full wavelength conversion capabilities at all nodes is not really required [50, 51]. These show that having a few nodes with even partial conversion capabilities performs almost as well as a system.
where all nodes are capable of doing full conversion. In this paper, we have assumed for simplicity that all OXCs are capable of full wavelength conversion. The approaches proposed by us can however be extended to systems with partial or sparse conversion capabilities.

The LSRs can be either at the end-nodes or at the intermediate nodes of an LSP, and provide the electrical switching for routing and traffic grooming. A LSR processes all packet traffic flowing through it and ensures the bandwidth demands of the LSP requests on outgoing lightpaths. It is assumed that the LSP requests to the overall network come from a Poisson process with average rate $\lambda$ and have random exponentially distributed holding times with mean $\mu$. We consider arbitrary bandwidth traffic flows rather than discrete time-division multiplexing (TDM) circuits where $b_{i}^{s,d}$ is the bandwidth requested by $r_{i}^{s,d}$, the $i^{th}$ LSR request between the end nodes $s$ and $d$. We model this to be a random variable uniformly distributed in $[x_{1}C, x_{2}C]$, where $C$ is the capacity per wavelength channel and $0 < x_{1} \leq x_{2} \leq 1$. In the simulation models, the end nodes of an LSP request are also randomly selected. The traffic generated per node is normalized to the channel capacity $C$, and is given by

$$\rho = \frac{(x_{1} + x_{2})}{2N} \lambda \mu \text{ (Erlangs)} \quad (3.1)$$

The LSP Request Blocking Ratio $P_{b}$ is given by

$$P_{b} = 1 - \frac{\sum_{s} \sum_{d} b_{i}^{s,d} x_{i}^{s,d}}{\sum_{s} \sum_{d} \sum_{i} b_{i}^{s,d}} \quad (3.2)$$

where $x_{i}^{s,d} = 1$ only if $r_{i}^{s,d}$ has been routed in the network and is 0 if it was blocked.
In this work, we compare different traffic grooming policies according to the LSP request blocking ratio. The best policy should decrease the LSP request blocking ratio fastest as the normalized traffic load decreases.

The number of transceivers is equal to the number of add/drop ports at each node. Since this determines the main cost of the node, it would be important to keep the total number of transmitters and receivers low in order to do traffic grooming economically in IP/MPLS over WDM networks. For a measure of this, we define the Add/Drop Ratio $R$ as in [10]

$$R = \frac{T_R}{W} \quad (3.3)$$

where $T_R$ is the number of transmitter/receivers per fiber and $W$ is the number of wavelength per fiber.

In this thesis, we consider a centralized approach to the traffic-grooming problem. An implicit assumption here is that the inter-arrival time for LSP requests is typically much longer than the time it takes for control signals to propagate from the various nodes to the central manager or for request signals to go from the IP/MPLS layer to the optical layer. Therefore, a central manager in each layer will collect the link usage information from routers or OXCs and update the topology changes before next connection request comes. The Dijkstra algorithm will be applied to calculate a shortest path based on an updated topology in both layers.
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3.3.1 Routing in the Optical Layer

We assume that all the OXCs in the optical layer are wavelength convertible over all wavelengths. This implies that with an idle transmitter and an idle receiver at nodes $m$ and $n$ respectively, a light path between these nodes can always be set up as long as a path with at least one idle wavelength (possibly different for different links) on all its links can be found between them. The optical layer becomes a circuit switched network. In this chapter, we use two routing methods in the optical layer. The first is the alternate shortest path routing (ASPR) method [52]. The second is the trunk reservation routing (TRR) method [21].

It is shown that the ASPR algorithm can achieve lower blocking ratio than the shortest routing algorithm [53]. Let $w^{m,n}$ be the number of idle wavelengths for a directed link from node $m$ to node $n$. Let $A = [a_{mn}]$ be a $N \times N$ matrix representing the dynamic topology of the optical layer where the elements of matrix $A$ are as follows -

$$a_{mn} = \begin{cases} 1 & \text{for } 1 \leq w^{m,n} \leq W \text{ and } m \neq n \\ \infty & \text{otherwise} \end{cases}$$  \hspace{1cm} (3.4)

For setting up a new lightpath between two nodes in this dynamic topology, the Dijkstra algorithm [54] is applied to find paths between them.

As noted before, using alternate routing will cause congestion to spread in the optical layer. The traditional TRR method [21, 55] can deal with such congestion-spread
problem. We define the alternate lightpath (AL) between node $s$ and $d$ in the optical layer as the path whose length $H^{s,d}$ is larger than $D^{s,d}$. The lightpath whose length is equal to $D^{s,d}$ is absolutely shortest lightpath (ASL). If a connection request uses an AL in the optical layer, then the TRR method will use the dynamic topology as $A^{'}$.

$$a^{'}_{mn} = \begin{cases} 1 & \text{for } \alpha < \omega^{m,n} \leq W \text{ and } m \neq n \\ \infty & \text{otherwise} \end{cases} \quad (3.5)$$

where $\alpha$ is a trunk reservation parameter and chosen integer value of ($\alpha \geq 1$). It may be noted that here $\alpha$ wavelengths will be reserved for absolutely shortest lightpath (ASL). The trunk reservation method will use the Dijkstra algorithm based on dynamic topology $A^{'}$ to calculate a path from node $s$ to $d$ if an AL has to be used. It is noted that a path may be found in $A$ while no path from $s$ to $d$ in $A^{'}$ can be found. The TRR method becomes ASPR method when $\alpha = 0$. The flow chart of TRR method is given in Fig. 3.2.
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A connection request for a path from node $s$ to $d$ arrives at optical layer

Calculate the path based on $A$

If a Path can be found

Yes

if $H^{s,d} > D^{s,d}$

No

Calculate the path based on $A'$

No

If a Path can be found

Yes

The lightpath is established

No

The connection request is blocked

Fig. 3.2 The flow chart of trunk reservation routing method in the optical layer

It is assumed that a lightpath is torn down immediately whenever it is empty and its wavelength links are released. The link state information in the optical layer and IP layer is immediately updated whenever a lightpath is set up or torn down.

3.3.2 Routing in the IP Layer

For this type of routing, consider a new LSP request $r_{i}^{s,d}$ as the $i^{th}$ request between nodes $s$ and $d$ requesting bandwidth $b_{i}^{s,d}$. For this, lightpaths with residual bandwidths larger than or equal to $b_{i}^{s,d}$ are considered to be feasible lightpaths. The feasible
virtual topology in the IP/MPLS layer is represented by the $N \times N$ matrix $V = [v_{mn}]$ whose elements are given by

$$v_{mn} = \begin{cases} \min_{1 \leq q \leq k} H_{q}^{m,n}(b_{i}^{s,d}) & k > 0 \\ \infty & k = 0 \end{cases}$$

(3.6)

Here $k$ is the number of feasible lightpaths from node $m$ to $n$ at time $t$ and $H_{q}^{m,n}(b_{i}^{s,d})$ is the length (number of fiber links) of the $q^{th}$ feasible lightpath (with bandwidth larger than or equal to $b_{i}^{s,d}$) from node $m$ to $n$ at time $t$. This feasible virtual topology $V$ is used to compute the shortest path for a new LSP request where a tie, if any, is resolved in favor of the path with the minimum number of lightpaths. This shortest path is then used as the feasible path (FP) for the LSP request.

It may be noted that an assumption typically made is that a particular traffic flow cannot be split between multiple paths. This has also been assumed in this thesis. Here, once a FP is found, the LSP request is routed on the narrowest, shortest feasible lightpaths as follows. If more than one feasible lightpaths exists between a node pair along the feasible path, the shortest one is chosen and a tie here is resolved in favor of the one with the smallest residual bandwidth. If an LSP request is routed in the network or an LSP request gets terminated, the link state data in the IP/MPLS layer is immediately updated.

### 3.4 Path Inflation Control Policy

In the IP/MPLS layer, there would be two kinds of paths between any node pair $s$ and $d$. We define the absolute shortest path (ASP) as the shortest possible path (in terms
of the number of fiber links) in the original network topology and assume this to be of length \( D^{s,d} \) between nodes \( s \) and \( d \). (One may have multiple ASPs between \( s \) and \( d \) but then these would all be of the same length.) The other paths between \( s \) and \( d \) would be alternate paths (APs) that are longer than the ASP. If a new LSP request needs more bandwidth than what is available on the ASP from \( s \) to \( d \), then it would have to be routed along an AP. Let \( l_i^{s,d} \) be the length of the FP calculated for the LSP request \( r_i^{s,d} \).

As \( l_i^{s,d} \geq D^{s,d} \), it may be seen that as traffic load and this kind of alternate routing increase, the average weighted length of LSPs from node \( s \) to \( d \) will also increase, further increasing the congestion in the network. We propose to measure the degree of congestion from node \( s \) to \( d \) at time \( t \) by a Path Inflation Index (PII) parameter \( L_t^{s,d} \), which is defined as-

\[
L_t^{s,d} = \frac{\sum_i l_i^{s,d} b_i^{s,d} x_{i,t}^{s,d}}{\sum_i b_i^{s,d} x_{i,t}^{s,d}}
\]  

(3.7)

where the variable \( x_{i,t}^{s,d} \) is 1 if \( r_i^{s,d} \) is present in the network at time \( t \), and is 0 otherwise.

It is the average weighted length of LSP from node \( s \) to \( d \) at time \( t \). \( L_t^{s,d} \) is equal to 1 when only ASPs are used for routing between \( s \) and \( d \), but exceeds 1 when APs are also used.

Typically, we would like to allow some alternate routing between \( s \) and \( d \) in order to reduce blocking, as long as the excessive use of APs does not lead to more congestion and blocking for traffic between other node pairs. The proposed PIC policy uses a preset threshold \( \beta (\beta \geq 1) \) to tackle this. New LSP requests between nodes \( s \) and \( d \) are
discouraged from using existing APs if this will make \( L_t^{s,d} > \beta D^{s,d} \). To the extent possible, it would be more desirable in this case to set up and use a new lightpath for the new LSP request between \( s \) and \( d \). It may also be noted that this proposed PIC policy becomes the ILF policy as the value of \( \beta \) goes to infinity.

For the PIC policy proposed here, if \( r_k^{s,d} \) arrives in the network at time \( t \) and a feasible path of length \( l_k^{s,d} \) for it can be found in the current IP topology, then a tentative value for the PII is first calculated as

\[
L_t^{s,d} \text{(new)} = \frac{\sum_l l_i^{s,d} b_l^{i,s,d} + l_k^{s,d} b_k^{s,d}}{\sum_l b_l^{i,s,d} + b_k^{s,d}}
\]

This is used in our proposed PIC policy to route the new LSP request from \( s \) to \( d \) and to decide if a new lightpath is to be set up for this.

In the IP/MPLS over WDM network, we consider two situations in which a lightpath establishment needs to be triggered. The first situation happens when \( L_t^{s,d} > \beta D^{s,d} \). Setting up a lightpath with length restriction of \( \beta D^{s,d} \) and routing the LSP request in the shorter path can avoid the PII value increasing beyond \( \beta D^{s,d} \) and the consequent spreading of congestion. We denote this situation as Situation 1. It may also be noted that if \( l_k^{s,d} \leq \beta D^{s,d} \), then lightpath establishment will not be triggered as Situation 1 cannot arise from routing this LSP request. Taking this into account, the condition of the Situation 1 becomes \((L_t^{s,d} > \beta D^{s,d} \text{ and } l_k^{s,d} > \beta D^{s,d})\). The second situation happens when the IP/MPLS layer does not have enough bandwidth to accommodate a new
LSP request. We denote this situation as *Situation 2*. In this case, to maintain the connectivity of the IP/MPLS layer, a lightpath will have to be set up in the optical layer. It may be noted that an LSP request in this situation will be blocked if such a lightpath cannot be set up.

Based on the combination of different lightpath establishment strategies, we propose three PIC policies. In the PIC 1 policy, we use the ASPR method to calculate lightpaths in both *Situation 1* and *Situation 2*. It is noted that the lightpath in *Situation 1* should be shorter than or equal to $\beta D^{l,d}$, but there is no restriction on the lightpath length in *Situation 2*. In the PIC 2 policy, the optical layer will try to control the congestion spread using the TRR method. If an AL needs to be used in the optical layer, we use the trunk reservation method to calculate a lightpath in both situations. In the PIC 3 policy, we use the ASPR method (relax trunk reservation parameter to 0) for *Situation 2* in PIC 2 policy. This is done considering the importance of maintaining connectivity for the IP/MPLS layer. The flow charts for the three traffic-grooming policies are given in Fig. 3.3, Fig. 3.4 and Fig. 3.5, respectively.
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Fig. 3.3 Flow chart of PIC 1 policy
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Fig. 3.4 Flow chart of PIC 2 policy
3.5 Performance of the Proposed PIC Policy

Fig. 3.5 Flow chart of PIC 3 policy

Fig. 3.6 The NSF network topology
Fig. 3.7 The COST239 network topology

We use simulations to study the performance of our proposed PIC policies. These have been carried out for the typical NSF network with 14 nodes and 21 links shown in Fig. 3.6 and the COST239 network with 11 nodes and 26 links shown in Fig. 3.7. The degree of a node in a graph is the number of edges joined to it. The average node degree in the NSF network and COST239 network are 3 and 4.72 respectively. The average hop distances between nodes in the two topologies are 2.14 and 1.56 respectively. The COST239 network has higher average node degree and shorter average node distance than NSF network. Hence, the NSF network is sparser than COST239 network or, alternatively, the COST239 network is denser than the NSF network. If the average length of lightpath in a network is denoted by $H_p$, the maximum number of lightpaths that can be supported in the network is estimated as by $2FW/H_p$ in [17]. Here, $F$ is the number of links in the network and $W$ is the number of wavelengths in a fibre. So the NSF network can support maximum $\left\lfloor \frac{2 \times 21W}{2.14} \right\rfloor = \left\lfloor 19.63W \right\rfloor$ lightpaths and the COST239 network $\left\lfloor \frac{2 \times 26W}{1.56} \right\rfloor = \left\lfloor 33.33W \right\rfloor$ lightpaths. The COST239 network can accept more
connection requests than the NSF network under the same blocking ratio if every link has the same number of wavelengths. For this reason, we use different traffic intensity to examine different networks. For both networks, we assume that each link has $W = 8$ wavelengths in each direction, and that the capacity of each wavelength is taken to be unity. In this work, we consider that the bandwidths of LSP requests are uniformly distributed in $[0.05, 0.4]$ and the end nodes of LSP requests are randomly selected in the network. For the results reported here, every simulation run has been repeated 10 times with 1,000,000 LSP requests for every run, and results have been averaged. We have also obtained 95% confidence intervals for our results and show them in the figures.

We first examine the effect of the $\beta$ value on the network performance under the PIC 1 policy. The simulation results are given in Fig. 3.8 and Fig. 3.9 for the NSF network and the COST239 network, respectively. Three different traffic loads are used, such that their lowest LSP request-blocking ratios are close to approximately $10^{-2}$, $10^{-3}$ and $10^{-4}$. As expected, it was shown that the COST239 network can accommodate more traffic than the NSF network under the same blocking ratio value. This is because the COST239 network has richer connections and smaller average node distance than the NSF network. Such effect has been studied in [56]. In the NSF network, as $\beta$ increases from 1 with sufficiently high traffic loads, the LSP blocking ratio will first decrease (since more alternate paths may be used) but will subsequently increase (because of increasing congestion from the use of alternate paths). In the COST 239 network, the blocking ratio will continuously increase as $\beta$ increases from the value of 1.
In terms of overall performance over a broad traffic range, the best choice here appears to be $\beta = 1.4$ for the NSF topology and $\beta = 1$ for the COST 239 topology. It seems that the COST239 network is more likely to use ASPs. This is caused by the topology difference between the NSF network and the COST239 network. The congestion will be most likely spread in the network whose average distance is small.

Fig. 3.8 Blocking ratio vs. the $\beta$ value under the PIC 1 in the NSF network

Fig. 3.9 Blocking ratio vs. the $\beta$ value under the PIC 1 in the COST 239 network
The alternate routing in the optical layer may also cause the problem of spreading congestion. We have introduced the trunk reservation method into PIC 1 policy to control congestion in the optical layer[55]. This policy is named as PIC 2 policy. It may be noted that the PIC 2 policy becomes the PIC 1 policy when trunk reservation parameter $\alpha = 0$. The effect of trunk reservation parameter on the network performance under the PIC 2 policy is given in Fig. 3.10 and Fig. 3.11 for NSF and COST239 network respectively. In the PIC 2 policy, the trunk reservation parameter $\alpha$ can be 1, 2, 3, 4, 5, 6, 7 and 8. Here we use the optimum $\beta$ value of 1.4 and 1 for the NSF network and the COST239 network, respectively. It is noted that with $\beta = 1$, both PIC 2 and PIC 1 policies only set up absolutely shortest lightpath in situation 1.

![Graph](image)

Fig. 3.10 Blocking ratio vs. TR parameter $\alpha$ under the PIC 2 in the NSF network
To our surprise, it is found that the PIC 1 policy (PIC 2 policy with $\alpha = 0$) has almost the same blocking performance as the PIC 2 policy ($1 \leq \alpha \leq 8$) when traffic load is heavy, and outperforms the PIC 2 policy ($1 \leq \alpha \leq 8$) significantly when traffic load is light. It is noted that the network restricts the lightpath length in situation 1. Especially for the COST 239 network, the PIC 1 and PIC 2 policies only set up absolutely shortest lightpath in the optical layer in situation 1. This can also avoid long alternate paths and congestion spread. We may conclude that establishing lightpaths in situation 2 is important for maintaining the connectivity of the IP/MPLS layer. The network should establish a lightpath in this case if enough optical resource is available.

To verify our conjecture, we use the ASPR method again (relax the trunk reservation restriction and choose $\alpha = 0$) in the situation 2 to examine the effect of $\alpha$ value on the NSF network performance. So the network uses the TRR method in situation 1 and
ASPR method in situation 2. In this way, the PIC 2 becomes the PIC 3 policy. It is noted that the PIC 3 policy is the same as the PIC 1 policy in the COST239 network if we choose $\beta = 1$. So we only examine the effect of trunk reservation parameter under the PIC 3 policy for the NSF network in Fig. 3.12. It is noted that the PIC 3 policy becomes PIC 1 policy when $\alpha = 0$. The simulation results show that changing the trunk reservation parameter $\alpha$ does not affect the LSP blocking ratio. Based on this observation, we may conclude that NSF network can just choose the absolutely shortest lightpath in situation 1 (the lightpath length restriction in situation 1 becomes $H^{c,d} = D^{c,d}$) and using the ASPR method in situation 2. We name this method as the final PIC policy. The flow chart of the final PIC policy is given in Fig. 3.13.

![Fig. 3.12 Blocking ratio vs. TR parameter $\alpha$ under the PIC 3 in the NSF network](image_url)
In the following, we will use simulation to compare the PIC policy with OHF and OLF policies. We have also obtained 95% confidence intervals for all our results; however, they are so narrow that we omit them from the figures in order to improve readability.
In Fig. 3.14 and Fig. 3.15, we have compared the PIC policy with the previously reported OHF and OLF policies for both the NSF and COST239 networks. The simulation conditions remain the same as before. In the PIC policy, $\beta$ is equal to 1.4 in the NSF network and 1 in the COST239 topology. It is shown that the PIC policy can significantly outperform the other two policies in the COST239 network. In the NSF network...
NSF network, the OLF policy can outperform the PIC policy marginally when the normalized traffic load is bigger than 3.5 Erlangs. When traffic load is heavy, the IP layer needs more bandwidth to carry incoming traffic flows. However, the NSF network has longer average node pair distance than the more richly connected COST239 network. It has been shown that the lightpath blocking probability increases with the number of lightpath hops [64]. Therefore, a lightpath is more likely to be blocked in the NSF network than in the COST239 network. Since the OLF policy triggers a lightpath establishment for every LSP request, it can potentially set up more lightpaths to give a better performance than the PIC policy. However, when traffic load is light, triggering a lightpath establishment for every LSP will use up idle wavelengths in the optical layer very quickly. As the traffic distribution in the IP layer changes, the optical layer may not have enough idle wavelengths to change the virtual topology. It is shown that the OLF policy cannot decrease the LSP request blocking ratio as fast as the PIC policy does when traffic load decreases. Considering its overall performance, the PIC policy is a better choice as far as LSP request blocking is concerned.

![Graph showing LSP request blocking ratio vs. Add/Drop ratio in the NSF network](image)

Fig. 3.16 LSP request blocking ratio vs. Add/Drop ratio in the NSF network
Fibers themselves are often quite abundant in today’s infrastructures[57]. Only their equipment with electrical routers or WDM nodes at the endpoints and corresponding network management systems define the value. Reducing the number of transceivers or add/drop ports is one of the most important aims in traffic grooming. In Fig. 3.16 and Fig. 3.17, we show the impact of the add/drop ratio, $R$, over the network performance under the OHF, OLF and PIC policies. We have shown results here for $\rho = 3.8$ Erlangs in the NSF network and $\rho = 13.6$ Erlangs in the COST239 network. Apart from observing that the PIC policy performs better than the OHF and OLF policies even under these conditions of varying $R$, we also see the same kind of threshold effects as in [10]. The LSP blocking ratio in the NSF network reaches approximately constant values for $R \geq 6/8$, as observed in [10]. In the COST239 network, the LSP blocking ratio reaches an approximately constant value for $R \geq 7/8$. Beyond the threshold value, further increase in $R$ will increase the cost of the node without any significant performance improvement. The COST239 network needs bigger add/drop ratio value than NSF network to achieve the same network performance.
performance when \( R = 1 \). This can be explained as follows. A lightpath connects a transmitter and a receiver. Because the NSF network has larger average distance between any pair of nodes than the COST239 network, a pair of transceivers in the NSF network will consume more wavelength resource than in the COST239 network. So the COST239 network will use more transceivers than the NSF network with the same number of wavelengths.

We have also examined these traffic-grooming policies under an unevenly distributed traffic pattern. For this, we use an \( N \times N \) matrix to describe the non-uniform traffic model. Here \( p_{ij} \) denotes the probability that an LSP request originates from node \( i \) and terminates at node \( j \). When a new LSP request arrives, we use this \( N \times N \) probability matrix \( P = [p_{ij}] \) to determine the source and the destination nodes. The \( p_{ij} \) is given by

\[
p_{ij} = \frac{M_{ij}}{S} \quad (S = \sum_{i=1}^{N} \sum_{j=1}^{N} M_{ij})
\]  

(3.9)

![Graph showing LSP Request Blocking Ratio vs. Normalized Traffic Load per Node (Erlangs)](image)

**Fig. 3.18:** Blocking ratio vs. traffic load for OHF, OLF and PIC policies in the NSF network under the unevenly distributed model
Fig. 3.19: Blocking ratio vs. traffic load for OHF, OLF and PIC policies in the COST239 network under the unevenly distributed model

Here, we let $M_{ij}$ to be uniformly distributed between 1 and 30 and $M_{ij}$ is set to be 0 for $i = j$. We generate 100 traffic matrices and plot the average value for all simulation results. Fig. 3.18 and Fig. 3.19 show a comparison between PIC and the OHF and OLF policies using the NSF and COST239 networks. It is noted that we use the add/drop ratio of $R = 6/8$ for NSF network and $R = 7/8$ for COST239 network. The simulation results show that the PIC policy can still significantly outperform OHF and OLF policies in both NSF and COST239 networks.

3.6 Summary

Alternate routing is a practical traffic-engineering tool for evenly distributing traffic in the network according to the link state. Practical algorithms have been implemented in the real telecommunication systems[58, 59]. As the Internet evolves to a multi-service network, the alternate routing will be employed to optimize the overall network
resource utilization. At this time, alternate routing and its congestion spread effect need to be examined again according to the different characteristic of next generation IP/MPLS over reconfigurable WDM networks. In this chapter, we proposed a path inflation index (PII) to evaluate the congestion level caused by alternate routing in the IP/MPLS layer. A new path inflation control (PIC) policy under the overlay model is proposed to limit the spread of congestion in the network. It set up new lightpaths only when the value of PII is likely to exceed a given threshold. Two typical network topologies, e.g. NSF and COST239 networks, have been examined under different traffic grooming policies. Simulation results show that the proposed PIC policy performs significantly better than the more conventional OHF and OLF policies.
Chapter 4 Priority Enabled Dynamic Traffic Grooming

4.1 Introduction

In a system supporting diverse sources, traffic engineering would have the goal of ensuring different traffic performance objectives for different services [60]. The network manager has to guarantee the Quality of Service (QoS) for certain selected service types when traffic load is high. This may be done either by restricting access to bandwidth, or by giving priority access to one type of traffic over another. Such methods are essential to prevent starvation of low-priority flows, to improve the acceptance probability for the high priority flows, and to prevent performance degradation in case of an overload for the network stability.

In the last few years, providing differentiated service in optical network has attracted a lot of attentions [78]. For QoS requirements, we assume peak rate allocation of bandwidth/flow for the duration of an LSP request (Constant Bit Rate: CBR) though the peak rate itself may vary for the different classes. One of the primary performance issues for the various classes would be their respective LSP Request Blocking Ratios. In [79], the authors proposed a preemption method to provide differentiated blocking ratio for two classes of traffic in IP over WDM networks. With the preemption method, network resource can be fully utilized. The drawback is that this kind of network can not provide QoS assurance for low priority services. Services for low priority users may be terminated at any time. In this chapter, we study the methods to
provide different *LSP Request Blocking Ratios* for different classes of traffic by blocking or rejecting low priority LSP request in the context of IP over WDM networks.

We have studied the congestion-spread problem in Chapter 3 and proposed the Path Inflation Control (PIC) policy. It is shown that the PIC policy can outperform previous One Hop First (OHF) and Optical Layer First (OLF) policy. In this Chapter, the PIC policy approach is further extended to provide higher/lower LSP request blocking ratios, depending on the traffic class.

### 4.2 Congestion-based Differentiated Services

The differentiated services (DiffServ) architecture of [61] has been proposed as a scalable approach to providing differentiated services to different classes of traffic in a network. Instead of giving applications and users absolute service level assurances, the network merely assures that higher classes will get better Quality of Service (QoS) than the lower classes. One approach to providing different LSP blocking ratios for different classes of traffic would be to selectively block lower priority traffic. This would keep additional resources available for the higher priority classes so that they encounter less blocking. Since LSP requests arrive randomly, we require some rationale that must be followed to block traffic from the lower priority classes while allowing those from higher priority ones. Moreover, we need to strike a balance between providing better service (less blocking) while keeping path inflation low – as
otherwise, overall service to other (even higher class) traffic flows would also be severely degraded.

The network and traffic models used here are the same as those in Chapter 3. We group the network traffic into $M$ service classes that are ordered such that Class $i$ gets service which is at least as good as or better than Class $(i+1)$ for $M > i \geq 0$ in terms of the LSP request blocking ratio. The class number of the LSP request $r_{i}^{s,d}$, is the integer value $q_{i}^{s,d} (M \geq q_{i}^{s,d} \geq 0)$. The LSP Request Blocking Ratio for class $k$ traffic in the network is given by

$$P_{b}^{k} = 1 - \frac{\sum_{s} \sum_{d} \sum_{i} b_{i}^{s,d} x_{i}^{s,d} c_{i,k}^{s,d}}{\sum_{s} \sum_{d} \sum_{i} b_{i}^{s,d} c_{i,k}^{s,d}} \quad (4.1)$$

where $c_{i,k}^{s,d} = 1$ if $q_{i}^{s,d} = k$; $c_{i,k}^{s,d} = 0$ otherwise. Here, $x_{i}^{s,d} = 1$ only if $r_{i}^{s,d}$ has been routed in the network while $x_{i}^{s,d} = 0$ if this request was blocked. Note that if we set $c_{i,k}^{s,d} = 1$ for all traffic classes, then (4.1) may be used to compute the overall blocking ratio $P_{b}$ of the network over all classes of traffic.

To illustrate our approach to tackling multi-class traffic grooming problem, consider a situation where the (single-class) PIC policy of chapter 3 is being used to handle an LSP request from node $s$ to $d$. We use $r_{i}^{s,d}$ to denote the $i$th LSP request from node $s$ to $d$ and let $b_{i}^{s,d}$ represent the bandwidth required by this LSP request. In this case, a tentative value of the PII, $L_{t}^{s,d}(\text{new})$, is calculated using (3.8). If using a long LSP will cause the PII value to be greater than the threshold value $\beta D_{i}^{s,d}$, then the system may
try to establish a new lightpath between $s$ and $d$ for the request. However, even here, a new lightpath may not always be established and under some conditions the new LSP may still be set up in the existing IP topology even if it leads to increased path inflation and resultant congestion. When the system would not set up a new lightpath between $s$ and $d$, even though $L_{t}^{s,d}(\text{new}) > \beta D_{s,d}$, we consider two situations, $\pi_1$ and $\pi_2$.

- **Situation $\pi_1$:** a lightpath that is connected by idle transceivers and wavelength links from node $s$ to $d$ exists in the optical layer but its length is greater than $D^{s,d}$.

- **Situation $\pi_2$:** the network does not have enough optical resources, e.g. wavelengths and transceivers, to set up a new lightpath from node $s$ to $d$.

In situation $\pi_1$, in view of the high path inflation value of this new path, the PIC policy decides to continue to route all classes of traffic in the existing IP topology so that the optical resources are not tied up in an inefficient path. For situation $\pi_2$, the optical resource is used up and the IP layer is also congested in the sense that routing the LSP request through it will also require the use of a feasible path which would lead to $L_{t}^{s,d}(\text{new}) > \beta D^{s,d}$. We can then opt to provide differentiated services to traffic by blocking lower priority classes in situation $\pi_2$, while still accepting higher priority traffic classes. For a network consisting of only two priority classes ($Class 0$: High Priority and $Class 1$: Low Priority), we give the corresponding algorithm for this in Fig. 4.1 and refer to this as Algorithm 1, subsequently.

We study Algorithm 1 using simulations on the NSF network with 14 nodes and 21
links and on the COST239 network with 11 nodes and 26 links. For the network
topologies, please refer to Fig. 3.6 and Fig. 3.7. Every link in the network has two
fibers, transmitting in opposite directions, where each fiber has $W = 8$ wavelengths.
The bandwidth of each wavelength is assumed to be unity. For the LSP requests, the
bandwidth is assumed to be uniformly distributed in $[0.05, 0.4]$. The end nodes of a
new LSP request are randomly generated. We use $R = 6/8$ for the NSF network and $R
= 7/8$ for the COST239 network here in correspondence with the priority-less (NP)
system studied earlier in chapter 3. We assume that a new LSP request is chosen to be
of low priority with probability 0.8 and of high priority with probability 0.2; this gives
a 20/80% mix of high/low priorities in the overall traffic. Every simulation run is
repeated ten times with 1,000,000 LSP requests for every run. We have obtained 95% confidence intervals for all our results; however, they are so narrow that we omit them from the figures in order to improve readability.

Fig. 4.2 $\beta$ effect on the blocking performance under Algorithm 1 for NSF network with class 0 = 20% and class1 = 80%

Fig. 4.3 $\beta$ effect on the blocking performance under Algorithm 1 for COST239 network with class 0 = 20% and class1 = 80%
We first examine the effect of $\beta$ on the network performance. The corresponding simulation results are given in Fig. 4.2 and Fig. 4.3. We use $P_b$, $P^0_b$ and $P^1_b$ are the LSP blocking ratios of the overall traffic, Class-0 traffic and Class-1 traffic respectively. A high and a low traffic load are used for each figure. Note that in all the figures, we use “class $i = x\%$” to indicate that class $i$ occupies $x$ percents of the total traffic. Because the COST239 network is denser than the NSF network, we use higher traffic load for COST239 network. This has been explained in chapter 3. The two figures show that Algorithm 1 provides the largest blocking ratio difference when $\beta$ value is close to 1.0. As the value of $\beta$ increases, the blocking ratio difference between the two classes of traffic decreases. Since 80% of the traffic load is of low priority, the value of $P_b$ is close to $P^1_b$, as would be expected. At high traffic loads, the value of $P_b$ is not affected by the value of $\beta$. When traffic load is light, the effect of $\beta$ on the two networks is different. In the NSF network, the $P_b$ value decreases rapidly first until $\beta$ exceeds 1.4 and then starts to increase as $\beta$ increases beyond 1.8, while $P^0_b$ starts to increase as $\beta$ exceeds 1.4. In the COST 239 network, the $P_b$ value decreases slowly at first and then increase slowly while the $P^0_b$ value increase rapidly as $\beta$ increases beyond 1. Based on these observations, we choose $\beta = 1.4$ for the NSF network and $\beta = 1.0$ for the COST239 network in our subsequent studies of networks under varying traffic loads.

Fig. 4.4 and Fig. 4.5 show the LSP request blocking ratio versus the normalized traffic load per node for Algorithm 1 for both the NSF and COST239 networks. We use $R = 6/8$ for NSF network and $R = 7/8$ for COST239 network. For comparison, we also show the LSP blocking ratio $P_b$(PIC-NP) obtained if the original PIC policy with
Fig. 4.4 LSP request blocking performance using Algorithm 1 for NSF network with
\[ \beta = 1.4, \text{ class } 0 = 20\% \text{ and class1 } = 80\% \]

Fig. 4.5 LSP request blocking performance using Algorithm 1 for COST239 network
with \[ \beta = 1, \text{ class } 0 = 20\% \text{ and class1 } = 80\% \].

no priority (PIC-NP) is used in the network. It is shown that the value of \( P_b^1 \) is always
more than an order of magnitude higher than that of \( P_b^0 \). Fig. 4.4 and Fig. 4.5 also
show that while Algorithm 1 can provide differentiated services to the two priority
classes under high traffic loads (without impairing the overall network performance
much) in both topologies, it provides very poor service to the lower priority class and
very poor overall service under light loading. Note that, to some extent, this is caused by the fact that Algorithm 1 always blocks low priority LSP requests in situation \( \pi_2 \), even when the overall traffic load is low and system resources are actually available to satisfy the demands of all traffic classes. Note that since resources are under-utilized at low traffic loads, a good algorithm would be one that will provide low blocking in that case to all classes of traffic. This cannot be solved by changing \( \beta \) as we can see from Fig. 4.2 and Fig. 4.3 that the blocking ratio differences for both the high traffic load and the light traffic load decrease at the same rate when \( \beta \) increases.

We therefore need some additional network measures that can monitor the traffic load and shut down the differentiated services feature when the traffic load is light.

This problem may be solved by an additional mechanism for monitoring network usage. For this, we introduce an Average Path Inflation Index (APII) parameter which is defined for LSP request \( r_{k}^{s,d} \) as

\[
\delta_{k}^{s,d} = \frac{\sum_{i=1}^{k-1} l_{i}^{s,d} b_{i}^{s,d} h_{i}^{s,d} x_{i}^{s,d} + l_{k}^{s,d} b_{k}^{s,d} \bar{h}}{\sum_{i=1}^{k-1} h_{i}^{s,d} b_{i}^{s,d} x_{i}^{s,d} + b_{k}^{s,d} \bar{h}}
\]  

(4.3)

Here \( h_{i}^{s,d} \) denotes the holding time of LSP request \( r_{i}^{s,d} \) up to the time instant \( t \) at which the LSP request \( r_{k}^{s,d} \) arrives. The average holding time \( \bar{h} \) of all LSP requests from \( s \) to \( d \), is used as the expected holding time of the new LSP request \( r_{k}^{s,d} \) (since its actual holding time is unknown). \( l_{i}^{s,d} \) denotes that length of the FP calculated for the LSP request \( r_{k}^{s,d} \). We use the APII to evaluate the path usage of previous \( k-1 \) LSP requests from node \( s \) to \( d \). If the traffic load is light, there is enough available bandwidth from node \( s \) to \( d \). Most of the LSP requests from node \( s \) to \( d \) will use ASPs and the APII
value is close to 1. If the traffic load increases, more and more LSP requests from node s to d have to use the AP to exploit the bandwidth resource in the network to avoid blocking. Therefore, the APII value will also increase. We modify Algorithm 1 so that when a class-1 LSP request faces situation $\pi_2$, the network will choose to route it in the existing IP layer if $\text{APII} \leq \beta_1 D_s^d$ ($\beta_1 \geq 1$). We refer to this as Algorithm 2.

Fig. 4.6 LSP request blocking ratio versus $\beta_1$ value using Algorithm 2 for NSF network with $\beta = 1.4$, class 0 = 20% and class 1 = 80%.

Fig. 4.7 LSP request blocking ratio versus $\beta_1$ value using Algorithm 2 for COST239 network with $\beta = 1$, class 0 = 20% and class 1 = 80%. 
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The effect of using different values of $\beta_1$ on the performance of the network is shown in Fig. 4.6 and Fig. 4.7 for both NSF and COST239 networks. Here, we fix $\beta$ to be 1.4 and 1.0 for the NSF and COST239 networks, respectively. A high and a low traffic load are used for each figure. It can be shown that algorithm 2 would become algorithm 1 if $\beta_1 = 1$. Under the situation $\beta_1 = 1$, a substantial amount of class-1 traffic gets blocked and the QoS difference between the high and low priority classes will be high. As $\beta_1$ increases beyond 1, less and less low priority LSP requests are blocked, and the QoS difference between the two classes decreases. It is also observed that as $\beta_1$ increases, the three blocking ratios of $P_b$, $P_b^0$ and $P_b^L$ converge faster for the light traffic load case than for the high load case in both figures. These results indicate that we may adjust the degree of QoS differentiation between traffic classes by tuning the value of $\beta_1$. Note that while we want to provide differentiated services for the two traffic classes when traffic load is heavy, we also want the network to show good overall performance for all traffic loads, even at low traffic. For Algorithm 2, $\beta_1=1.2$

![Fig. 4.8 LSP Request blocking ratio versus traffic load per node using Algorithm 2 for NSF network with $\beta = 1.4$, $\beta_1 = 1.2$, class 0 = 20% and class 1 = 80%](image-url)
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Fig. 4.9 LSP request blocking ratio versus traffic load per node using Algorithm2 for COST239 Network with $\beta = 1.0, \beta_1 = 1.4$, class 0 = 20% and class1 = 80%

and $\beta_1$=1.4 seems to be a good overall choices for operating the NSF and COST239 networks respectively. We use these subsequently for the study of networks under varying traffic load.

Fig. 4.8 and Fig. 4.9 show the LSP request blocking ratio versus the normalized traffic load per node for Algorithm 2 in both the NSF and COST239 networks. For comparison, we also show the LSP blocking ratio $P_b$ (PIC-NP) obtained if the original PIC policy with no priority (PIC-NP) is used in the network. When $\rho = 6.5$ Erlangs in the NSF network and $\rho = 16.5$ Erlangs in the COST239 network, the value of $P_b^0$ is about 1 order of magnitude smaller than the value of $P_b^1$. When $\rho = 3.5$ Erlangs in the NSF network and $\rho = 13$ Erlangs in the COST239 network, the value of $P_b^0$ is almost the same as the value of $P_b^1$. Both figures show the desirable feature that, unlike Algorithm 1, Algorithm 2 not only provides differentiated services when traffic load is high but also gives significantly low blocking for the lower priority class LSP requests.
and for the overall traffic at low traffic loads. The differentiated service can be disabled when traffic load is light. Note that this happens primarily because, unlike Algorithm 1, Algorithm 2 does not summarily block lower priority LSP requests at low traffic loads when the overall system is lightly loaded anyway and resources are available for all LSP requests.

![Graph showing LSP request blocking ratio versus traffic load per node](image1)

**Fig. 4.10** LSP request blocking ratio versus traffic load per node using Algorithm 2 for NSF network with $\beta = 1.4$, $\beta_1 = 1.2$, class 0 = 50% and class1=50%

![Graph showing LSP request blocking ratio versus traffic load per node](image2)

**Fig. 4.11** LSP Request blocking ratio versus traffic load per node using Algorithm 2 for COST239 Network with $\beta = 1.0$, $\beta_1 = 1.4$, class 0 = 50% and class1 = 50%
In Fig. 4.10 and Fig. 4.11, we change the traffic type mix so that both the traffic classes contribute equal amounts of traffic for both NSF network and COST239 network. The other parameters are the same as in Fig. 4.8 and Fig. 4.9, respectively. To our surprise, we observe similar results. The results show the same trends, as in Fig. 4.8 and Fig. 4.9 respectively, though the results of Fig. 4.10 and Fig. 4.11 are marginally poorer. (This is to be expected given the higher percentage of low priority traffic in the latter case.) This indicates that the proposed Algorithm 2 provides robust performance improvement, even with different mixes of the traffic from the two priority classes.

Fig. 4.12 The flow char of Algorithm 2 with three classes of traffic
It may be noted that our approach can also handle more than two priority classes by decreasing the threshold value of APII as the number of classes increases. This will affect the probability of the new LSP request being accepted in situation $\pi 2$ and will result in different blocking ratios for different traffic classes. As an example, we consider expanding Algorithm 2 from two to three priority classes of traffic. We use two threshold values $\beta_1$ and $\beta_2$ ($\beta_1 > \beta_2$) to determine the acceptance of class-1 and class-2 traffic, respectively. The class-0 traffic has the highest priority. The corresponding flow chart is given in Fig. 4.12.

We have done simulation studies with the three-class traffic model in which we assume that a new LSP request is chosen to be of priority 0 with probability 0.1, of priority 1 with probability 0.2, and of priority 1 with probability 0.7; this gives a 10/20/70% mix of Class 0/ Class 1/ Class 2 traffic in the overall traffic. We choose $\beta_1 = 1.5$ and $\beta_2 = 1.2$ for the NSF network and choose $\beta_1 = 1.5$ and $\beta_2 = 1.4$ for the COST239 network. Fig. 4.13 and Fig. 4.14 show the simulation results. When $\rho = 6.5$ Erlangs in the NSF network and $\rho = 16.5$ Erlangs in the COST239 network, the valued of $P_{b0}$ is about 1 order of magnitude smaller than the valued of $P_{b2}$. The value of $P_{b1}$ is at the middle between the value of $P_{b0}$ and the value of $P_{b2}$. When $\rho = 3.5$ Erlangs in the NSF network and $\rho = 13$ Erlangs in the COST239 network, the value of $P_{b0}$, $P_{b1}$, $P_{b2}$ are almost the same. The network can not only provide differentiated services for three classes traffic when the traffic load is high but also gives good performance for the overall traffic when the traffic load is light.
Fig. 4.13 LSP request blocking ratio versus traffic load per node using Algorithm 2 for NSF network with \( \beta = 1.4, \ \beta_1 = 1.5, \ \beta_2 = 1.2 \), class 0 = 10\%, class 1 = 20\% and class 2 = 70\%.

Fig. 4.14 LSP Request blocking ratio versus traffic load per node using Algorithm 2 for COST239 network with \( \beta = 1.0, \ \beta_1 = 1.5, \ \beta_2 = 1.4 \), class 0 = 10\%, class 1 = 20\%, and class 2 = 70\%.

Note that the APII computation using (4.3) actually uses all the past LSP routing data to evaluate this parameter. However, this is not a good computational strategy, as it...
tends to take into account the routing information regardless of its age. For this, a more adaptive strategy will be to ignore older routing data while using the more current ones. We do this by using an integer window parameter $\omega$ in (4.3), which forces the APII computation to ignore the effect of older LSPs. (Other similar approaches, such as using lower weights for older routing information along with the windowing approach, are also possible and perform similarly.)

$$\delta_{k,\omega}^{s,d} = \frac{\sum_{i=k-\omega}^{k-1} l_{i}^{s,d} b_{i}^{s,d} h_{i}^{s,d} x_{i}^{s,d} + l_{k}^{s,d} b_{k}^{s,d} \bar{h}}{\sum_{i=k-\omega}^{k-1} b_{i}^{s,d} h_{i}^{s,d} x_{i}^{s,d} + b_{k}^{s,d} \bar{h}}, \quad (\omega \geq 1) \quad (4.3)$$

Using this modified APII gives us Algorithm 3. Note that, Algorithms 3 and 2 are the same for $\omega = k-1$. For $\omega$ smaller than $k-1$, the routing information and bandwidth value of LSPs with index smaller than $k-\omega$ (i.e. earlier LSPs) will not affect the APII calculations as given by (4.3). It is evident that the network will adapt to traffic load fluctuations faster if smaller values of $\omega$ are used. However, the trade-off in this case is that for smaller $\omega$ it would be more difficult to accurately evaluate network usage.

Here, we still use the two-class traffic model with a 20/80% mix of high/low priorities. In our simulation studies, we chose $\omega = 16$ (i.e. the routing information of only the latest 15 LSPs are used) for both network topologies and choose $\beta_1 = 1.6$ and $\beta_1 = 1.2$, respectively, for NSF network and COST239 network as illustrative values.

Fig. 4.15 and Fig. 4.16 compare the performance of Algorithms 1 and 3 when a dynamically fluctuating traffic load is offered to both NSF and COST239 network.
Fig. 4.15 Comparative blocking performance for Algorithm 1 (A1) and Algorithm 3 (A3) for NSF network with $\beta = 1.4$, $\beta_1 = 1.6$ and $\omega = 16$

Fig. 4.16 Comparative blocking performance for Algorithm 1 (A1) and Algorithm 3 (A3) for COST239 network with $\beta = 1.0$, $\beta_1 = 1.2$ and $\omega = 16$

respectively. In this case, the dynamic conditions are simulated by keeping the average holding time of LSP requests fixed but changing the arrival rate after every
40,000 LSP request arrivals; for each time interval, the corresponding offered traffic load is shown on the upper x-axis of both Fig. 4.15 and Fig. 4.16. Note that while both Algorithms 1 and 3 show that they can adapt to traffic fluctuations, the performance of Algorithm 3 is much better overall. When the number of requests is between 50000 to 80000, the difference between the value of $P_{b}^0$ and $P_{b}^1$ is about 1.5 orders of magnitude under the algorithm 1 and about 0.5 orders of magnitude under the algorithm 3. Algorithm 3 blocks class-1 traffic much less than Algorithm 1 at low traffic loads (i.e. 3.5 Erlangs for NSF network and 13 Erlangs for COST239 network). However, this happens at the cost of an increase in the blocking for the class 0 traffic when traffic load is heavy. It is also noted that the network performance may be “tuned” by choosing the value of $\beta_1$ and $\omega$ to suit the performance objective one has in mind. These parameters may depend on the pricing and traffic models used in a real network and the source models used for the different classes of traffic. This would also control the extent of service differentiation that may be obtained between the various classes. For example, a small $\beta_1$ value will be chosen if the high priority users contribute most of the revenue.

### 4.3 Summary

In this study, we discussed methods to provide differentiated LSP request blocking ratios for different priority traffic in the dynamic traffic grooming networks. Based on the understanding of the congestion-spread problem in chapter 3, we extend the path inflation control (PIC) strategy to handle networks and service scenarios with traffic of different priority classes where differentiated services have to be provided. We have proposed 3 algorithms for doing this and have studied their performance by
simulation networks, e.g. NSF and COST239 networks. In this study, the main idea is to block a low priority LSP request if accepting it will cause the valued of PII to exceed a given threshold but there is no enough optical resource for setting up a lightpath for the congested link. This method is named as Algorithm 1. The simulation results show that the network with Algorithm 1 can provide differentiated service. It is noted that the network has enough bandwidth and all traffic demands can be accepted when traffic load is light. However, the network under Algorithm 1 cannot adapt itself to the light traffic case and result high blocking ratio for overall traffic. We propose the APII index to monitor the traffic load in the network and decide whether or not to accept a low priority LSP request when the value of PII will increase beyond a threshold value. With this, Algorithm 1 becomes Algorithm 2. The simulation results show that the network with Algorithm 2 not only provides differentiated services when traffic load is high but also gives significantly low blocking for the lower priority class LSP requests and for the overall traffic at low traffic loads. The algorithm 2 has also been extended to provide differentiated service for more than two classes of traffic. To cope with the fluctuation traffic in the network, the APII is modified and only recent several LSPs are used to calculate the value of APII. The algorithm 3 with the new APII index was found to work well under dynamically fluctuating traffic loads.
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5.1 Introduction

Even though the overlay model is simpler and more feasible to implement with current technology than the peer model as discussed in Chapter 2, it was shown that the overlay model has lower efficiency than the peer model[38]. This is because, in the peer model, the spare capacity in the IP/MPLS layer and the free wavelengths in the optical layer are considered jointly to find a shortest route. However, in the overlay model, routing instances in the IP/MPLS layer are independent of that in the optical layer. The IP/MPLS layer in the overlay model has to figure out how to trigger a lightpath establishment without knowing the optical layer topology information. All of the existing traffic grooming policies under the overlay model, e.g. the IP Layer First (ILF) [10], OLF, OHF and PIC policies, only request one lightpath establishment from source node to the destination node of an LSP request.

Consider an example in Fig. 5.1 which shows a three node IP/MPLS over WDM network. In the optical layer, each link has two wavelengths transmitting in opposite directions. The dashed arrows denote the occupied wavelengths that provide bandwidth for the IP/MPLS layer. The solid arrow denotes the presence of idle
wavelength on the link. In Fig. 5.1, there is only one idle wavelength from OXC B to C in the optical layer. When an LSP request \( r_{ac} \) arrives from LSR \( a \) to \( c \) and demands bandwidth \( b \), only link a-b in the IP/MPLS layer has enough available bandwidth for \( r_{ac} \). This implies that a new lightpath needs to be set up from LSR \( a \) to \( c \) in all the policies, i.e. the OHF, OLF and ILF policies and the PIC policy proposed by us earlier. As there are not enough wavelengths in the optical layer for setting up a lightpath from LSR \( a \) to \( c \), the LSP request \( r_{ac} \) will get blocked under all of these policies (ILF, OHF, OLF and PIC). In order to effectively combine the two-layer topology information for greater efficiency, we can choose to set up a lightpath from node \( b \) to \( c \) so that a two-hop LSP a-b-c from node \( a \) to \( c \) can then be established in the IP/MPLS layer. This would not be feasible to do under the ILF, OHF, OLF and PIC policies as the IP/MPLS layer in the overlay model cannot see the topology details of the optical layer but can only ask for a lightpath to be established between the source-
destination nodes. If we can exploit the topology information in the IP/MPLS and generate appropriate lightpath requests, we may further decrease the LSP request blocking ratio in situations like that of Fig. 5.1. In this work, we consider extracting some useful topology information in the IP/MPLS layer for the smart triggering lightpath establishment to further decrease the LSP blocking ratio in the IP/MPLS over WDM networks under the overlay model.

For this, we introduce the saturated cut (SC) [22] method into the traffic grooming policies proposed by us earlier. This further improves the chances of lightpath establishment (thereby reducing LSP request blocking ratio) while still allowing the network resources to be efficiently used. The rest of this chapter is organized as follows. The key ideas of the saturated cut (SC) method are introduced in Section 2. The application details of the SC methods in the PIC policy are given in Section 3. In Section 4, the PIC policies with/without SC methods are studied and compared using simulation networks. The time complexity of the PIC policy and the PIC policy with the SC methods are given in Section 5. The heuristic partial saturated cut (PSC) methods are proposed and the simulation results are shown in section 6. In section 7, the conclusion is given.

5.2 The Saturated Cut Method

The saturated cut (SC) method is an efficient method for designing electronic information networks [22]. It seeks to identify a partition (or cut) of the nodes of the network into two sets $X$ and $X$ such that the links joining $X$ and $X$ are highly utilized. If a SC exists between $X$ and $X$, then it seems plausible that adding a link between a
node in $X$ and a node in $X$ will help reduce the high level of utilization across the cut.

It may be noted that this is a general methodology for network topology design. For a specific problem, the details of the method would need to be appropriately formulated such that the problem’s specific features are best exploited[62].

![Diagram of Networking Topologies](image)

**Fig. 5.2 Saturated cut in the IP/MPLS over WDM network**

If we consider the utilization level of a link in the IP/MPLS layer as the occupied bandwidth of the link, setting up a lightpath for the SC may reduce the overall blocking ratio. This is because available bandwidth across a SC is less than the available bandwidth across the other cuts in the network and the connection requests which travel across the SC will be more likely to be blocked. If we consider the path length in the IP/MPLS layer as the utilization level, setting up a shortest lightpath for the SC may reduce the average node distance of the IP/MPLS network and increase the routing efficiency. In the following, we introduce methods to find two kinds of SCs in the IP/MPLS layer and choose to set up a shortest lightpath for the SCs under the PIC policy.
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5.3 Applying SC method

In this chapter, we use the same routing method in the IP/MPLS and optical layers as in the chapter 3. The feasible topology $V$ in the IP/MPLS layer consists of LSRs and the feasible lightpaths whose available bandwidth is greater than or equal to the bandwidth of the newly arrived LSP request. A shortest path found in $V$ for the LSP request is called the feasible path (FP). The dynamic topology $A$ of the optical layer consists of the idle wavelengths and the OXCs. The methods to find the feasible topology $V$ and dynamic topology of $A$ are given in Chapter 3.

The PIC policy defines a Path Inflation Index (PII) between two nodes to evaluate the congestion degree (i.e. the inflation augmentation) in the IP/MPLS network [63]. When a new LSP request $r_{k}^{s,d}$ arrives at time $t$ and a FP in the IP/MPLS network with length $l_{k}^{s,d}$ is found for it, the tentative PII is calculated using (3.8) as in chapter 3. If $l_{k}^{s,d} < \beta D^{s,d}$ or $(l_{k}^{s,d} > \beta D^{s,d} \text{ and } L_{t}^{s,d}(\text{new}) \leq \beta D^{s,d}) \ (\beta \geq 1)$, the LSP request is routed using the FP. If $l_{k}^{s,d} > \beta D^{s,d} \text{ and } L_{t}^{s,d}(\text{new}) > \beta D^{s,d} \ (\beta \geq 1)$, the PIC policy prefers to avoid the current FP path for $r_{k}^{s,d}$ so as to limit the spread of congestion caused by long path routing. Here, $D^{s,d}$ is the hop distance between node $s$ and $d$ in the physical topology. Instead, it tries to set up a new lightpath directly from $s$ to $d$ with length $H^{s,d} \leq D^{s,d}$ to reduce the congestion in the network; otherwise, it routes the LSP request in the IP/MPLS layer. As a result, an LSP request will not be blocked in PIC policy if a FP is found. If a FP cannot be found, a connection request will be transferred to the optical layer for setting up a lightpath from node $s$ to $d$. If a lightpath can not be set up, the LSP request will be blocked. The acceptance of such lightpath will decide the
acceptance of the LSP request. The PIC policy to route the LSP request and decide whether or not to set up a new lightpath from $s$ to $d$ is then given in Fig. 5.3.

Fig. 5.3 The illustration of situation A and situation B in the flow chart for the PIC Policy

We define two kinds of SCs under the PIC policy. For the first kind of the SC, we use availability of feasible lightpaths between nodes to evaluate the usage degree of links. The first kind of the SC is detected between node $s$ and $d$ when a FP for LSP request $r_{i}^{s,d}$ cannot be found in the IP/MPLS layer. We call this situation A (SA) as shown in
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Fig. 5.3. The distance from node \( i \) to \( j \) in feasible topology \( V \) is denoted by \( l(i, j) \). If \( i = j \), \( l(i, j) = 0 \); if there is no FP from node \( i \) to \( j \), \( l(i, j) = \infty \). Therefore, the *source island* is denoted by \( X_1 = \{ j \mid l(s, j) < \infty \} \). It is a node set consisting of node \( s \) and the nodes in \( V \) that can be reached from \( s \). The *destination island* is denoted by \( X_1 = \{ i \mid l(i, d) < \infty \} \). This is the node set consisting of node \( d \) and the nodes in \( V \) that can reach node \( d \). These source and destination islands may be found using the breadth-first algorithm or Dijkstra algorithm[54]. Clearly, \( X_1 \cap X_1 = \emptyset \). We call the cut \((X_1, X_1)\) as the first kind of SC for the LSP request \( r_{i_s,d}^{s,d} \) in the virtual topology. If a new lightpath is now set up from \( X_1 \) to \( X_1 \), then we will once again have a FP from \( s \) to \( d \) in the IP/MPLS layer. The optical layer calculates this by finding the shortest paths from each node in \( X_1 \) to each node in \( X_1 \) and choosing the shortest one and the tie is randomly broken. We subsequently refer to this method as the *Full SC Method 1* (FSC1).

For the second kind of the SC, we use the distance of a node pair in \( V \) to evaluate the path usage degree between node pairs. We denote by \( l(i, j) \) the distance from node \( i \) to \( j \) in the feasible topology \( V \). If a FP can be found, \((L_{i}^{s,d}(\text{new}) > \beta D_{s,d}^{i_s,d})\) and \((l_{k}^{s,d} > \beta D_{s,d}^{i_s,d})\), we refer to this as situation \( B \) as shown in Fig. 5.3. In situation \( B \), we use the following method to find the source and destination islands for the second kind of the SC. The distance from node \( s \) to other nodes and the distance from other nodes to the node \( d \) in \( V \) can be calculated by using the Dijkstra algorithm [54] twice. If \( l(s, i) \leq \beta D(s, i) \), we include node \( i \) in the source island \( X_2 \). If \( l(j, d) \leq \beta D(j,d) \), we include node \( j \) in the destination island \( X_2 \). After the set \( X_2 \) and \( X_2 \) have been generated, there
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may be some nodes belonging to the intersection of $X_2$ and $X_2$. To satisfy the condition $X_2 \cap X_2 = \emptyset$. We deal with the node $k \in X_1 \cap X_2$ as follows

if $l(s, k) < l(k, d)$, delete node $k$ in $X_2$.
else
  If $l(s, k) > l(k, d)$, delete node $k$ in $X_2$.
else
  If $l(s, k) = l(k, d)$, delete node $k$ in either $X_2$ or $X_2$ randomly.

After the islands are determined, this island information is transferred to the optical layer through the user network interface (UNI). If $H_{ij}$ denotes the length of a lightpath that connects $X_2$ and $X_2$, we use following method to decide whether or not to set up the lightpath. The new distance from $s$ to $d$ in the IP/MPLS layer is denoted by $(l(s, i) + H_{ij} + l(j, d))$. If $\min_{i,j} (l(s,i) + H_{i-j} + l(j,d)) \leq \beta \Delta s, d \leq \beta s, d$, the shortest lightpath from node $i$ to $j$ will be set up and the LSP request will be routed in the new virtual topology; otherwise, the LSP request gets routed in the existing virtual topology as before. In order to get the best possible performance that can be obtained in this fashion, we propose the Full SC Method 2 (FSC2) in which we not only set up a lightpath for the first kind of SC but also for the second kind of SC.

5.4 Time Complexity of the PIC policy with the Saturated cut method.

In the original PIC policy, the network first uses a Dijkstra algorithm to calculate a FP for an LSP request. Subsequently, the network chooses whether to set up a new lightpath or not for accepting the LSP request. Three different situations may be encountered in the process of routing a new LSP request. In situation 1, the FP can not be found and a lightpath needs to be set up from node $s$ to $d$ in the optical layer. The LSP request is then routed in the new lightpath. The PIC policy needs to execute the
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Dijkstra algorithm twice for routing the LSP request. In situation 2, the FP can be found but $L_i^{s,d} > \beta D^{s,d}$ because $l_i^{s,d} > \beta D^{s,d}$. The PIC policy needs to calculate the value of PII and calculate a lightpath from node $s$ to $d$ after finding the FP. In situation 3, if FP can be found and $L_i^{s,d} \leq \beta D^{s,d}$, or $l_i^{s,d} < \beta D^{s,d}$, the LSP request is routed in the existing IP/MPLS layer. Therefore, situation 2 would be the computationally worst case scenario where the PIC policy has to calculate the value of PII and use the Dijkstra algorithms twice to calculate the FP and the lightpaths. In a capacitated network, we denoted by $M_{s,d}$ the maximum flow that can be send from node $s$ to node $d$. The node degree of node $i$ is denoted by $\psi_i$. So $M_{s,d} \leq \min\{\psi_s,\psi_d\}$. So the maximum flow in the network is $M \leq \max\{\psi_i\}$. If the maximum flow in the network is $M$ and the minimum bandwidth of an LSP request is $B_{\text{min}}$, then a maximum of $\zeta = \left\lceil \frac{M}{B_{\text{min}}} \right\rceil \leq \left\lceil \min_i (\psi_i) / B_{\text{min}} \right\rceil$ LSP requests need to be counted for calculating the PII between a node pair in the network. This implies that calculating a PII would be done in $O(\zeta)$ time. Since the time complexity of Dijkstra algorithm is $O(N^2)$ [54], the running time of original PIC policy is in $O(N^2 + \zeta) \leq O(N^2 + \left\lceil \min_i (\psi_i) / B_{\text{min}} \right\rceil)$.

Generally, the value of $\min_i (\psi_i)$ will not increase at the same rate as the value of $N$, so the running time of original PIC policy is in $O(N^2 + \left\lceil \min_i (\psi_i) / B_{\text{min}} \right\rceil) = O(N^2)$ time.

Compared with the original PIC policy (which only requests a lightpath from source node $s$ to the destination node $d$ of an LSP request), the saturated cut method can
choose to set up the shortest lightpath from the source island to the destination island. The optical layer calculates this by finding the shortest paths from each node in $X$ to each node in $X$ and choosing the shortest one to connect $X$ and $X$. We use the breadth-first[54] and Dijkstra algorithms[54] twice, respectively, to find the islands of the first kind and of the second kind for the saturated cut method. The running time of the breadth-first algorithm is $O(N+E)[54]$. In the worst case, $(N/2)^2$ lightpaths need to be calculated between two islands and their lengths are compared for finding the shortest one. Thus, the time complexity of the FSC1 and FSC2 method is dominated by $(N/2)^2$ times the running time of a Dijkstra algorithm. Therefore, a lightpath can be calculated in $O(N^4)$ time for both the FSC1 method and the FSC2 method. The running time of the PIC policy with FSC1 or FSC2 method is also in $O(N^4)$ time, which may be too high to be suitable for online traffic grooming. With this problem in mind, we propose a heuristic modification for the SC method in order to reduce the running time. This is given next.

### 5.5 Partial Saturated Cut Method

In order to substantially reduce the running time of the SC method, we present a heuristic algorithm to set up a lightpath between $X$ and $X$. Since this heuristic algorithm calculates lightpaths for only a few node pairs (rather than all the node pairs as done for the full SC), we refer to it as a **Partial SC Method** (PSC). It may be noted that for a given network, its physical topology would be fixed, and hence the shortest distance between any two nodes can be pre-calculated.
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For the first kind of saturated cut, the network orders the node pairs in a queue according to the distance between them. For the second kind of saturated cut, the network orders the node pairs in the queue according to the value of \((l(s, i) + D^j + l(j, d))\) \((i \in X_1, j \in X_2)\). Instead of calculating all paths between every node pair in the optical layer, we choose to calculate only limited lightpaths for the \(S\) node pairs at the head of the queue. (If there is only one node pair \((s, d)\), we only calculate one lightpath from node \(s\) to \(d\).) With this modification, the FSC1 and FSC2 methods become the PSC1 and PSC2 methods, respectively. If the PIC 1 and PIC 2 methods with small \(S\) value can achieve almost the same performance of the FSC1 and FSC2 methods, the algorithm complexity can be decreased from \(O(N^4)\) to \(O(N^2)\). We will study this using simulation in the next section.

5.6 Simulation Results

We have used simulations to study the performance of our proposed PIC policy where the SC approach proposed in the earlier section has been applied. These have been carried out for the typical NSF topology with 14 nodes and 21 links and the COST239 topology with 11 nodes and 26 links as shown in Fig. 3.8 and Fig. 3.9, respectively.

The average node degree in the NSF topology and COST239 topology are 3 and 4.72 respectively. The average fibre-hop distances between nodes in the two topologies are 2.14 and 1.56 respectively. Consequently, we can see that the COST239 topology has a higher average node degree and a shorter average node distance than the NSF topology, i.e. the NSF topology is “sparser” than the COST239 topology or, alternatively, that the COST239 topology is “denser” than NSF topology. In this chapter, we use the same network and traffic model given in Chapter 3. For both
topologies, we assume each link to have $W = 8$ wavelengths in each direction where the capacity of each wavelength is taken to be unity. The bandwidths of the LSP requests are assumed to be uniformly distributed in $[0.05, 0.4]$. The number of transceivers is equal to the number of add/drop ports at each node. Since this determines the main cost of the node, it would be important to keep the total number of transmitters and receivers low in order to do traffic grooming economically in IP/MPLS over WDM networks. As a measure of this, we use the Add/Drop Ratio $R$ which has been defined earlier in (3.3). For the results reported here, every simulation run has been repeated 10 times with 1,000,000 LSP requests for every run, and results have been averaged. We have also obtained 95% confidence intervals for our results and have indicated them in the figures given.

We first examine the effect of $\beta$ on the network performance under a uniformly distributed traffic model. The normalized traffic load per node and LSP request blocking ratio are denoted by $\rho$ and $P_b$. (These parameters have been defined earlier in Chapter 3.) To show illustrative results, we choose three different values of $\rho$ such that the LSP request blocking ratio under the PIC policy with FSC1 method are approximately $10^{-2}$, $10^{-3}$ and $10^{-4}$ for these values.

Fig. 5.4 and Fig. 5.5 show the simulation results of the NSF network and COST239 network respectively. In each figure, we examine both the PIC policy with the FSC1 method and the PIC policy with the FSC2 method. Here, we use $P_b$ to represent the LSP request blocking ratio. For the NSF network, Fig. 5.4 shows that the network-blocking ratio starts to increase as the $\beta$ value increases beyond 1.4 and 1.0
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Fig. 5.4 LSP request blocking ratio vs. the value of $\beta$ under the PIC policy, the PIC with the FSC1 method and the PIC with the FSC2 method in the NSF topology

Fig. 5.5 LSP request blocking ratio vs. the value of $\beta$ under the PIC policy, the PIC with the FSC1 method and the PIC with the FSC2 method in the COST239 topology respectively for FSC1 and FSC2 methods. For the COST239 network, Fig. 5.5 shows the network blocking ratio starts to increase as soon as the value of $\beta$ increases beyond 1 for both FSC1 and FSC2 method. It is noted that the PIC policy will become the ILF policy when $\beta = \infty$. The FSC2 method clearly outperforms the FSC 1 method in all cases and choosing $\beta = 1$ appears to be a good choice for the both networks under
both the FSC1 and FSC2 methods. When $\beta = 1$, the PIC policy will trigger a lightpath establishment whenever an ASP cannot be found in IP/MPLS layer. In this situation, the network manager does not need to calculate PII. We call it as the Absolutely Shortest Path First (ASPF) policy. The flow chart of the ASPF policy with the FSC 2 method is given in Fig. 5.6. We also give results on using this ASPF policy with both the FSC1 and FSC2 methods in the NSF and COST239 networks.

Fig. 5.6 Flow chart of absolutely shortest path first (ASPF) policy with the FSC 2 method
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In Fig. 5.7 and Fig. 5.8, we have compared the three traffic grooming policies, i.e., the PIC policy, the ASPF policy with the FSC1 method and the ASPF policy with the FSC2 method, for the NSF and COST 239 networks, respectively. As shown in chapter 3, the NSF network and the COST239 network achieve good blocking

Fig. 5.7 Blocking performance with different traffic grooming policies in the NSF topology

Fig. 5.8 Blocking performance with different traffic grooming policies in the COST239 topology
performance with $\beta = 1.4$ and $\beta = 1.0$ respectively. We, therefore, continue to use these values for the NSF network and the COSR239 network simulations reported here. It may be noted that when $\beta = 1.0$, the PIC policy becomes the ASPF policy. As expected, the FSC1 and FSC2 methods lead to less blocking than the original PIC policy in both networks. This is because the FSC1 method can enhance the lightpath establishment capability by calculating lightpaths between two islands rather than two nodes in situation A. Besides enhancing the lightpath establishment capability in situation 1, the FSC2 method can provide more choices for setting up shorter lightpaths in situation B so as to prevent the spread of congestion in the IP/MPLS layer. This further reduces the LSP request blocking ratio.

It was also noticed that both the FSC1 and FSC2 methods are more effective at improving the blocking performance of the NSF network than that of the COST239 network. This is because the NSF topology is sparser than the COST239 topology. When a new connection request arrives in the optical layer, there will be fewer paths in the NSF network than in the COST239 network under the PIC policy. The SC method will increase the lightpath establishing choices more in the NSF network than in the COST239 network.

The number of transceivers is equal to the number of add/drop ports at each node. Since this determines the main cost of the node, it would be important to keep the total number of transmitters and receivers low in order to do traffic grooming economically in IP/MPLS over WDM networks. In Fig. 5.9 and Fig. 5.10, we show the impact of the add/drop ratio on performance for the NSF and COST239 networks.
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Fig. 5.9 Blocking performance with varying Add/Drop Ratios in NSF network

Fig. 5.10 Blocking performance with varying Add/Drop Ratios in COST239 network

under different traffic grooming policies. We observe that for low values of $R$, performance is virtually the same for systems under different traffic grooming policies. As the $R$ value increases further, we can still decrease $P_b$, but a threshold for this is reached for $R \geq 6/8$ and $R \geq 7/8$ respectively in the NSF network and the COST239 network. This implies that there is little or no advantage in incurring higher
implementation costs beyond this threshold value of $R$. The COST239 network needs bigger add/drop ratio value than the NSF network to achieve the same network performance when $R = 1$. This can be explained as follows. Because the COST239 network has smaller average node pair distance than the NSF network, the IP/MPLS layer in the COST239 network will request more one-fibre-hop connections than in NSF network. The optical layer in the COST239 network will set up more one-fibre-hop lightpaths and use more transceivers than the NSF network. In the rest of the paper, we will use $R = 6/8$ for the NSF network and $R=7/8$ for the COST239 network.

Although FSC1 and FSC2 methods can improve the network performance significantly for the NSF network, its high complexity of $O(N^4)$ prevents it from being applying in real system. In Fig. 11, we have examined the effect of $S$ value in the ASPF method with PSC1 and PSC2 methods in the NSF network. The add/drop ratio is equal to 6/8.

![Graph](image)

**Fig. 5.11** The effect of the number of node pairs under the ASPF policy with the PSC1 method and the PSC2 method
Here, we choose two traffic loads such that the lowest LSP request blocking ratio is around $10^{-3}$ and $10^{-4}$. It is noted that the network performance can be improved by PSC1 and PSC2 method even if we just use $S=1$ (i.e. with one node pair) compared to the original PIC policy. This is because, with the SC method, the optical layer can choose a shorter lightpath (between the islands) than the lightpath between the end nodes of the LSP request. This will save on the wavelengths and will improve the success rate for setting up lightpaths because short lightpaths will encounter less blocking than long lightpaths [64, 65]. The LSP request-blocking ratio reaches approximately constant values for $S \geq 3$ for both PSC1 and PSC2 methods. (It may be noted that there are a maximum of 49 lightpaths that cross the saturated cut.) Increasing $S$ beyond this value increases the algorithm complexity without significantly improving its performance. If we choose $S = 3$, the PSC method needs to run the Dijkstra algorithms only three times to calculate lightpaths, and then chooses the shorter one to connect $X$ and $X$. Hence, the running time of the PSC1 and PSC2 method would only be $O(N^2)$, not $O(N^4)$.

5.7 Summary

To decrease the blocking ratio and maximize the revenue are the most important tasks for the network manager. In this chapter, we have applied the saturated cut (SC) method to the PIC traffic grooming policy for further decreasing the LSP request-blocking ratio. The SC method can exploit the IP/MPLS layer topology information and provide more than one choice for setting up a lightpath in the optical layer. On comparison, the previously proposed traffic grooming policy just set up a lightpath directly between the end nodes of a new LSP request. This may decrease the lightpath
blocking ratio, and further improve the overall network performance. Two kinds of SCs have been defined in this chapter. The first kind of SC happens when there is not enough bandwidth to connect the end nodes of a new LSP request. The second kind of SC happens when the path for the new LSP request is too long. We have used simulations to study the efficiency of the SC methods under different conditions and for two different networks. For the sparse NSF network, the simulation results show that the SC method can improve the LSP request blocking ratio by an order of magnitude or more. For the dense COST239 network, the optical layer already has a lot of alternate path choices available to it. Therefore, applying the SC method in the COST239 network does not improve network performance as much as in the case of the NSF network. Finally, heuristic modifications (partial SC methods) have been presented which provide almost the same level of performance as the full SC methods but with much lower computational complexity.
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6.1 Introduction

The increasing popularity of multicast services such as Internet Protocol television (IPTV), video conferencing, distance learning and multi-player on-line gaming is expected to be a major contributor to the growth in Internet traffic demand. These services and applications are quite demanding in the bandwidth and service quality that they require (i.e. the assurance of bandwidth availability during the life of a particular service scenario). They are also inherently applications that require the simultaneous transmission of information from one source to multiple destinations. Multicasting will be efficient in these applications as it would eliminate the need for the source to send an individual copy of the information to each destination. As optical switching technology advances, the optical network will not only provide lightpath connections but can also set up light trees [66] by splitting light power appropriately. Since IP/MPLS multicast functions have already been implemented in routers, two different multicast traffic-grooming methods are feasible. One is to groom the IP/MPLS multicast requests into the unicast WDM network. The other is to groom the IP/MPLS multicast requests into the multicast WDM network. Optical multicasting [67], [68] avoids burdening nodes with the task of copying data electrically. Aggregating sub-wavelength multicast requests into light trees has attracted increasing research interests [69, 70]. However, finding a good aggregated tree for a variety of multicast services is still difficult as different multicast services
will generally not have the same user group [71]. In that case, if the aggregated tree covers all the terminal nodes of all these multicast requests, then some of the tree leaves would not be terminal nodes of some of the multicast requests. This implies that the data packet from the source will “leak” to these unrelated tree leaves, leading to wastage of bandwidth. On the other hand, if an aggregated tree only covers the intersection of several multicast requests, then some multicast requests will be forced to use other unicast paths in the lower layer to complete the required service. In addition, we also need to account for the requirement that a big light tree will require a large number of multicast requests to be aggregated into itself for efficient usage.

The work reported in this chapter deals with dynamic multicast traffic grooming in IP/MPLS over mesh, unicast, WDM networks. We use bandwidth guaranteed label switched paths (LSP) in the IP/MPLS layer. The application scenarios considered are ones where multicast connection requests with different bandwidth requirements arrive and leave randomly. Based on the relationship between the control planes of the IP/MPLS and optical layers, the architecture of IP/MPLS over optical networks can be classified into either the overlay or the peer model [40]. We consider the overlay model here for it is simpler and more feasible for current implementation, as explained in Chapter 3. In Section 6.2, we present the network and traffic models that are considered. Section 6.3 describes our proposed routing methods in the IP and optical layers. Simulation studies are conducted to evaluate the performance of the proposed methods and the results are reported and discussed in Section 6.4. Section 6.5 concludes the chapter.
Chapter 6  Dynamic Multicast Traffic Grooming in IP/MPLS over WDM Networks

6.2 Network and Traffic Models

In the optical layer, the physical topology $G(V, E_p)$ is the interconnection of fibers and optical cross connects (OXC) where $V$ is the set of $N$ network nodes and $E_p$ is the set of $F$ fiber links. Each link is assumed to be of unit length and has $W$ wavelengths of bandwidth $C$ in each direction. In this chapter, all optical connections are assumed to be bi-directional, i.e. a connection reserving one wavelength in one fiber of a link, also reserves a wavelength in the fiber in the opposite direction. The architecture of a typical node in such an IP/MPLS over WDM network has been shown earlier in Fig. 2.7, where the OXC is connected to a LSR (Label Switched Router) through a user network interface (UNI) and add/drop ports. We assume all the OXCs in the network to be capable of full wavelength conversion.

The electrical switching needed for multicast routing and traffic grooming will be provided by the LSR. The applications considered here are ones that require bidirectional multicasting as in virtual private networks, video-conferencing, and online multi-player games. The $i^{th}$ sub-wavelength multicast request is modeled as a bandwidth guaranteed bidirectional multicast LSP request and is denoted by $(s_i, M_i, b_i)$. Here, the source node is $s_i$ while the destination node set of the multicast LSP request is $M_i$; in our simulations studies reported later, these are randomly selected from the nodes in the network. Let $n_i$ ($n_i \geq 0$) denote the number of destination nodes in the set $M_i$. A node belonging to $\{s_i\} \cup M_i$ is referred to as the member node of the multicast request. The bandwidth of the multicast LSP request is represented by $b_i$; in our subsequent simulations, this is taken to be a random variable, uniformly distributed in $[x_1C, x_2C]$, where $0 < x_1 \leq x_2 \leq 1$, and $C$ is the capacity of a single
wavelength. We assume that the multicast LSP requests arrive to the overall network from a Poisson process with an average arrival rate $\lambda$ and have exponentially distributed holding times with a mean value $\mu$. In the following, this will be referred to as a multicast request which will have $n_i$ connections with $n_i b_i$ as the total bandwidth requested. It may be noted that during actual operations, it may not be possible to satisfy all the connections requested by such a multicast request, i.e. $n_i' (n_i' \geq 0)$ out of the $n_i$ requests may be blocked.

The overall bandwidth-blocking ratio experienced by the arriving multicast requests is an important performance parameter which has been used by us to evaluate network performance. Computed over a sufficiently long observation interval, this is the ratio of the total bandwidth of the blocked connections and the total bandwidth requested by the multicast requests arriving in that interval. With $n_i' (n_i' \geq 0)$ as the number of blocked destination nodes in the $i^{th}$ multicast request, the bandwidth blocking ratio is given by the following.

$$
P_b = \frac{\sum_i n_i' b_i}{\sum_i n_i b_i} \quad (6.1)
$$

### 6.3 Construction of Multicast Trees

For a network under the overlay model, we propose the following algorithm for path calculations in the IP/MPLS and optical layers in order to construct multicast trees. For the multicast routing, we use the shortest path heuristic (SPH) algorithm suggested by Takahashi and Matsuyama [72], to find a multicast tree in the network.
At every step of this algorithm, let $M'$ represent the set of nodes (out of $M$) for which we have not yet found paths for connecting them to the partial tree (i.e. the other $M$-$M'$ nodes have already been connected in a partial tree). We denote a partial tree $T'$ to be a tree connecting a subset of the destination nodes to the source node. The node set of the partial tree is denoted by $T'$. If a node of set $M'$ is the closest to the established partial tree $T'$, we refer to that node in $M'$ and the corresponding node in the partial tree as neighbor nodes. The distance between nodes in the IP/MPLS layer is calculated using the routing method given in chapter 3. If we find more than one pair of such neighbor nodes at any stage, then the resultant ties are arbitrarily broken by randomly choosing any one of these pairs. The main idea is that at each step we connect a destination to the existing partial multicast tree with a minimum cost path where the minimum cost path is the shortest path from the destination to the partial multicast tree (connecting the neighbor nodes).

### 6.4 Multicast Traffic Grooming Algorithms

In this work, we consider the network to be centrally controlled where multicast requests are centrally processed, one at a time. It may be noted that, in practice, multiple multicast requests may simultaneously arrive at the network. However, we assume that these will be processed and routed, one at a time. We use $(s, M, b)$ to denote a multicast request, where $s$ is the source node, $M$ is the destination node set, and $b$ is the bandwidth needed for this multicast request. In the overlay model, neighbor nodes may be found either in the IP/MPLS layer or in the optical layer. In the IP/MPLS layer, let the distance between neighbor nodes be denoted by $D(I)$. This
is actually done by first calculating all the shortest paths between nodes in $M'$ and the nodes of $T'$ and selecting the shortest of these as $D(I)$. If there is no path between the nodes of $M'$ and the nodes in $T'$ in the IP/MPLS feasible topology, then we set $D(I) = \infty$. In a similar fashion, the distance between neighbor nodes in the optical layer is denoted by $D(O)$. This may also be calculated in a similar fashion. It may be noted that if there is no path between the nodes of $M'$ and nodes in $T'$ in the optical layer, then we set $D(O) = \infty$. In the following, we propose two traffic grooming policies for multicast traffic.

We first present a basic algorithm using a simple IP/MPLS layer first policy [10] as Algorithm 1. For a new multicast request, Algorithm 1 first tries to connect multicast destination nodes in $M'$ to the partial tree in the existing IP/MPLS layer. After trying every node in this fashion, we check if some nodes are still left in $M'$, i.e. the multicast request has only been partially fulfilled at this stage. The nodes of $M'$ and the partially fulfilled multicast tree are then transferred to the optical layer where we now try to set up lightpaths so as to complete the rest of the multicast tree. Note that once a new lightpath is added, we again try to connect the remaining nodes in $M'$ in the IP/MPLS layer before trying to add another lightpath in the optical layer. The details of Algorithm 1 are summarized in the flow chart of Fig. 6.1.
In multicast traffic grooming, the way in which a lightpath is set up will greatly impact the overall multicast blocking performance. In Algorithm 1, a lightpath can only be set up between the partial tree \( T' \) and the partial destination set \( M' \) in the optical layer. We subsequently propose incorporating the saturated cut method [22] to exploit the network topology information in the overlay model. This gives the optical layer more choices to set up lightpaths and would consequently lead to lower blocking probabilities of multicast requests.
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Lightpaths can provide huge bandwidth for the IP/MPLS layer but the number of wavelengths and add/drop ports in the optical layer is limited. Traffic grooming policies which are able to exploit the entire topology information available in the overlay model will be better able to reduce blocking and improve lightpath establishment. As studied in Chapter 5, the saturated cut (SC) approach [22] can effectively improve the network blocking performance. As in the case of unicast traffic studied in Chapter 5, we here apply the saturated cut method in the overlay model for efficient lightpath setup and multicast traffic grooming. The objective here is to use the available wavelength resources wisely so as to minimize the bandwidth blocking probability.

As described in Chapter 5, the main idea of the saturated cut (SC) method is to identify a partition (or cut) of the nodes of the network into two sets $X$ and $Y$ such that the two sets are least connected. As the connection request across the SC is more likely to be blocked, adding a link for the SC may reduce the high level of utilization across the cut and decrease the network-blocking ratio. In the following, we will apply the SC method to the dynamic multicast traffic grooming for decreasing the network blocking ratio.

When a multicast request $(s, M, b)$ arrives at the network, we define the source island $X$ and the destination islands $X_1, X_2, \ldots, X_m$ as in Fig. 6.2 where $m$ is the number of destination islands. The source island $X$ is a node set consisting of node $s$ and nodes that can be connected to node $s$ in the feasible topology $V$, where $V$ consists of the shortest feasible lightpaths whose residual bandwidth is bigger than or equal to $b$.  
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The destination island $X_j$ is a node set including at least one node, say $d_i$, in $M$ and nodes that can be connected to the node $d_i$ in $V$. Such islands may be found using the \textit{breadth-first algorithm} as in [54]. Clearly, $X \cap X_1 \cap \ldots \cap X_m = \emptyset$. We call the cuts among $X, X_1, X_2, \ldots, X_m$ as SCs for the multicast request $(s, M, b)$ in the feasible topology $V$. If more than one island is found or a destination node cannot be connected to source node in $V$, the island information is transferred to the optical layer through the user network interface (UNI). In the optical layer, every island can be considered as a \textit{super node}, so a multicast tree need to be set up for connecting the source super node and destination super nodes in order to complete the multicast service in the IP/MPLS layer. We call such a multicast tree as a \textit{super tree}. The optical layer calculates the shortest path between super nodes by calculating the shortest paths from each node in one island to each node in another island and choosing the shortest one to connect the super nodes. We use the multicast algorithm described in Section 6.3 to construct the super tree. If the super tree cannot be completed, the destination nodes in the destination islands that cannot be connected will be blocked. The details of Algorithm 2 are described in the flow chart of Fig. 6.3.

The node set of the source island $X$ that belongs to $M$ is denoted by $Y (Y \subseteq X \cap M)$. 

![Figure 6.2 The illustration of saturated cuts](image-url)
The node set of the destination island $X_k$ that belongs to $M$ is denoted by $Y_k$ ($Y_k \subseteq X_k \cap M$).

**Fig. 6.3** Flow chart of Algorithm 2

### 6.5 Performance of the Multicast Traffic Grooming Algorithms

We studied our proposed algorithms for dynamic multicast traffic grooming through simulation studies using the typical NSF topology with 14 nodes and 21 links and the
COST239 topology with 11 nodes and 26 links as shown in Fig. 3.8 and Fig. 3.9, respectively. The average node degree in the NSF topology and COST239 topology are 3 and 4.72 respectively. The average fibre-hop distances between nodes in the two topologies are 2.14 and 1.56 respectively. Consequently, we can see that the COST239 topology has a higher average node degree and a shorter average node distance than the NSF topology, i.e. the NSF topology is “sparser” than the COST239 topology or, alternatively, that the COST239 topology is “denser” than NSF topology. For both topologies, we assume each fiber to have $W = 8$ wavelengths in each direction, where each wavelength channel has capacity $C$. We assume that multicast applications supported by the network ask for a bandwidth that is uniformly distributed between $0.05C$ and $0.4C$. To examine the effect of multicast group size on the network performance, we have fixed the number of destination nodes of multicast requests in the simulation studies, where the number of nodes in the destination node set is denoted by $n$. (Results are obtained for different choices of $n$ to see the network performance as a function of the multicast group size. It may be noted that $n = 1$ is equivalent to a unicast situation.) Since the traffic is bidirectional, the effective arrival rate is $2\lambda$ and hence the traffic generated per node, normalized to the wavelength channel capacity $C$, is given by

$$\rho = \frac{(0.05C + 0.4C)}{2CN} 2\lambda \mu n = \frac{0.45\lambda \mu n}{N}$$

For the results reported here, every simulation run has been repeated 10 times with 500,000 LSP requests for every run, and results have been averaged. We have obtained 95% confidence intervals for all our results; however, they are so narrow that we omit them from the figures in order to improve readability. Although some
existing works [67][81-83] studied the multicast traffic grooming problem, they did not study dynamic traffic grooming problem under the same traffic and network module in this work. A meaningful comparison is not possible. In this chapter, we only compare the algorithm 1 and algorithm 2 by the simulation results.

Fig. 6.4 Bandwidth blocking ratio vs. traffic load (n = 2) for NSF network

Fig. 6.5 Bandwidth blocking ratio vs. traffic load (n = 3) for NSF network
Fig. 6.6 Bandwidth blocking ratio vs. traffic load (n = 4) for NSF network

Fig. 6.4, Fig. 6.5 and Fig. 6.6 show the network blocking performance in the NSF network when the number of destination nodes $n$ is chosen to be 2, 3 and 4, respectively. It may be seen that Algorithm 2 can achieve better blocking performance than Algorithm 1 in all cases. Because the NSF network is a sparse network, there are comparatively fewer lightpath connection choices in the optical layer. As shown in Chapter 5, increasing the success ratio of lightpath establishment will improve the overall network performance. The saturated cut method can enhance the lightpath establishment capability of the sparse NSF network by providing more connection choices. It should be noted that $T' \cup M' \subseteq X \cup X_1 \cup \ldots \cup X_m$. A lightpath can be set up between the partial super tree and a destination island in Algorithm 2 if a lightpath cannot be set up between the partial tree $T'$ and the partial destination set $M'$ in Algorithm 1. So the nodes in the islands or the partial tree can find paths to each other in the feasible virtual topology and the optical layer has at least the same lightpath establishment choices in Algorithm 2 as in Algorithm 1. This is the main reason why Algorithm 2 provides better blocking performance (i.e. less blocking) than Algorithm
1 in the NSF network. We also observe that as the number of destination nodes increases, the performance of Algorithm 1 become closer to that of Algorithm 2. We find that the number of nodes in $X \cup X_1 \cup \ldots \cup X_m$ in Algorithm 2 tends to come closer to the number of nodes in $T \cup M'$ in Algorithm 1 as the value of $n$ increases. When this happens, the advantage of using Algorithm 2 with the saturated cut method will fade, as the optical layer may not have many more choices for establishing lightpaths in Algorithm 2 than in Algorithm 1. As a result, the blocking performance of Algorithm 2 will tend to come closer to that of Algorithm 1.

![Fig. 6.7 Bandwidth blocking ratio vs. traffic load (n = 2) for COST239 network](image1)

![Fig. 6.8 Bandwidth blocking ratio vs. traffic load (n = 3) for COST239 network](image2)
On the other hand, Algorithm 2 constructs the super tree regardless the path distance between the source and destination nodes. This may result in a bigger tree that wastes more network resources. In the dense COST239 network with a short average node distance and rich connections, this may counteract the advantage of the saturated cut method in increasing the lightpath establishment choices. Fig. 6.7, Fig. 6.8 and Fig. 6.9 show the network blocking performance in the COST239 network when the number of destination nodes $n$ is chosen to be 2, 3 and 4, respectively. It can be seen from these figures that, in this case, Algorithm 2 can consistently and significantly outperform Algorithm 1 only when $n=2$. When the number of destination nodes increases beyond 2, the network performance under Algorithm 2 comes closer to that under Algorithm 1 and can even be somewhat poorer. As an example, for the case where $n=3$, Fig. 6.8 shows that Algorithm 2 performs somewhat better than Algorithm 1 (i.e. less blocking) only when the normalized traffic load is greater than 1.6 erlangs. For larger $n$, such as $n=4$ in Fig. 6.9, Algorithm 2 can only provide a
marginal improvement over Algorithm 1 and that too only at much higher values of the normalized traffic load.

To evaluate the effect of the *Add/Drop Ratio* $R$, we examine the bandwidth-blocking ratio for the network when $n = 3$. Fig. 6.10 and Fig. 6.11 show the network blocking performance as a function of the add/drop ratio $R$ for the NSF and COST239 networks, respectively. Based on the results of our previous chapters (Chapters 3 and 5), we expected to see a threshold value beyond which there would only be a marginal improvement in $P_b$ with increasing $R$. However, Fig. 6.10 shows that this value in NSF network is $7/8$, that is bigger than the threshold value of the NSF network in the

![Bandwidth blocking ratio vs. add/drop ratio (n = 3, $\rho = 5$ Erlangs) for NSF network](image)

**Fig. 6.10 Bandwidth blocking ratio vs. add/drop ratio (n = 3, $\rho = 5$ Erlangs) for NSF network**
Fig. 6.11 Bandwidth blocking ratio vs. add/drop ratio (n = 3, $\rho = 14.2$ Erlangs) for COST239 network

unicast case shown in Chapter 3 and 5. In Fig. 6.11, it is shown that the COST239 network has to use all the add/drop ports to achieve the best blocking performance. If we decrease the add/drop ratio below 1, the network blocking ratio increases substantially. This is because we do multicast in the IP/MPLS layer and use the optical layer as a unicast network. A multicast request in the IP/MPLS layer needs to employ LSRs as intermediate nodes to make copies of the upstream data packets and push them into the downstream links. In this way, a lot of add/drop ports have to be used for transmit data packets but not for transmit or receiving data packets.

6.6 Summary

This chapter addresses the problem of traffic grooming in IP/MPLS over WDM networks with dynamic multicast traffic. We present a basic algorithm using a simple $IP/MPLS$ layer first policy [10] as Algorithm 1, in which a lightpath is triggered to be
set up if a destination node cannot be connected in the IP/MPLS layer. Once a new lightpath is added, the IP/MPLS layer will try to connect the other destination nodes based on the new virtual topology. By applying the saturated cut method on Algorithm 1, we get Algorithm 2. In this, we first find the SC between nodes in the multicast group. Then the optical layer will try to add shortest lightpaths to make the feasible topology connected for the multicast request. Finally, the tree generation algorithm is executed in the IP/MPLS layer. Simulations have been carried out on two typical networks, e.g. NSF and COST239 networks. The simulation results show that the use of the saturated cut method for handling multicast traffic grooming can improve the network performance significantly when the number of destination nodes is relatively small as compared to the total number of nodes in the network. It is also shown that the saturated cut method is much more effective for sparse networks such as the NSF network than for dense networks such as the COST239 network.
Chapter 7 Conclusions and Recommendations

Traffic grooming is an important issue in high capacity optical networks. In this thesis, we investigate the dynamic traffic-grooming problem in IP/MPLS over WDM networks. Our focus is to devise new traffic grooming policies to provide low blocking ratio in the IP/MPLS layer and give differentiated blocking ratios for multi-class of traffic. This thesis makes four new and useful contributions to the body of knowledge in the area of dynamic traffic grooming in IP/MPLS over WDM networks. This chapter summarizes the main results and contributions and suggests some new related problems that may be considered for future research.

7.1 Summary

Chapter 3 first studies the congestion spreading problem that may be caused by alternate routing in dynamic traffic grooming networks. Based on observations of this problem, a new path inflation control (PIC) policy is proposed and studied in this chapter which can reduce the spread of congestion in an IP/MPLS over WDM network. In the proposed PIC policy, we introduce a path inflation index (PII) parameter to estimate the degree of congestion in the network. If the value of this PII parameter exceeds a predefined threshold value, a new shorter lightpath will be set up to keep the degree of congestion in check and even to reduce it, if feasible. Two typical network topologies, e.g. NSF and COST239 networks, were examined under different traffic grooming policies. It is shown that by limiting the spread of
congestion in the network, the proposed PIC policy performs significantly better than the more conventional one-hop-first (OHF) and optical-layer-first (OLF) policies that have been traditionally used for traffic grooming.

Chapter 4 extends the path inflation control (PIC) strategy to provide differentiated blocking performance for different priority classes of traffic in IP/MPLS over WDM networks. The novelty of the main idea proposed for this is to block a low priority LSP request if it will make the PII value bigger than a predefined threshold value. Simulation results show that a network operated in this fashion can indeed provide differentiated services without significantly impairing the overall network blocking performance when the network’s traffic load is high. Unfortunately, under light load conditions, even if the network has enough bandwidth to accept all traffic, this proposed differentiated service approach still blocks low priority traffic unnecessarily leading to some degradation in network performance that should be avoided. In consideration of this requirement, we introduce an Average Path Usage Index (APII) parameter to monitor the traffic load in the network. This is used in conjunction with the PII parameter to decide whether or not to block a low priority LSP request. We find that this can not only provide differentiated service when the traffic load is high but also gives significantly less blocking for the lower priority class LSP requests at light traffic loads. The APII mechanism has also been extended to provide differentiated services for more than two classes of traffic. In order to effectively cope with dynamic traffic fluctuations in the network, we further modify the APII parameter so that it only uses information from relatively recent LSPs to measure the traffic load. Our simulation studies indicate that by incorporating this new APII index
in the proposed differentiated service approach, the IP over WDM network performs very well even when the traffic load fluctuates dynamically.

Even though the overlay model is simpler and more feasible to implement with current technology than the peer model, it was shown that the overlay model has lower efficiency than the peer model[38]. This is because the IP/MPLS layer and the optical layer in the overlay model do not share topology information as seamlessly as they would do in the peer model. The IP/MPLS layer in the overlay model can only transmit the topology modification information to the optical layer by triggering lightpath establishments. In Chapter 5, we propose the use of the *Saturated Cut* (SC) method to allow the system to exploit topology information in the IP/MPLS layer so that more choices for establishing lightpaths may be made available while handling an LSP routing request. We find that this method can further reduce the lightpath-blocking ratios thereby improving the overall network performance further. Two SC methods have been defined according to the available bandwidth and path lengths. These SC methods were applied in conjunction with the PIC policy for traffic grooming in IP/MPLS over WDM networks and their performance was studied for two typical network topologies – the NSF network and the COST239 network. For the relatively sparse NSF network, our simulations indicate that the SC methods can indeed improve the LSP request blocking ratios significantly. On the contrary, for the dense COST239 network, the optical layer already has a lot of alternate path choices available to it. Therefore, applying the SC method in the COST239 network does not improve network performance to the extent observed in the NSF network. Finally, a heuristic modification (*Partial SC* method) has also been presented which provides
almost the same level of performance as the full SC methods but with much lower computational complexity.

Multicasting (i.e. one-to-many or many-to-many communications) is expected to be an important feature in future networks. Chapter 6 addresses the problem of traffic grooming in IP/MPLS over WDM networks with dynamic multicast traffic. Two algorithms are proposed to route multicast requests in the IP/MPLS over WDM networks, and their performance is studied through simulations. It is shown that, even for handling multicast traffic grooming, using the saturated cut method can significantly improve network performance when the number of destination nodes is relatively smaller than the total number of nodes in the network.

7.2 Recommendations for Further Research

Dynamic traffic grooming in WDM networks is an important and exciting research area which is likely to become an important issue in the operation of future broadband networks. Though a number of traffic grooming approaches have been defined and investigated in different networking contexts recently [6-8, 11, 13, 17, 37], several exciting directions may still be proposed for handling this issue more efficiently and in more general contexts. In the following, we summarize some of these approaches, which may be considered for extending further the research reported by us in this thesis.
1. **To consider and investigate the multilayer protection issue in dynamic traffic grooming** - The migration of real-time and high-priority traffic to IP networks means that modern IP networks will increasingly carry mission-critical business data, and must therefore provide reliable transmission. Network reliability will therefore become an important issue in IP/MPLS over WDM networks. It may be noted that in IP/MPLS over WDM networks, both layers can provide protection for an LSP. In *IP/MPLS layer protection*, an LSP is protected by providing a link-disjoint backup LSP between its end nodes [73]. In the *optical layer protection*, an LSP is protected by provisioning backup lightpaths for each lightpath traversed by the LSP [74, 75]. These two protection schemes (i.e. at the WDM layer or the IP/MPLS layer) will have their respective advantages and disadvantages. Since the number of lightpaths in the optical layer is much smaller than the number of LSPs in the IP/MPLS layer, protection in the optical layer would need smaller number of states than protection in the IP/MPLS layer, and would consequently be faster [73]. On the other hand, with per LSP protection approach, the IP/MPLS layer protection will probably be more bandwidth efficient. In future implementation, it may be important to combine both protection schemes appropriately so as to provide different protection solutions for different requirements so that overall network resource utilization is optimized.

2. **To study the IP/MPLS layer rerouting [76] methods in dynamic traffic grooming** - Because the virtual topology will change according to the traffic distribution in the IP/MPLS layer, the existing LSPs that have been routed
may not be optimum in the new virtual topology. Rerouting some inefficient LSP paths is important for evenly distributing the traffic according to the link state of the changing virtual topology, and releasing some unnecessary lightpaths. With the rerouting technology, we may tear down an inefficient lightpath before all the sub-wavelength connections in the lightpath are terminated. We can reroute such sub-wavelength connections into other lightpaths. Then the occupied wavelength can be released for future lightpath connection requests. How to define an inefficient lightpath and where the LSP requests will be moved need to be studied in future research.

3. To study the traffic grooming problem under the delay constraint - For real-time services, e.g. videoconference, network games, and etc., the delay constraint needs to be considered. In this case, the network links have to be weighted according to its actual length. If the queueing delay is comparable with the transmission delay, the label switched routers (LSRs) also need to be weighted according to their traffic load. New traffic grooming methods need to be developed for providing LSPs under the delay constraint while efficiently using the network resources.

4. To study dynamic traffic grooming in the multicast case - In our work, we have proposed two multicast traffic grooming policies and studied them using simulations. Ways of constructing a small tree in the IP/MPLS over WDM network needs to be studied further to reduce the network-blocking ratio. The delay constraint also needs to be considered in the real-time service scenario.
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