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Abstract

With the explosive growth of information available on the World Wide Web, it has become much more difficult to access relevant information from the Web. Various web services have been developed to assist users’ web browsing activities. However, the existing web services provided are far from satisfactory to support the needs of different users. One possible solution to solve this problem is web personalization, which aims to customize the content and structure of a website to the needs of specific users by taking advantage of the knowledge acquired from the analysis of users’ access behaviors. Discovering and understanding users’ web access behaviors, especially surfing interests and habits, are very important for supporting effective web personalization. Web usage mining is a promising approach for discovering users’ web access patterns from web usage logs. The objective of this research is to investigate novel web usage mining approaches for discovering users’ web access patterns and effective techniques for web personalization.

This research aims to investigate techniques for enhancing web usage mining in both access pattern representation and mining algorithms, and techniques for applying the discovered access patterns to support effective personalized services on the Web and Semantic Web. The contributions of this research are listed as follows:

- An efficient sequential pattern mining algorithm, called CSB-mine (Conditional Sequence Base mining algorithm), is proposed for discovering frequent sequential patterns efficiently from sequence databases, especially the web usage logs.
- A web recommender system, named SWARS (Sequential Web Access based Recommender System), is developed for matching a user’s current access sequence efficiently and recommending related web pages to the user effectively based on the sequential access patterns mined by the proposed CSB-mine algorithm.
- A web usage mining approach is proposed for discovering a specific kind of periodic association access patterns of individual users from web usage logs. The proposed approach incorporates fuzzy set theory into Formal Concept Analysis (FCA) for constructing a
novel user behavior model, called Personal Web Usage Lattice, from which periodic association access patterns of the user can be extracted and visualized.

- A Personal Web Usage Lattice based approach is proposed for periodic web personalization. Different from non-periodic approaches, the proposed periodic web personalization approach can determine efficiently which resources a user is most probably interested in during a given time period based on the Personal Web Usage Lattice of the user, without the use of the user’s current access information. This makes it possible to perform more costly personalized resource preparation in advance rather than in real-time for periodic web personalization.

- A semantic web personalization framework is proposed. In the proposed framework, Web Usage Ontologies are generated automatically based on the proposed Web Usage Lattice models. The periodic web personalization approach is extended for supporting periodic-based personalized services on the Semantic Web.
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Chapter 1

Introduction

The World Wide Web serves as a huge, widely distributed, global information service center for news, advertisements, consumer information, financial management, education, government, e-commerce and many other information services. Web surfing has become an important daily activity for many people. However, with the explosive growth of information available on the World Wide Web, it has become much more difficult to access relevant information from the Web. Although various techniques have been developed to assist users' web browsing activities, the existing web services provided are far from satisfactory to support the needs of different users, especially with the emergence of the Semantic Web [BLHL01]. Therefore, further research needs to be carried out to develop efficient and effective techniques and services for web users. To achieve this, web mining is a promising direction to provide enhanced web services, especially on the Semantic Web.

1.1 Web Mining

Besides a large amount of content information, web pages also contain a rich and dynamic collection of hyperlink information. Web page access and usage information are recorded in web logs. Web mining [KB00, HC02, Cha02, KJ04] is the use of data mining techniques to automatically discover and extract useful information from web page documents and services. Web mining research integrates research from several communities including databases, information retrieval, machine learning and natural language processing. Web mining tasks are mainly divided into three categories, namely web content mining, web structure mining, and web usage mining.

Web content mining [LCN03, ABA04, JdR05] aims to discover useful information from
web content or documents. Basically, web content contains textual data (plain text and anchor text), image, audio, video and metadata. Most of the web content data are either unstructured (i.e., free text) or semi-structured (i.e., HTML documents). The goals of web content mining include supporting information finding (e.g., search engines), filtering information based on user profiles, modeling data on the Web, and integrating web data for more sophisticated queries. Text mining [Tan99] and multimedia data mining [ZHL+98] techniques can be used for mining web content data.

Web structure mining [ZCS+01, FS04, LK05] aims to discover the link structure model based on the topology of hyperlinks on the Web. Web structure includes both inter-structure and intra-structure. Inter-structure refers to the structure formed by hyperlinks between different web pages, while intra-structure refers to the structure within an individual web document. The link structure model can be used for categorizing web pages and computing the similarity measures or relationships between web pages. It is also useful for discovering authoritative web pages, the structure of web pages itself, and the nature of the hierarchy of hyperlinks in a website of a particular domain.

Web usage mining [SCDT00, WAS05, FL05], also known as web log mining, aims to discover interesting usage patterns and knowledge from web browsing data that are stored in web logs. Web usage mining can also be used for learning user profiles and navigation patterns. The acquired knowledge can then be used for applications such as personalization [EV03, BFR+03, PPPS03], system improvement [YZL01, SOBB03], site modification [Spi00, NSER02], business intelligence [Abr03] and usage characterization [PP99].

In this research, we focus on investigating advanced web usage mining techniques to provide enhanced web services.

1.2 Web Usage Mining

Web usage mining [SCDT00, WAS05, FL05] performs mining on web usage data, or web logs, which record access requests from users to one or multiple websites as a sequence of requested URLs with timestamps. Web usage data are sometimes referred to as clickstream data because each entry corresponds to a mouse click in a client-side browser. It mainly includes web server logs, proxy server logs and client browser logs. A fragment of a web server log in the W3C extended log file format is given in Figure 1.1. In addition, it can also include data from user profiles, registration data, cookies, user queries, bookmarks and any other data derived from the interactions of users while surfing on the Web.
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Figure 1.1: A fragment of a web server log in the W3C extended log file format.

Figure 1.2: Processes of web usage mining.

Web usage mining consists of three processes, namely preprocessing, pattern discovery, and pattern analysis as shown in Figure 1.2.

- **Preprocessing.** It converts the original web usage logs into data abstractions necessary for pattern discovery. The main tasks include data cleaning, user identification, session identification and other further preprocessing.

- **Pattern Discovery.** It adopts various data mining techniques for discovering access patterns from the preprocessed web usage logs. The main techniques include statistical analysis, association rule mining, sequential pattern mining, clustering and classification.

- **Pattern Analysis.** Once the access patterns have been identified, they are then required to be analyzed to determine how that information can be used. Pattern analysis filters out uninteresting patterns from the set of patterns found during the pattern discovery process. The exact analysis methodology is usually governed by the purpose of the application.
CHAPTER 1. INTRODUCTION

Web usage mining techniques have been applied to many practical applications [SCDT00] including the followings:

- **Personalization** [EV03, BFR⁺03, PPPS03]. Web personalization is the process of customizing the content and structure of a website to the needs of specific users. The website can be personalized through highlighting the existing hyperlinks, dynamically inserting new hyperlinks that seem to be interesting to the current user, or even creating new index pages.

- **System Improvement** [YZL01, SOBB03]. By analyzing the web traffic behavior, the frequent access patterns can be discovered and applied for developing the policies of web caching, document pre-fetching and data distribution. As such, the performance of the system can be improved. Web usage mining is also useful for detecting intrusions and frauds by discovering frequent unexpected access patterns and outliers.

- **Site Modification** [Spi00, NSER02]. The ways the users accessing a website are restricted by the website’s link structure. The organization of web pages within the website has a great influence on the quality of the web services provided. Web usage mining can be applied to provide the insight on the organization of the website in order to improve user browsing activities.

- **Business Intelligence** [Abr03]. Web logs of e-commerce websites can provide information on how customers purchase products online. Web usage mining can be used to gather business intelligence and identify potential customers to improve sales and advertisements.

- **Usage Characterization** [PP99]. Web usage characterization analyzes the overall patterns of web usage, including server access patterns, the kind of data accessed, bytes transferred, the popularity of resources, etc. This will enable us to look at the dynamics of the Web and how it is growing. Note that usage characterization concerns only on the general patterns of web usage, rather than specific users or websites.

With the increasing demand on the quality of web services, especially for e-commerce, it has become much more important for analyzing web usage data to gain a better understanding on user access behavior and applying the knowledge to provide better services to users. Web usage mining is a powerful technique for achieving this objective.

Although various techniques have been proposed to support web usage mining, many issues still need to be tackled in order to provide high quality web services. These issues [SCDT00, HC02, ZC02, KJ04] are summarized and listed as follows:

- **Improving the efficiency and scalability of mining algorithms**. Web usage mining is
the application of data mining techniques to discover knowledge from web usage data. However, efficiency and scalability are still the key issues [HK05] in the implementation of data mining applications. Many existing data mining algorithms work well in small datasets. But, they are unable to deal with a huge amount of data efficiently. Usually, web usage data are too huge and complex for efficient data mining. Therefore, some existing algorithms need to be improved or new scalable algorithms need to be developed to mine large amount of web usage data.

- **Discovering high quality knowledge.** The quality of the discovered knowledge influences directly on the quality of the web services provided. Although various access patterns can be discovered by existing web usage mining techniques, we still need to discover higher quality access patterns to support better web services. In order to discover high quality knowledge, new data mining methods and techniques are required.

- **Applying the discovered knowledge for advanced and practical web applications.** Once access patterns have been discovered, they should further be analyzed and applied to advanced and practical web applications effectively. However, many existing web usage mining approaches only focus on discovering access patterns rather than utilizing them practically. The interesting access patterns should be visualized and interpreted to users. Also, efficient pattern matching algorithms are required to support practical web services.

- **Discovering semantic information.** Since web logs lack of semantic information about web pages visited by users, it is difficult to understand the preferences and intentions of users. Therefore, the semantics in web content should be used for improving the results of existing web usage mining approaches. With the development of the Semantic Web [BLHL01, BHS02, SBH02], web usage mining techniques need to be enhanced using Semantic Web technologies.

### 1.3 Web Personalization and Recommendation

The content and structure of the Web are too huge and complicated, such that users are sometimes unable to access their interested information while surfing on the Web. The usability of a website can be further improved by personalizing it for specific users according to their intended access behaviors. Web personalization [EV03, BFR+03, PPPS03] is defined as the process of adapting the content and structure of a website to the needs of specific users by taking advantage of the knowledge acquired from the analysis of users’ access behaviors.
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The objective of a web personalization system is to provide users with information they need without asking them explicitly.

In general, web personalization includes the following major tasks:

- **Data collection.** Useful data for web personalization including web content, web structure, web usage and user profiles are collected.

- **Data analysis.** Useful knowledge is discovered from the collected data. The main approaches include rule-based filtering (such as Amazon.com and Dell.com), content-based filtering [Lie95], collaborative filtering [KMM+97, JFM97, SKCM01] and web usage mining approaches [MDLN01, LAR02, MGPL04, MDLN02, GH03, ZHC04, Mob99]. In this research, we focus on usage-based personalization.

- **Website publishing.** A publishing mechanism is used in order to present web resources in a uniform manner to the end users. The website can be personalized through highlighting existing hyperlinks, dynamically inserting new hyperlinks that are predicted to be interesting to the current user, or even creating new index pages, such as Google Personalized Web Search [Goo] and Adaptive Web Sites [PE00].

Recommendation of web resources that are related to the interests and preferences of users is one of the most commonly offered web personalization functions. Such recommended resources can be web pages, products, topics, or navigation paths that a user might follow, and are presented as hyperlinks in either a separate frame of web pages or a pop-up window. The goal of web recommender systems [LAR02, MGPL04, ZHC04] is to determine which web resources are more likely to be accessed next or in the near future by the current user. In this research, we regard web recommendation as a special kind of web personalization.

### 1.4 Semantic Web Mining

The current World Wide Web presents a large amount of information in a format tailored for viewing and understanding by humans. People can surf from link to link, query information with search engines, or access websites using domain names. As the retrieved web pages are only meaningful to humans, to the software that processes the contents, they are no more than the strings of random characters. Software programs cannot just load a random document, web page, or file and understand the semantics of that document. Although software could make assumptions based on HTML (HyperText Markup Language) [BL92] or XML (Extensible Markup Language) [YBP+04] tags in order to understand web documents, a programmer would have to get involved and determine the meaning, or semantics, of each
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tag. From a computer’s perspective, the World Wide Web is a confusable, unstructured and less machine-readable mess. As such, a method for representing knowledge, such that software programs can understand, share and exchange knowledge, is needed.

To solve the problem, Berners-Lee et al. [BLHL01] proposed the Semantic Web, which is defined as follows: “The Semantic Web is not a separate Web but an extension of the current one, in which information is given well-defined meaning, better enabling computers and people to work in cooperation.”

With the Semantic Web, the large amount of information on the Web can be shared, reused and managed effectively. Since machine can understand the content on the Semantic Web, it enables more advanced automated processing on the Web. Intelligent search engines can be developed to help people find relevant information by using semantic query languages. And new knowledge can be derived from existing information efficiently. As such, many advanced applications and services such as e-business, e-government, and e-learning become possible.

Semantic web mining [BHS02] aims at combining the fast-developing research areas on Semantic Web and web mining. The idea is to improve the results of web mining by exploiting the new semantic structures in the Web, and on the other hand, to make use of web mining techniques for building up the Semantic Web. In this research, we focus on automatic web usage ontology generation for semantic web personalization.

1.5 Objectives

The primary objective of this research is to investigate different web usage mining techniques for discovering the knowledge hidden in web usage logs. In particular, this research focuses on mining web server logs. The discovered knowledge is then applied to some practical web applications such as web recommendation and web personalization. To achieve the objective, we investigate the following issues:

• Develop new techniques for discovering knowledge from web usage logs. In particular, we investigate data mining techniques for mining sequential access patterns and association access patterns from web usage logs. The purpose is to develop efficient and effective mining algorithms to discover interesting access patterns from web usage logs. Apart from the common access patterns, we are also interested in mining some special access patterns, such as the periodic access patterns.
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Figure 1.3: The proposed research framework.

- Investigate techniques for applying the discovered knowledge for practical web applications. The web applications can also serve the purpose to evaluate the quality and effectiveness of the discovered access patterns. In particular, we focus on applications such as web recommendation and web personalization.

- Investigate new techniques for semantic web usage mining. We investigate some potential new techniques for extracting semantics from web logs and mining web usage data on the Semantic Web. In particular, we focus on techniques for automatic web usage ontology generation and personalized services on the Semantic Web.

The proposed research framework is shown in Figure 1.3.

1.6 Major Contributions

As a result of this research, we have developed different novel techniques in the areas of pattern discovery and practical web applications listed in Section 1.5. The major contributions of this research are summarized as follows:

- An Efficient Sequential Pattern Mining Algorithm. We have proposed CSB-mine (Conditional Sequence Base mining algorithm), an efficient sequential pattern mining algorithm, which aims to discover all sequential patterns with a user-specified minimum support from sequence databases. The CSB-mine algorithm is designed generically so that it can be used by other applications. In this research, we apply it to discover interesting and frequent sequential access patterns from web usage logs.
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- **Sequential Web Access based Recommender System (SWARS).** We have developed a web recommender system, named SWARS, to provide personalized web services for assisting users to access related web pages more efficiently and effectively. In the proposed system, a compact tree structure, called Pattern-tree, is used for storing sequential access patterns, matching users’ current access sequences and generating web links for recommendations.

- **A Periodic Association Access Pattern Mining Approach.** We have proposed a web usage mining approach for discovering a specific kind of periodic association access patterns of individual users. The proposed approach first uses the fuzzy set theory [Zad65] to represent both real-life temporal concepts and meaningful requested resources, and then, incorporates them into Formal Concept Analysis (FCA) [GW97] for constructing a novel user behavior model, called Personal Web Usage Lattice, from which all periodic association access patterns of the user can be extracted and visualized.

- **Periodic Web Personalization Approach.** We have proposed a Personal Web Usage Lattice based approach for effective periodic web personalization. Different from non-periodic approaches, the proposed approach can determine efficiently which resources a user is most probably interested in during a given time period based on the Personal Web Usage Lattice of the user without using the user’s current access information.

- **Semantic Web Personalization Approach.** We have developed an approach for periodic web personalization on the Semantic Web by automatically generating the Web Usage Ontologies from the Web Usage Lattice models and incorporating the periodic web personalization approach into the Semantic Web environment.

Note that all web usage mining algorithms presented in this research do not handle dynamically generated web pages (hidden Web [FLM98] or deep Web [Ber01]) directly. The hidden or deep Web can be handled if other techniques are applied to analyze web content accessed by users and annotate each web access entry in web logs with semantics. One possible approach is to use web content mining techniques to preprocess web logs before using the proposed web usage mining algorithms. However, web content mining is not the main focus in this research.

1.7 Organization of the Thesis

This chapter has introduced the background knowledge and motivations of this research. The objectives of the research have been discussed. We have also listed the contributions that
have been achieved. The rest of the thesis is organized as follows.

Chapter 2 reviews the related work on web usage mining, which includes web usage data, data preprocessing methods and pattern discovery techniques.

Chapter 3 presents the proposed approach, called CSB-mine (Conditional Sequence Base mining algorithm), for mining sequential access patterns. The performance evaluation of the CSB-mine algorithm is also given.

Chapter 4 presents the SWARS (Sequential Web Access based Recommender System) for effective web recommendations. The performance evaluation of the proposed system is also given.

Chapter 5 discusses the proposed technique for discovering periodic association access patterns of individual users from web usage logs. The discovered knowledge can be visualized for further understanding the periodic web access behaviors of users.

Chapter 6 discusses the proposed periodic web personalization approach. The Personal Web Usage Lattice proposed in Chapter 5 is used for efficiently generating personalization rules based on given period conditions. The performance of the proposed approach is evaluated based on the quality of the generated personalization rules, and compared with another non-periodic approach.

Chapter 7 presents the approach for developing periodic-based web personalized services on the Semantic Web environment. In this chapter, the automatic Web Usage Ontology generation process is given. We also discuss the Semantic Web services that enable periodic web personalization on the Semantic Web.

Finally, Chapter 8 concludes the thesis with a summary and states the future directions for further research work.
Chapter 2

Web Usage Mining

As mentioned in Chapter 1, web usage mining [SCDT00] aims to discover interesting and frequent user access patterns from web browsing data. The discovered knowledge can then be used for many practical web applications such as web recommendations, adaptive web sites, and personalized web search and surfing. In this chapter, we review the basic concepts and techniques on web usage mining. Firstly, the various types of web usage data are introduced. Next, the major preprocessing tasks are discussed. Then, we review the different pattern discovery techniques for web usage mining. Finally, a summary of the chapter is given.

2.1 Web Usage Data

Web usage data record access patterns of users from websites. However, it can also include data from user profiles, registration information, cookies, user queries, bookmarks and any other data derived from the interactions of users while surfing on the Web. Web usage data are mainly divided into three types, namely web server logs, proxy server logs and client browser logs.

The web server logs contain the most important data for web usage mining. This type of logs records the access of a website by multiple users. Each user access record contains the client IP address, request time, requested URL, HTTP status code, etc. These log files can be stored in various standard formats, such as the common log file format, extended log file format, etc. A fragment of a web server log from “North Latitude One BBS” (http://bbs.nlone.net) in the W3C extended log file format is given in Figure 2.1.
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155.69.220.183 - - [01/May/2005:10:58:54 +0800] “GET /bbscon.php?board=MovieTV&id=11810 HTTP/1.1” 200 8388
155.69.220.183 - - [01/May/2005:10:58:54 +0800] “GET /bbscon.js HTTP/1.1” 304 -
155.69.220.183 - - [01/May/2005:10:58:54 +0800] “GET /images/reply.gif HTTP/1.1” 304 -
155.69.59.119 - - [01/May/2005:10:59:37 +0800] “GET /cgi-bin/bbs/bbstcon?board=photo&gid=27330 HTTP/1.1” 200 3525
155.69.59.119 - - [01/May/2005:10:59:41 +0800] “GET /ansi-web-middle.css HTTP/1.1” 304 -

Figure 2.1: A fragment of a web server log from “North Latitude One BBS”.

A web proxy server serves as a gateway between client browsers and web servers. Proxy caching can be used for reducing the loading time of a web page accessed frequently by users as well as the network traffic loading at the server and client sides. Proxy server can trace all HTTP requests from multiple clients to multiple web servers. From proxy server logs, we can also analyze the browsing behavior of a group of anonymous or identifiable users sharing a common proxy server.

Client-side usage data collection can be implemented by using an agent installed at a client or web browser with the capability of tracing web access activities of users. Client-side logs can collect usage data about a single user over multiple websites. Client-side data collection can capture more information than the web server or proxy server logs, such as mouse clicks on the refresh or back button of the web browser.

In this section, we focus our discussion on web server logs, which are the most commonly used data for web usage mining. Nevertheless, most of the web mining techniques discussed here can also be applied to other types of web usage data in a similar manner.

2.2 Preprocessing

Generally, web usage logs can be regarded as a collection of sequences of access events from one user or session in timestamp ascending order. However, the original web usage logs probably are not in a format that is usable for mining purposes. So such data may need to be cleaned and reformatted. The preprocessing step aims to pre-process the original web usage logs to identify all user access sessions or convert the web usage logs into other formats. The main preprocessing tasks [CMS99] include data cleaning, user identification and session identification and other advanced preprocessing.

2.2.1 Data Cleaning

In the original web usage logs, not all records are valid for web usage mining. We only treat requested resources as useful when they are in HTML format. Therefore, apart from records
such as URLs of HTML or extended HTML documents (e.g., xhtml, ASP, PHP or JSP), all other records are discarded from the web usage logs. These include records containing URLs of image files, such as GIF, JPG or BMP files. HTTP status codes are used to indicate the success or failure of the requested event. Only records with codes between 200 and 299 are considered as successful records, and others are discarded from the web usage logs. Moreover, requests from automatic agent software, robots and Web spiders or crawlers need to be identified and removed as well [TK02], since such requests are usually significantly different from the surfing characteristics of humans.

2.2.2 User Identification

For analyzing users’ access behaviors, unique users must be identified. For web server logs, all users’ access activities of a website are recorded by the Web server of the website. Users are treated as anonymous since the IP addresses are not mapped to any user-identifiable profile databases. In this case, we can simplify user identification to client IP identification. In other words, requests from the same IP address can be regarded as from the same user and stored into the same group under that user. In order to identify users more accurately, some other information from web usage logs may be helpful. For example, the agent recorded in web usage logs contains information on the client browser and operating system. Since different users may access the website through the same proxy server, the IP address may be the same. However, the agent type may not be the same in many cases. Therefore, it is quite reasonable to assume that each different agent type for the same IP address represents a different user.

2.2.3 Session Identification

For logs from a user that spans a long period of time, it is very likely that the user has visited the website more than once. The goal of session identification is to divide web logs of each user into individual access sessions. The simplest method is to set a timeout threshold. If the difference between the request time of two adjacent records from a user is greater than the timeout threshold, it can be considered that a new access session has started. In this research, we use 30 minutes as the default timeout threshold. Recently, more accurate session identification approaches have been proposed. For example, Huang et al. [HPAS04] presented a novel session identification method based on statistical language models. It uses information theory approach to detect session boundaries dynamically to achieve more
accurate results for identifying sessions. Lou et al. [LLLY02] proposed a more advanced cut-and-pick method for determining the access sessions from proxy logs by deciding on more reasonable session boundaries and removing noisy accesses.

### 2.2.4 Other Preprocessing Tasks

For some usage mining purposes, further preprocessing tasks [CMS99] may be applied. *Path completion* is used to find the actual access paths among web pages. The *referrer* field in the web usage logs can be checked to find out which page the request has come from. If the referrer is unavailable, the link structure of the website can also help to estimate the access paths of users. The goal of *transaction identification* is to create meaningful clusters of requested web pages for each user. Therefore, the task of transaction identification is to divide a larger transaction into multiple smaller ones or merge smaller transactions into larger ones. Some transaction identification approaches such as the *reference length* [CMS99] and *maximal forward reference* [CPY96] have been proposed for preprocessing web usage logs.

### 2.3 Pattern Discovery Techniques

Various data mining techniques [SCDT00] have been investigated for mining web usage logs. They are statistical analysis, association rule mining, clustering, classification and sequential pattern mining.

#### 2.3.1 Statistical Approaches

Statistical techniques are the most commonly used methods for extracting knowledge from web usage logs. The useful statistical information discovered from web usage logs is listed in Table 2.1.

The types of statistical information shown in Table 2.1 are usually generated periodically in reports and used by administrators for improving the system performance, facilitating the website modification task, enhancing the security of the system, and providing the support for marketing decisions. Many web traffic analysis tools, such as WebTrends [Web] and SurfAid [Sur], are available for generating web usage statistics.

#### 2.3.2 Association Rule Mining

Association rule mining finds interesting association or correlation relationships among a large set of data items. A typical example of association rule mining is market basket analysis.
Table 2.1: Useful statistical information discovered from web logs.

<table>
<thead>
<tr>
<th>Statistics</th>
<th>Detailed Information</th>
</tr>
</thead>
</table>
| Website activity statistics | Total number of visits  
|                           | Average number of hits  
|                           | Successful/failed/redirected/cached hits  
|                           | Average view time  
|                           | Average length of a path through a site  |
| Diagnostic statistics    | Server errors  
|                           | Page not found errors  |
| Server statistics        | Top pages visited  
|                           | Top entry/exit pages  
|                           | Top single access pages  |
| Referrers statistics     | Top referring sites  
|                           | Top search engines  
|                           | Top search keywords  |
| User demographics statistics | Top geographical location  
|                           | Most active countries/cities/organizations  |
| Client statistics        | Visitor’s web browser, operating system, and cookies  |

This process analyzes customer buying habits by finding associations between the different items that customers place in their “shopping baskets”. The discovery of such associations can help retailers develop marketing strategies by gaining insight into which items are frequently purchased together by customers. Apriori [AS94] is a classical algorithm for mining association rules. Some variations of the Apriori approach for improving the efficiency of the mining process are referred to as Apriori-based mining algorithms. FP-growth [HPY00] is an efficient approach for mining frequent patterns without candidate generation.

For web usage mining, association rules can be used to find correlations between web pages (or products in an e-commerce website) accessed together during a session. Such rules indicate the possible relationships between pages that are often viewed together even if they are not directly connected, and can reveal associations between groups of users with specific interests. Apart from being exploited for business applications, the association rules can also be used for web recommender systems, web personalization, or improving the system’s performance through predicting and pre-fetching of web data.

In [LAR02], Lin et al. proposed a collaborative recommendation technique based on an adaptive-support algorithm for mining association rules. The algorithm does not require the minimum support to be specified in advance. Given a range for the number of rules, it can automatically adjust the minimum support in order to obtain a subset of rules whose size lies within the desired range. This strategy can reduce the runtime of the mining process and
provide enough rules for achieving good recommendation performance. However, the target range is more difficult to be specified reasonably than the minimum support if the user has no prior knowledge on user transactions. For recommendations, two kinds of rules, namely user associations and article associations, are mined and combined together. The performance of this approach is significantly better than that of traditional correlation-based methods.

In [MGPL04], Moreno et al. proposed a web usage mining approach for making recommendations based on a predictive model built from association rules between user and product attributes. A refinement method based on the concept of unexpectedness is used to obtain stronger rules that reinforce the relations between items and minimize the recommendation errors. The recommendation procedure aims to search for the best matching rules from the set of refined association rules in order to recommend products.

In [MDLN01], Mobasher et al. proposed a scalable framework for web personalization based on association rules mined from web usage data. Firstly, all frequent itemsets are mined from user access transactions using the Apriori algorithm [AS94]. The discovered itemsets are stored in a directed acyclic graph, called Frequent Itemset Graph, which is an extension of the lexicographic tree used in the tree projection algorithm [AAP01]. Given a current active user session, stored in lexicographic order under a sliding window of size $w$, a depth-first search of the Frequent Itemset Graph is performed from level $w$. If a match is found, the children of the matching node generate candidate recommendations. All candidate rules satisfying the given minimum confidence threshold form the recommendation set with their confidence values as the recommendation scores. The use of Frequent Itemset Graph makes it efficient to produce recommendations in real-time without the need to generate all association rules from frequent itemsets. To improve the performance of recommendations, multiple support levels for different types of pages and user histories are also used. The proposed approach has achieved better performance than the kNN (k-Nearest-Neighbors) based collaborative filtering approaches both in terms of coverage and accuracy of recommendations.

In [WSP01], Wong et al. proposed a new approach to improve the quality of web access pattern prediction by combining fuzzy association rule mining and CBR (case-based reasoning) [SP04]. One of the problems of traditional association rule mining techniques is that each item is only considered to either exist in a transaction or not. Therefore, the user’s preference and interest on each item of a transaction cannot be presented. Since the concept of preference and interest are fuzzy data, the fuzzy logic techniques [Zad75] are applied. The time duration of each page view is selected as the fuzzy set attribute of a web access case.
and fuzzified into five linguistic terms: Long, Quite Long, Medium, Quite Short, and Short. The number of fuzzy association rules is usually larger than traditional association rules. To improve the efficiency of rule matching, the fuzzy index tree technique is developed to group fuzzy rules together by merging the fuzzy values. The fuzzy rule set has performed better in prediction accuracy and rule coverage compared with the traditional rule set.

Yang et al. [YP02] proposed a scalable web usage mining approach for predicting web accesses based on association rules that are temporally constrained and ordered. The main idea relies on the simple premise that more recently accessed web pages are likely to have a greater influence on web pages that will be accessed in the near future. Firstly, the extracted association rules are ordered based on their sequential dominance and confidence. Then, a rule based predictive model uses the top few rules to predict the set of web pages that will be accessed by users in the near future. The proposed approach has not only achieved good results for predictions, but also good performance in terms of space and time complexity by pruning the rule-space significantly. This makes it possible for more efficient online prediction.

2.3.3 Sequential Pattern Mining

Sequential pattern mining, which discovers frequent patterns from sequence databases, is defined as follows [AS95]. Given a sequence database where each sequence is a list of transactions ordered by transaction time and each transaction consists of a set of items, find all sequential patterns with a user-specified minimum support, where the support is the number of data sequences that contains the pattern. Sequential pattern mining techniques are mainly based on three approaches: Apriori-based mining algorithms, projection-based mining algorithms and WAP-tree (Web Access Pattern tree) based mining algorithms.

Apriori-based Mining Algorithms

Most of the basic and earlier algorithms for sequential pattern mining are based on the Apriori property proposed in association rule mining [AS94]. Such property states that any sub-patterns of a frequent pattern must be frequent. Based on this heuristic, various Apriori-based sequential pattern mining algorithms have been proposed. The AprioriAll [AS95] algorithm proposed a three-step approach for mining sequential patterns. It first finds all frequent itemsets. Then, it transforms the database such that each original transaction is replaced by the set of all frequent itemsets contained in the transaction. And finally, it finds the sequential patterns. However, this algorithm does not scale well due to the costly
transformation step. In [SA96], a generalized sequential pattern mining algorithm known as GSP (Generalized Sequential Pattern) mining algorithm was proposed. Similar to the AprioriAll algorithm, GSP scans the database several times. In the first scan, it finds all frequent items and forms a set of frequent sequences of length one. In subsequent scans, it generates candidate sequences from a set of frequent sequences obtained from the previous scan and checks their supports. The process terminates when no candidate is found to be frequent.

**Projection-based Mining Algorithms**

The Apriori-based sequential pattern mining approaches may substantially reduce search space. However, such approaches encounter the efficiency problem when a sequence database is large and/or when sequential patterns to be mined are numerous and/or long. A number of data projection-based algorithms have been proposed for mining sequential patterns more efficiently. The main idea is that sequence databases are recursively projected into a set of smaller projected databases and sequential patterns are grown in each projected database by exploring only local frequent fragments. In particular, two pattern growth schemes, FreeSpan (Frequent pattern-projected Sequential pattern mining) [HPMA+00] and PrefixSpan (Prefix-projected Sequential pattern mining) [PHMA+01], were proposed. They mine the complete set of sequential patterns but greatly reduce the efforts of candidate subsequence generation. To further improve mining efficiency, three kinds of database projections, namely level-by-level projection, bi-level projection and pseudo-projection, are explored. FreeSpan and PrefixSpan have outperformed the Apriori-based GSP algorithm and an integrated PrefixSpan has achieved the best performance in mining large sequence databases.

**WAP-tree based Mining Algorithms**

Apart from the projection-based algorithms, another series of algorithms that avoid generating candidate sequences are known as WAP-tree based mining algorithms. The WAP-tree [PHMAZ00] is a very effective compressed data structure designed for storing the data obtained from web logs. The WAP-tree is constructed over the frequent sub-sequences in the web access sequence database by merging their common prefixes. At the same time, all nodes that contain the same frequent event are linked into an event queue and the Header Table with all frequent events is created for this WAP-tree with the head of each event queue registered in it. Then, all nodes labeled with the same event can be visited by following the
related event queue, starting from the Header Table.

The WAP-mine algorithm [PHMAZ00] was proposed to mine sequential patterns from the WAP-tree. The approach uses a heuristic, called conditional search, to narrow the search space efficiently by looking for patterns with the same suffix and thus avoids generating large candidate sets as in Apriori-based algorithms. The WAP-mine algorithm processes each event one by one. For event $e_i$, it firstly forms the conditional WAP-tree for it, which contains the set of prefixes of the subsequences that contain $e_i$ as a suffix. After that, the algorithm continues to mine the conditional WAP-tree recursively. Finally, the results obtained from mining the conditional WAP-tree are concatenated with $e_i$. Sequences obtained through this algorithm correspond to the final sequential access patterns.

Currently, there are a few extensions of the WAP-tree and the corresponding algorithms for mining sequential access patterns. In [EL05], Ezeife and Lu proposed the Pre-Order Linked WAP-Tree Mining (PLWAP) algorithm with Tree Binary Code Assignment rules which find common prefix patterns instead of suffix patterns as used in the WAP-mine algorithm. This avoids recursively re-constructing intermediate conditional WAP-trees by assigning the binary position codes to each node in the WAP-tree. The FS-tree [MCE04] extended the WAP-tree structure for incremental and interactive mining. The corresponding mining algorithm FS-mine (Frequent Sequence mining) was proposed to analyze the FS-tree to discover frequent sequences. In [ZHF04], an efficient WAP-tree based mining algorithm, called CS-mine (Conditional Sequence mining algorithm) was proposed. It has achieved better performance than the WAP-mine algorithm by eliminating the need for the re-construction of intermediate conditional WAP-trees. However, it also needs to construct an initial WAP-tree from the web access sequence database. Apart from extending the WAP-tree and the corresponding mining algorithms, the WAP-tree structure has also been used by some web applications [PSR03].

For web usage mining, a sequential web access pattern [PHMAZ00] is a sequential pattern in a large set of pieces of web usage logs, which is pursued frequently by users. Such knowledge can be used for discovering useful user interest trends and predicting future accesses, which is helpful for pre-fetching documents, recommending web pages, or placing advertisements aimed at certain user groups.

In [MDLN02], Mobasher et al. studied the problem of web personalization based on sequential and non-sequential patterns discovered from web usage logs. It has shown that more restrictive patterns, such as contiguous sequential patterns (frequent navigational paths), are
more suitable for predictive tasks such as web pre-fetching, in which the primary goal is to predict which item will be accessed next by a user. On the other hand, less constrained patterns, such as frequent itemsets or general sequential patterns are more effective alternatives in the context of web personalization and recommendation systems.

Gery and Haddad [GH03] also presented a framework for a recommender system in order to evaluate three web usage mining approaches that use association rules, sequential patterns and generalized sequential patterns (sequential patterns with wildcards) for predicting a user’s next request. It has shown that the recommendation approach with sequential patterns has achieved better accuracy than that with association rules and generalized sequential patterns when one-step prediction is used.

### 2.3.4 Clustering

Clustering [JMF99] is a technique for grouping a set of physical or abstract objects into classes of similar objects. A cluster is a collection of data objects that are similar to one another within the same cluster and are dissimilar to the objects in other clusters. A cluster of data objects can be treated collectively as one group in practical applications. The choice of a clustering algorithm depends both on the type of data available, and on its purpose and application.

For web usage mining, clustering techniques [XP01, MCS99, NFJK99, BG00, WAS05, KJ05] are mainly used to discover two kinds of useful clusters, namely user clusters and page clusters. User clustering attempts to find groups of users with similar browsing preference and habit, whereas web page clustering aims to discover groups of pages that seem to be conceptually related according to the users’ perception. Such knowledge is useful for performing market segmentation in e-commerce and web personalization applications.

In [XP01], Xie et al. presented a novel web usage mining approach for clustering Web users into different groups and generating common user profiles. The proposed clustering technique uses the belief function based on Dempster-Shafer’s theory to capture the uncertainty among user access behavior. The generated profiles can be used for web recommendations, personalized websites, and targeting users for personalized advertising.

In contrast to clustering user sessions, Mobasher et al. [MCS99] introduced an effective clustering technique by directly computing overlapping clusters of URL references based on their co-occurrence patterns across user transactions. This method can obtain clusters that potentially capture overlapping interests of different types of users, even if these transactions
are not deemed to be similar. As traditional clustering techniques such as distance-based methods are generally unable to handle this type of clustering, the Association Rule Hypergraph Partitioning (ARHP) [HKKM98] technique was applied for clustering. Since ARHP provides automatic filtering capabilities, it does not require distance computations, and can be used in high-dimensional datasets without requiring dimension reduction. Once the URL clusters have been computed, the current active session can be assigned to the best matching cluster by computing the matching score of each cluster. Then, the recommendation score is computed for each URL in the matching cluster, and all URLs whose scores satisfying a minimum recommendation threshold are returned as recommended links.

The web access sessions are too complex to be converted into simple numerical features. In fact, the URLs in a website always have a hierarchical or tree-like structured directory. In [NFJK99], Nasraoui et al. defined a new similarity measure between two web access sessions that incorporates both the hierarchical organization of the website and the URLs involved. This session similarity measure is not Euclidean. The fuzzy Competitive Agglomeration for Relational Data (CARD) clustering algorithm [FK97] was proposed to automatically cluster data into parsimonious number of components to analyze web server logs and obtain a typical session profile of users.

In [BG00], Banerjee and Ghosh discussed two session extraction techniques for web logs, namely time-out heuristic approach and link following heuristic approach, and based on the extracted sessions, it proposed a novel and effective algorithm for clustering web users. The purpose of clustering users based on the access paths is to find groups of users with similar interests and motivations for visiting the website. A Min-Max Path Similarity measure between any pairs of sessions is defined for mapping the sessions into a similarity space. For large websites, if the access paths are considered at a web page level, many similarity values are zero since very few access paths have actual page overlaps. To handle this problem, the web pages are first grouped into concept categories based on suitable metadata information. After converting the raw access paths into concept-category based access paths, the average size of paths is reduced and the meaning of paths can be easily understood. Once these paths are formed, an efficient hypergraph partitioning algorithm can be used for clustering. The clustering results are more meaningful than the simple page-based path clustering. However, since the categorization of web pages may be very complicated for websites that are not well organized, the applicability of this approach is limited.

In [WAS05], Wang et al. proposed a hybrid neuro-fuzzy approach for web traffic mining
and prediction. The proposed approach uses a clustering algorithm, Self Organizing Map (SOM) [Koh88], to discover hidden access patterns from Web server logs. The clustered data and clustering information are further used for learning the trend patterns by using statistical analysis methods. In order to make the analysis more intelligent the clustered data are used to predict the long-term (daily) and short-term (hourly) traffic including request volume and page volume using the fuzzy inference method.

Kamdar et al. [KJ05] developed an adaptive Web server that generates pages online based on a user’s past traversal patterns mined using a fuzzy incremental clustering algorithm. Over time, a user’s traversal pattern changes and the information in the user profile is updated incrementally to reflect the changes to the personalized page generated for the user.

2.3.5 Classification

Classification is the process of building a model to classify a class of objects so as to predict the class label of a future object whose class is not known. Since the class label of each training sample is provided, this process is also known as supervised learning (i.e., the learning of the model is “supervised” in that it is told to which class each training sample belongs).

For web usage mining, classification is usually used to construct profiles of users belonging to a particular class or category. There is not much work done using classification methods directly for web usage mining due to the complexity of web usage data.

Tan et al. [TK02] examined the problem of identifying web robot sessions using standard classification techniques. The goal is to determine the minimum number of requests needed to distinguish between robot and non-robot sessions from web server logs with high accuracy. After preprocessing the web server logs to identify access sessions, a set of features is extracted to characterize the access session. These features include total pages, total time, average time, request method, request error and so on, which can be derived easily from the web server logs. Then, all training sessions are labeled as robot or non-robot sessions using the class label. The C4.5 algorithm [Qui93] is used to construct the classification model.

In [CKK02], Cho et al. proposed a personalized recommender system based on web usage mining techniques. Classification is used to minimize recommendation errors by making recommendation only for customers who are likely to buy the recommended products. The proposed approach first learns the customer preference and product association automatically from web usage data. Next, customers who are likely to buy the recommended products are selected using decision tree induction. Then, expert knowledge such as product taxonomy
is incorporated into the recommendation process. Finally, highly business-efficient products among the candidate recommendable products are chosen using the proposed measures.

2.4 Summary

In this chapter, we have reviewed the related work on web usage mining including web usage data, preprocessing tasks, and various pattern discovery techniques.

Web usage data is the main source for web usage mining, which mainly includes web server logs, proxy server logs and client browser logs. Since web server logs have standard formats and are available in all web servers, they are most widely used in research on web usage mining. For web usage data preprocessing, the tasks include data cleaning, user identification and session identification. The fundamental techniques for discovering patterns in web usage logs include statistical analysis, association rule mining, clustering, classification and sequential pattern mining. Statistical techniques are generally utilized for extracting statistical knowledge from web logs. Such knowledge is most useful for analyzing web traffic of a website. Association rule mining can be used for finding related pages that are most often referred together in an access session. Sequential pattern mining is an extension of association rule mining by considering the order of occurrence of items in transactions. Sequential patterns are sequences of web pages accessed frequently by users. Such patterns are useful for discovering user behaviors and predicting future pages to be visited by the user. Clustering techniques can be used to discover page clusters and user clusters from web logs. Page clusters are useful for improving search engines and providing web categorization, whereas user clusters are useful for inferring user demographics in order to provide personalized web contents to users. Classification is the task of predicting a data item into one of the several predefined classes. These classes usually represent different user profiles, and classification is performed based on the features that best describe the properties of a given class or category. The main pattern discovery techniques are summarized in Table 2.2.
Table 2.2: Pattern discovery techniques for web usage mining.

<table>
<thead>
<tr>
<th>Author</th>
<th>Technique</th>
<th>Approach</th>
<th>Application</th>
</tr>
</thead>
<tbody>
<tr>
<td>WebTrends</td>
<td>Statistics</td>
<td>Statistical approach</td>
<td>Business intelligence</td>
</tr>
<tr>
<td>SurfAid [Sur]</td>
<td>Statistics</td>
<td>Statistical approach</td>
<td>Business intelligence</td>
</tr>
<tr>
<td>Lin et al. [LAR02]</td>
<td>Association rule mining</td>
<td>Adaptive-support</td>
<td>Collaborative recommender systems, E-commerce</td>
</tr>
<tr>
<td>Moreno et al. [MGPL04]</td>
<td>Association rule mining</td>
<td>Incremental mining</td>
<td>Personalized recommendations</td>
</tr>
<tr>
<td>Mobasher et al. [MDLN01]</td>
<td>Association rule mining</td>
<td>Frequent Itemset Graph</td>
<td>Web personalization</td>
</tr>
<tr>
<td>Wong et al. [WSP01]</td>
<td>Association rule mining</td>
<td>Fuzzy theory, Case-based reasoning, Fuzzy index tree</td>
<td>Web access path prediction, Web personalization</td>
</tr>
<tr>
<td>Yang et al. [YP02]</td>
<td>Association rule mining</td>
<td>Temporal constraint</td>
<td>E-commerce, Recommender systems</td>
</tr>
<tr>
<td>Pei et al. [PHMAZ00]</td>
<td>Sequential pattern mining</td>
<td>WAP-tree, WAP-mine</td>
<td>General</td>
</tr>
<tr>
<td>Ezeife et al. [EL05]</td>
<td>Sequential pattern mining</td>
<td>Tree binary code assignment, PLWAP</td>
<td>General</td>
</tr>
<tr>
<td>Maged et al. [MCE04]</td>
<td>Sequential pattern mining</td>
<td>Incremental mining, FS-tree, FS-Miner</td>
<td>Web pages predicting and Pre-fetching</td>
</tr>
<tr>
<td>Prakash et al. [PSR03]</td>
<td>Sequential pattern mining</td>
<td>WAP-tree</td>
<td>Personalized surfing system</td>
</tr>
<tr>
<td>Mobasher et al. [MDLN02]</td>
<td>Association rule mining, sequential pattern mining</td>
<td>Frequent itemsets, general sequential patterns, contiguous sequential patterns</td>
<td>Web personalization and recommender systems, Web prefetching</td>
</tr>
<tr>
<td>Gery et al. [GH03]</td>
<td>Association rule mining, sequential pattern mining</td>
<td>Association rules, sequential patterns, generalized sequential patterns</td>
<td>Recommender systems</td>
</tr>
<tr>
<td>Xie et al. [XP01]</td>
<td>Clustering</td>
<td>Web user clustering</td>
<td>Web personalization</td>
</tr>
<tr>
<td>Mobasher et al. [MCS99]</td>
<td>Association rule mining, clustering</td>
<td>Association Rule Hypergraph Partitioning</td>
<td>Web personalization</td>
</tr>
<tr>
<td>Nasraoui et al. [NFJK99]</td>
<td>Clustering</td>
<td>Fuzzy competitive agglomeration clustering</td>
<td>Web personalization</td>
</tr>
<tr>
<td>Banerjee et al. [BG00]</td>
<td>Clustering</td>
<td>Concept-based clustering</td>
<td>Web personalization</td>
</tr>
<tr>
<td>Wang et al. [WAS05]</td>
<td>Clustering</td>
<td>Hybrid Neuro-Fuzzy approach, Self Organizing Map</td>
<td>Web traffic trend predictions</td>
</tr>
<tr>
<td>Kamdar et al. [KJ05]</td>
<td>Clustering</td>
<td>Incremental fuzzy clustering</td>
<td>E-commerce, Web personalization</td>
</tr>
<tr>
<td>Tan et al. [TK02]</td>
<td>Classification</td>
<td>Decision tree</td>
<td>Preprocessing</td>
</tr>
<tr>
<td>Cho et al. [CKK02]</td>
<td>Classification</td>
<td>Decision tree</td>
<td>Personalized recommender systems</td>
</tr>
</tbody>
</table>
Chapter 3

Efficient Sequential Access Pattern Mining

A sequential access pattern [PHMAZ00] is a sequential pattern in a large set of pieces of web logs, which is pursued frequently by users. Most of the previous studies for discovering sequential patterns such as AprioriAll [AS95] and GSP [SA96] are mainly based on the Apriori algorithm [AS94]. However, these algorithms encounter the same problem as most Apriori-based algorithms that require expensive multiple scans of databases in order to determine which of the candidates are actually frequent.

To improve the efficiency of sequential pattern mining algorithms, Pei et al. [PHMAZ00] proposed a novel and highly compressed data structure known as Web Access Pattern Tree (or WAP-tree) which is based on the FP-tree [HPY00] structure with the consideration on the sequential characteristics of items. The WAP-tree structure facilitates the development of novel algorithms for mining sequential access patterns efficiently from a large set of web log pieces. In particular, the WAP-mine algorithm [PHMAZ00] was developed for mining sequential access patterns from the WAP-tree. This approach avoids the problem of generating an explosive number of candidates as encountered in Apriori-based algorithms. And experimental results have shown that the WAP-mine algorithm is in general an order of magnitude faster than traditional sequential pattern mining techniques. This can be attributed to the compact structure of the WAP-tree and the novel conditional search strategies used in the WAP-mine algorithm. However, the use of conditional search strategies in the WAP-mine algorithm requires the re-construction of large numbers of intermediate conditional WAP-trees during the mining process, which is also very costly.

In this chapter, we propose an efficient sequential access pattern mining algorithm called
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CSB-mine (Conditional Sequence Base mining algorithm). The proposed CSB-mine algorithm is based directly on the conditional sequence bases and eliminates the need for the construction of the initial WAP-tree, and the re-construction of costly intermediate conditional WAP-trees as in the WAP-mine algorithm. The main idea is described as follows. A conditional sequence base is a set of all suffix sequences of sequences with the same specific sequential pattern as their prefix sequence. In the WAP-mine algorithm, the conditional sequence bases of 1-length sequential patterns (i.e., frequent events) are generated from the initial WAP-tree. And then, the conditional WAP-trees of n-length (n ≥ 1) sequential patterns are constructed from the conditional sequence bases of n-length sequential patterns. Subsequently, the conditional WAP-trees of n-length sequential patterns are used for generating the conditional sequence bases of (n+1)-length sequential patterns. The recursive constructions of sub-conditional sequence bases and sub-conditional WAP-trees will be stopped until the new conditional WAP-trees has only one branches or the new conditional sequence bases are empty. Actually, the conditional sequence bases of (n+1)-length sequential patterns can be computed from the conditional sequence base of n-length sequential patterns directly without the intermediate conditional WAP-tree of n-length sequential patterns. Therefore, the efficiency of the WAP-mine algorithm can be further improved by avoiding the costly constructions of the initial and all conditional WAP-trees. In addition, the proposed CSB-mine algorithm has the similar idea to a projection-based approach, PrefixSpan [PHMA+01], which generates sequential access patterns by recursively projecting the suffix sequences of local frequent prefix sequences into small projected databases. In subsequent sections, we will also show that the proposed CSB-mine algorithm outperforms the PrefixSpan algorithm in terms of efficiency.

In Chapter 4, we will discuss a sequential access pattern based web recommender system to illustrate the use of the CSB-mine algorithm for a practical web application.

The rest of this chapter is organized as follows. In Sections 3.1 and 3.2, we introduce some basic concepts on sequential access pattern mining and the WAP-mine algorithm. The proposed CSB-mine algorithm is then presented in Section 3.3. The performance of the CSB-mine algorithm is evaluated in Section 3.4. Finally, a summary of this chapter is given in Section 3.5.
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Table 3.1: A sample database of web access sequences.

<table>
<thead>
<tr>
<th>User ID</th>
<th>Web Access Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>abdac</td>
</tr>
<tr>
<td>2</td>
<td>eaebcac</td>
</tr>
<tr>
<td>3</td>
<td>babfae</td>
</tr>
<tr>
<td>4</td>
<td>afbace</td>
</tr>
</tbody>
</table>

3.1 Problem Statement

Generally, web logs can be regarded as a collection of sequences of access events from one user or session in timestamp ascending order. Preprocessing tasks [CMS99] including data cleaning, user identification and session identification can be applied to the original web log files to obtain the web access sequences.

Let $E$ be a set of unique access events, which represents web resources accessed by users, i.e., web pages, URLs or topics. For example, for a static website, the set of access events consists of the URLs of all static web pages, but for a dynamic website, the set of access events consists of the dynamic URLs of web pages (i.e., URLs with input parameters). If each URL can be categorized into one predefined topic, such as News, Sports and Entertainment, we can also use the set of predefined topics as the set of access events. A web access sequence $S = e_1e_2...e_n$ ($e_i \in E$ for $1 \leq i \leq n$) is a sequence of access events, and $|S| = n$ is called the length of $S$. Note that it is not necessary that $e_i \neq e_j$ for $i \neq j$ in $S$, that is repeat of items is allowed. All web access sequences in a database can belong to either a single user (for client-side logs) or multiple users (for server and proxy logs). Suppose we have a set of web access sequences with an access event set, $E = \{a, b, c, d, e, f\}$. A sample web access sequence database is given in Table 3.1.

In $S = e_1e_2...e_k e_{k+1}...e_n$, $S_{\text{prefix}} = e_1e_2...e_k$ is called a prefix sequence of $S$, or a prefix sequence of $e_{k+1}$ in $S$. And $S_{\text{suffix}} = e_{k+1}e_{k+2}...e_n$ is called a suffix sequence of $S$ or a suffix sequence of $e_k$ in $S$. A web access sequence can be denoted as $S = S_{\text{prefix}} + S_{\text{suffix}}$. For example, $S = abdac$ can be denoted as $S = a + bdac = ab + dac = ... = abda + c$. Let $S_1$ and $S_2$ be two suffix sequences of $e_i$ in $S$, and $S_1$ is also the suffix sequence of $e_i$ in $S_2$. Then, $S_1$ is called the sub-suffix sequence of $S_2$ and $S_2$ is the super-suffix sequence of $S_1$. The suffix sequence of $e_i$ in $S$ without any super-suffix sequence is called the long suffix sequence of $e_i$ in $S$. For example, if $S = abdacb$, then $S_1 = cb$ is the sub-suffix sequence of $S_2 = bdacb$ and $S_2$ is the super-suffix sequence of $S_1$. $S_2$ is also the long suffix sequence of $a$ in $S$. Given a web access sequence database $WAS_{DB} = \{S_1, S_2, ..., S_m\}$ in which $S_i$ ($1 \leq i \leq m$) is a web sequence.
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access sequence, and $|WAS_{DB}| = m$ is called the size of the database. The support of $S$ in $WAS_{DB}$ is defined in the following equation:

$$Sup(S) = \frac{|\{S_i | S \subseteq S_i, S_i \in WAS_{DB}\}|}{|WAS_{SB}|}$$

For example, let’s consider the sample database in Table 3.1, then $Sup(abac) = \frac{3}{4} = 75\%$ and $Sup(baba) = \frac{1}{4} = 25\%$. A web access sequence $S$ is called a sequential access pattern, if $Sup(S) \geq MinSup$, where $MinSup$ is a given support threshold. For the sample database, suppose $MinSup = 75\%$, then it is required to find all sequential access patterns supported by at least 75\% web access sequences from the sample database, such as $abc, abac, etc.$

3.2 The WAP-tree and the WAP-mine Algorithm

The WAP-tree is a very effective compressed data structure designed for storing web access sequences. To construct a WAP-tree, we need two scans of the web access sequence database: (1) Scan $WAS_{DB}$ once, find all frequent individual events; (2) Scan $WAS_{DB}$ again, construct a WAP-tree over the sub-sequences with only frequent individual events of each web access sequence, which are also called frequent sub-sequences, by merging their common prefixes.

For example, the first scan of the database in Table 3.1 derives the set of frequent individual events, i.e., $\{a, b, c\}$. The frequent sub-sequences are $\{abac, abcac, baba, abacc\}$. The WAP-tree of the web access sequence database in Table 3.1 is shown in Figure 3.1, which is constructed as follows. First, insert the sequence $abac$ into the initial tree with only one virtual root node $Root$. It creates a new node $(a : 1)$ (i.e., labeled as $a$, with count set to 1 initially) as the child of the root, and inserts this node into the event queue of $a$, i.e., $a$-queue. Then, it derives the $a$-branch “$(a : 1) \rightarrow (b : 1) \rightarrow (a : 1) \rightarrow (c : 1)$”, in which arrows are used to point from parent nodes to children, and inserts each node in the related event queue respectively. Second, insert the sequence $abcac$ starting from the root node. Since the root has a child labeled $a$, $a$’s count is increased by 1, i.e., $(a : 2)$. Similarly, we have $(b : 2)$. The next event, $c$, does not match the existing node $a$, and then, a new child node $(c : 1)$ is created and inserted into the WAP-tree and $c$-queue at the same time. The remaining processes can be derived accordingly. Finally, the Header Table with all frequent events is created for this WAP-tree with the head of each event queue registered in it. Then, all the nodes labeled with the same event can be visited by following the related event queue starting from the Header Table. For example, we can access all the nodes labeled $a$ by following the $a$-queue
Figure 3.1: The WAP-tree for frequent sub-sequences in Table 3.1.

“(a : 3) → (a : 2) → (a : 1) → (a : 1)” starting from the record a in the Header Table.

The foundation of the WAP-mine algorithm [PHMAZ00] is based on a heuristic called *Suffix Heuristic*, i.e., if an event \( e_i \) is frequent in the prefixes of sequences that have a suffix which contains sequential pattern \( P \) as a subsequence, then \( e_i + P \) is also a sequential access pattern.

The main steps involved in the WAP-mine algorithm are listed as follows:

1. Construct a conditional sequence base of each event in WAP-tree by following the event-queue, count the conditional frequent events at the same time.
2. Build an intermediate conditional WAP-tree over the conditional sequence base found in the previous step.
3. Recursively repeat steps 1 and 2, until the constructed conditional WAP-tree has only one branch or the set of conditional frequent events is empty.
4. Return all the unique combinations of nodes in all conditional WAP-trees with a single branch as the complete sequential access patterns.

For example, the conditional WAP-tree of \( a \) is shown in Figure 3.2(a). Since it is not a single branch WAP-tree, recursive construction of the conditional WAP-tree of each frequent event is needed. For the conditional frequent event \( b \), we can construct the conditional WAP-tree of \( ba \) shown in Figure 3.2(b). It is already a single branch WAP-tree, and the sequential access patterns with the suffix \( ba \), i.e., \( \{aba, ba\} \), can be extracted.

As can be seen in the example, the WAP-mine algorithm narrows the search space efficiently, and avoids the overwhelming problems of generating explosive candidates in Apriori-based algorithms. However, the construction of the initial WAP-tree and the re-construction of intermediate conditional WAP-trees during mining are also very costly.
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3.3 The CSB-mine Algorithm

The CSB-mine (Conditional Sequence Base mining algorithm) employs directly the conditional sequence base of each frequent event, without the need of constructing any WAP-trees. Although the WAP-tree is a highly compressed data structure for storing sequence data, we need recover the uncompressed sequences during the mining process. This is the main reason why our CSB-mine algorithm is not based on the WAP-tree. As such, the construction of the initial WAP-tree and re-construction of large numbers of intermediate conditional WAP-trees are no longer required. Therefore, the CSB-mine algorithm can improve quite significantly on efficiency when compared with the WAP-mine algorithm.

Figure 3.3 gives an overview of the proposed CSB-mine algorithm which consists of the following steps:

1. **Preprocessing.** Construct the initial conditional sequence base from the web access sequence database.

2. **Constructing Event Queues for Conditional Sequence Base.** Construct event queues for the current conditional sequence base, so that all the same conditional frequent events in the current conditional sequence base can be visited one by one by following the event queues.

3. **Single Sequence Testing for Conditional Sequence Base.** Check whether all sequences in the current conditional sequence base can be combined into a single sequence. If so, such single sequence will be used to form a part of the sequential access patterns, and the mining of the current conditional sequence base will be stopped.

4. **Constructing Sub-Conditional Sequence Base.** Construct sub-conditional sequence base for the current conditional sequence based on the conditional frequent events.

5. **Recursive Mining for Sub-Conditional Sequence Base.** Recursively repeat steps 2, 3 and 4, until no more sub-conditional sequence base need to be constructed.
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3.3.1 Preprocessing

The first step in the CSB-mine algorithm is to construct the initial conditional sequence base from the web access sequence database. The initial conditional sequence base and conditional sequence base are defined as follows.

**Definition 3.1.** The initial conditional sequence base, denoted as \( \text{Init-CSB} \), is the set of all web access sequences in the given database.

**Definition 3.2.** The conditional sequence base of an event \( e_i \) based on prefix sequence \( S_{\text{prefix}} \), denoted as \( \text{CSB}(S_c) \), where \( S_c = S_{\text{prefix}} + e_i \), is the set of all long suffix sequences of \( e_i \) in sequences in \( \text{CSB}(S_{\text{prefix}}) \). \( \text{CSB}(S_{\text{prefix}}) = \text{Init-CSB} \), if \( S_{\text{prefix}} = \emptyset \).

We also call \( \text{CSB}(S_c) \) the conditional sequence base of conditional prefix \( S_c \). The initial conditional sequence base can also be denoted as \( \text{CSB}(\emptyset) \), with \( S_c = \emptyset \).

3.3.2 Constructing Event Queues for Conditional Sequence Base

The second step of the CSB-mine algorithm is to construct event queues for \( \text{CSB}(S_c) \) (for \( \text{Init-CSB}, S_c = \emptyset \)). The process performs the following four steps: (1) finding conditional frequent events from \( \text{CSB}(S_c) \); (2) creating a Header Table; (3) constructing \( e_i \)-queue for each conditional frequent event; and (4) deleting non-frequent events. The conditional frequent event is defined as follows.

**Definition 3.3.** The conditional frequent event is the event whose support in the given conditional sequence base is not less than the support threshold, \( \text{MinSup} \).

To find conditional frequent events in \( \text{CSB}(S_c) \), we need to identify those events with support greater than or equal to \( \text{MinSup} \). This is given in the following equation, where
Algorithm 3.1 Construct_EQ($MinSup$, $CSB(S_c)$, $E$)

**Input:**
- $MinSup$ - the minimum support threshold
- $CSB(S_c)$ - the conditional sequence base of $S_c$
- $E = \{e_i\}$ - the set of all unique access events

**Output:**
- $CSB(S_c)$ with Header Table $HT$ and event queues

**Process:**
1. Initialize the Header Table $HT \leftarrow \{\emptyset\}$
2. for all $e_i \in E$ do
   3. if $Sup(e_i) \geq MinSup$ then
      4. Insert $e_i$ into $HT$
   5. end if
3. end for
4. for all conditional sequence $S_i \in CSB(S_c)$ do
   5. for all $e_i \in HT$ do
      6. Insert the first item labeled $e_i$ in $S_i$ into $e_i$-queue
   7. end for
   8. Delete all items of events \(\notin HT\) from $S_i$
4. end for
10. return $CSB(S_c)$ with $HT$ and event queues

$|\{S_j|e_i \in S_j, S_j \in CSB(S_c)\}|$ is the number of sequences which contains the item labeled $e_i$ in $CSB(S_c)$, and $|Init-CSB|$ is the length of $Init-CSB$.

$$Sup(e_i) = \frac{|\{S_j|e_i \in S_j, S_j \in CSB(S_c)\}|}{|Init-CSB|} \geq MinSup$$

Then, all the conditional frequent events form the entire Header Table of $CSB(S_c)$. A linked-list structure for each conditional frequent event $e_i$, called $e_i$-queue, is created. Each item of $e_i$-queue is the first item labeled $e_i$ in sequences of $CSB(S_c)$. The head pointer of $e_i$-queue is recorded in the Header Table. Finally, as all the items of sequences in $CSB(S_c)$ which are labeled as non-frequent events are no longer needed, they are discarded. The Construct_EQ algorithm for constructing event queues for $CSB(S_c)$ is given in Algorithm 3.1.

**Example:** If $Init-CSB = \{abdac, caebac, babfae, afbacfc\}$, then the results obtained after constructing the Header Table and event queues are shown in Figure 3.4. To be qualified as a conditional frequent event (with $MinSup = 75\%$ and $|Init-CSB| = 4$), an event must have a count of at least 3. Therefore, the conditional frequent events are $(a : 4)$, $(b : 4)$ and $(c : 3)$. Each access event is denoted as $(event : count)$, where event is the event name and count is the number of sequences which contains the item labeled as event in $Init-CSB$. The
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Figure 3.4: Init-CSB with the Header Table and event queues.

\( a \)-queue, \( b \)-queue and \( c \)-queue are shown by the dashed lines starting from the Header Table. The items labeled as non-frequent events \( d \), \( e \) and \( f \) in each sequence are deleted. Similarly, for any subsequent conditional sequence base, the Header Table and event queues can also be constructed using the Construct_EQ algorithm.

Complexity analysis: In this step, we need two scans of the current conditional sequence base: (1) Scan \( CSB(S_c) \) once, find all conditional frequent events and create a Header Table; (2) Scan \( CSB(S_c) \) again, construct event queues and delete non-frequent events. Here, we assume equal cost for each scan. Thus, the total cost of this step is \( O(n) \), where \( n \) is the total number of events in \( CSB(S_c) \). The WAP-mine algorithm also needs to construct the event queues for the current WAP-tree. In terms of storage space, the proposed CSB-mine algorithm should use more memory than the WAP-mine algorithm in this step due to the compact structure of WAP-tree. But we will see later that the WAP-mine algorithm will use much more space than the CSB-mine algorithm in subsequence phases. In addition, the PrefixSpan algorithm also uses a similar technique, named the pseudo-projection, to reduce the cost of constructing projected databases recursively. However, the pseudo-projection needs to store both the pointers to the sequences and offsets of the suffix sequences. Therefore, compared with the event queues, the pseudo-projection in the PrefixSpan algorithm should use more memory.

3.3.3 Constructing Sub-Conditional Sequence Base

The sub-conditional sequence base is defined as follows.

**Definition 3.4.** \( CSB(S_{prefix}+e_i) \) is called the sub-conditional sequence base of \( CSB(S_{prefix}) \), if \( e_i \neq \emptyset \).

For each access event \( e_i \) in the Header Table of \( CSB(S_c) \), the Construct_Sub_CSBS
Algorithm 3.2 Construct_Sub_CSB(CSB(S_c), e_i)

Input:
CSB(S_c) - the conditional sequence base of S_c
e_i - a given event in Header Table of CSB(S_c)

Output:
CSB(S_c + e_i) - the conditional sequence base of e_i based on CSB(S_c)

Process:
1: Initialize $CSB(S_c + e_i) \leftarrow \{\emptyset\}$
2: for all item in $e_i$-queue of $CSB(S_c)$ do
3: Insert its suffix sequence into $CSB(S_c + e_i)$
4: end for
5: return $CSB(S_c + e_i)$

Example: For the Init-CSB shown in Figure 3.4, we obtain all suffix sequences of a by following the a-queue as $CSB(a)$, which is one of the sub-conditional sequence base of Init-CSB. The result is shown in Figure 3.5. $CSB(a)$ contains $\{bac, bcac, ba, bacc\}$.

Complexity analysis: In this step, we need to follow one event queue $e_i$-queue and scan all related suffix sequences in the current conditional sequence base $CSB(S_c)$. Here, we assume equal cost for scanning each event in $e_i$-queue and $CSB(S_c)$. Thus, the total cost of this step is $O(n)$, where $n$ is the total number of events in the $e_i$-queue and the suffix sequences of $e_i$ in $CSB(S_c)$. In the WAP-mine algorithm, the sub-conditional sequence base is also constructed. This is done by constructing the conditional WAP-tree first, and then, extracting the sub-conditional sequence base from the conditional WAP-tree. The construction of the conditional WAP-tree is costly, and the conditional WAP-tree is not used in subsequent processing, if it has more than one branch. In the CSB-mine algorithm, we have avoided this disadvantage. And our method for constructing sub-conditional sequence base is
more efficient than using the conditional WAP-tree. It is because the WAP-mine algorithm needs to scan the current conditional sequence base once to construct the conditional WAP-tree, and then, construct the sub-conditional sequence base by following the event-queues of the conditional WAP-tree. But in the CSB-mine algorithm, the sub-conditional sequence base can be constructed by scanning the current conditional sequence base only once. In terms of storage space, the proposed CSB-mine algorithm should use less memory than the WAP-mine algorithm, since the latter has to store the current conditional WAP-tree and the corresponding conditional sequence base at the same time. In addition, the PrefixSpan algorithm should also use a little more time to construct its projected database (similar to the conditional sequence base) in this phase, because the position of each suffix sequence must be calculated first from the corresponding sequence pointer and offset.

3.3.4 Single Sequence Testing for Conditional Sequence Base

In this step, if all sequences in CSB(SC) can be combined into a single sequence, the mining of CSB(SC) will be stopped. This single sequence will be used to form a part of the final sequential access patterns. Otherwise, we construct Sub-CSBs for CSB(SC) and perform recursive mining. The Test_CSBS algorithm for testing whether all sequences in CSB(SC) can be combined into a single sequence is given in Algorithm 3.3.

**Example:** For CSB(a) = \{bac, bcac, ba, bacc\}, the first item of each sequence can be combined into one item (b : 4), but the second item cannot. The combination is stopped and returns the *failed* flag. For CSB(aa) = \{c, c, cc\}, the sequences can be combined into a single sequence c : 3 and the *successful* flag is returned.

**Complexity analysis:** In this step, we need to scan the current conditional sequence base CSB(SC) once, if all the sequences can be combined into a single sequence. Otherwise, we only need to scan a part of CSB(SC). Thus, for the worst cases, the total cost of this step is \(O(n)\), where \(n\) is the total number of events in CSB(SC). In the WAP-mine algorithm, the conditional WAP-tree must be constructed recursively until there is only one branch in the tree. In fact, the construction of conditional WAP-trees can be avoided, because what we want to know from this process is only on whether all sequences in the given conditional sequence base can be combined into a single sequence or not. Therefore, the single sequence testing method, Test_CSBS, can be used instead of constructing conditional WAP-trees. The Single Sequence Testing process will be terminated when all items in the given conditional sequence base can be merged into the existing single sequence. With such simple testing method,
Algorithm 3.3 Test_CSBS\textsubscript{\textit{CSB}}(\textit{CSB}(\textit{Sc}), \textit{HT})

\textbf{Input:}
- \textit{CSB}(\textit{Sc}) - the conditional sequence base of \textit{Sc}
- \textit{HT} - the Header Table of \textit{CSB}(\textit{Sc})

\textbf{Output:}
- test result - \textit{successful} or \textit{failed} flag
- \textit{SingleSeq} - the single sequence of \textit{CSB}(\textit{Sc})

\textbf{Process:}
1: Initialize \textit{SingleSeq} ← ∅
2: if \textit{CSB}(\textit{Sc}) = ∅ then
3: \textit{SingleSeq} ← ∅
4: return \textit{successful} and \textit{SingleSeq}
5: end if
6: for \(i = 1\) to \(n\), which is the maximum length of all sequences \(S_i \in \textit{CSB}(\textit{Sc})\) do
7: if all the \(i\)th items in each sequence \(S_i \in \textit{CSB}(\textit{Sc})\) are the same event \(e\) and the total count of these items \(\geq \text{MinSup} \times |\text{Init-CSB}|\) then
8: Create a new item \(e\) with the count and insert it into \textit{SingleSeq}
9: else
10: \textit{SingleSeq} ← ∅
11: return \textit{failed} and \textit{SingleSeq}
12: end if
13: end for
14: return \textit{successful} and \textit{SingleSeq}

the efficiency of the mining process can be greatly improved. In terms of storage space, the proposed CSB-mine algorithm should use similar memory compared with the WAP-mine algorithm, because we only need to store the current conditional sequence base and a single sequence, but WAP-mine has to store the current WAP-tree and a new conditional WAP-tree at the same time. In the PrefixSpan algorithm, the processing of one projected database will be terminated, when no frequent subsequences can be generated. However, for the projected database with only the same sequences (i.e., all sequences can be combined into a single sequence), it still needs further projections till the generated projected database is empty. Such processes are costly and redundant, especially for long sequential access patterns. Our single sequence testing method can avoid constructing redundant conditional sequence bases effectively in such cases.

3.3.5 The Complete CSB-mine Algorithm

The complete \textit{CSB-mine} algorithm for mining sequential access patterns from a given web access sequence database is shown in Algorithm 3.4.

\textbf{Example:} The complete sequential access patterns with \textit{MinSup} = 75\% is shown in
Algorithm 3.4 CSB-mine($MinSup$, $WAS_{DB}$)

**Input:**
- $MinSup$ - the minimum support threshold
- $WAS_{DB} = \{S_i | 1 \leq i \leq m\}$ - the web access sequence database
- $E = \{e_i | 1 \leq i \leq n\}$ - all unique access events in $WAS_{DB}$

**Output:**
- $SAP$ - the set of all sequential access patterns

**Process:**
1. Initialize $SAP \leftarrow \{\emptyset\}$
2. Preprocessing to construct $Init-CSB$, i.e., $CSB(S_c)$ with $S_c = \emptyset$
3. Use $Construct_{EQ}$ to construct event queues for $CSB(S_c)$
4. Use $Test_{CSB}$ to test single sequence for $CSB(S_c)$
5. if the test is successful then
   6. Frequent sequence $FS \leftarrow S_c + SingleSeq$
   7. Insert all ordered combinations of items in $FS$ into $SAP$
   else
     9. for all $e_j$ in Header Table of $CSB(S_c)$ do
        10. Use $Construct_{Sub-CSB}$ to construct $CSB(S_c + e_j)$
        11. Set $S_c = S_c + e_j$ and recursively mine $CSB(S_c)$ from Line 3
     end for
   end if
13. end if
14. return $SAP$

<table>
<thead>
<tr>
<th>Length of Patterns</th>
<th>Sequential Access Patterns</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$a : 4, b : 4, c : 3$</td>
</tr>
<tr>
<td>2</td>
<td>$aa : 4, ab : 4, ac : 3, ba : 4, bc : 3$</td>
</tr>
<tr>
<td>3</td>
<td>$aac : 3, aba : 4, abc : 3, bac : 3$</td>
</tr>
<tr>
<td>4</td>
<td>$abac : 3$</td>
</tr>
</tbody>
</table>

Table 3.2: The sequential access patterns of the sample database.

As can be seen from the proposed mining algorithm, CSB-mine, it has significant advantages when compared with the original WAP-mine algorithm. Firstly, it avoids the costly construction of the initial WAP-tree and the re-construction of the conditional WAP-trees. Secondly, the construction method for the sub-conditional sequence base is more efficient than the method based on the conditional WAP-trees. These two special features of the CSB-mine algorithm help improve the efficiency of the mining process significantly. And this will be shown in the next section on performance evaluation. In terms of storage space, the proposed CSB-mine algorithm should use similar memory compared with the WAP-mine algorithm. However, memory usage is not the main objective for proposing the CSB-mine algorithm.
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3.4 Performance Evaluation

In this section, we evaluate the performance of the proposed CSB-mine algorithm.

3.4.1 Datasets

In this research, we have used two datasets for evaluating the performance of all proposed approaches.

The first dataset (Dataset 1) is obtained from the Microsoft Anonymous Web Data [HB99], which contains the web server logs of www.microsoft.com. It records the topic areas each user has visited within a week in February 1998. This dataset consists of two parts: Dataset 1 Training and Dataset 1 Testing. Dataset 1 Training contains a total of 32,711 web access sequences with each sequence containing from 1 up to 35 page references from a total of 294 topics. Dataset 1 Testing contains a total of 5,000 web access sequences.

The second dataset (Dataset 2) is obtained from the web server logs of a web forum, called “North Latitude One BBS” (http://bbs.nlone.net), for the period from 01-May-2005 to 31-May-2005. This dataset contains a total of 256,683 access records. A total of 6,828 web access sequences is derived from the access records, with each sequence containing from 1 up to 140 records. This web forum consists of a total of 64 topics including 7 main topics (such as Past_time, Sports, Computer, etc.) and 57 sub-topics (such as MovieTV in Past_time, Soccer in Sports, etc.). The web forum is mainly used by graduate students from Nanyang Technological University, Singapore.

3.4.2 Experiments

We evaluate the performance of the proposed CSB-mine algorithm and compare it with the WAP-mine [PHMAZ00] algorithm and the PrefixSpan [PHMA+01] algorithm for mining sequential access patterns. The WAP-mine algorithm is one of the most efficient algorithms that mine common sequential access patterns from a highly compressed data structure known as WAP-tree. As evaluated in [PHMAZ00], the performance of the WAP-mine algorithm is an order of magnitude faster than other Apriori-based algorithms. The PrefixSpan algorithm was proposed by the same authors of WAP-mine. The corresponding performance study [PHMA+01] has shown that the PrefixSpan algorithm runs considerably faster than the Apriori-based algorithms and another recently proposed FreeSpan [HPMA+00] algorithm. Therefore, we only compare the CSB-mine algorithm with the WAP-mine and PrefixSpan algorithms.
We have implemented the three algorithms, i.e., CSB-mine, WAP-mine and PrefixSpan, in C++. All experiments are performed on a 3.4GHz Intel Pentium 4 PC machine with 1.0GB memory, running on Microsoft Windows XP Professional. Both Dataset_1 and Dataset_2 are used for evaluating the two algorithms. Note that only 22,716 web access sequences of the Dataset_1_Training and 5,175 web access sequences of the Dataset_2 which have more than one access event are used for the evaluation.

We have conducted two experiments to evaluate the performance of the proposed algorithm. The first experiment evaluates the efficiency of the three algorithms with respect to different support thresholds. In the experiment, we measure the runtime performance using different support thresholds. For Dataset_1_Training, we use support thresholds varying from 0.1% to 10.0%. For Dataset_2, we use support thresholds varying from 5.0% to 60.0%. The experimental results are given in Figure 3.6(a) and Figure 3.6(b) which have shown that the runtime of the WAP-mine algorithm increases more sharply than that of both the CSB-mine and PrefixSpan algorithms, when the support threshold decreases. In addition, the CSB-mine algorithm always requires less runtime than both the WAP-mine and PrefixSpan algorithms. The CSB-mine and PrefixSpan algorithms have similar efficiency. However, the CSB-mine algorithm runs much faster than the PrefixSpan algorithm when the support threshold is small. It is because the PrefixSpan algorithm needs to construct many redundant projected databases for long sequential access patterns with small support values. When a larger support threshold is used, the runtimes of these three algorithms will get very close to each other.

The second experiment evaluates the scalability of the three algorithms with respect to different sizes of Dataset_1_Training and Dataset_2. In the experiment, we measure the runtime performance using a fixed support threshold with different numbers of web access sequences. For Dataset_1_Training, we use $MinSup = 0.1\%$ with the number of web access sequences varying from 4,000 to 22,716. For Dataset_2, we use $MinSup = 20.0\%$ with the number of web access sequences varying from 1,000 to 5,175. The experimental results are given in Figure 3.7(a) and Figure 3.7(b) which have shown that the CSB-mine algorithm has achieved better scalability than both the WAP-mine and PrefixSpan algorithms especially for large datasets.
In this chapter, we have proposed an efficient algorithm, called CSB-mine, for mining sequential access patterns from web access sequence databases. The performance of the proposed CSB-mine algorithm has been evaluated in comparison with the WAP-mine and PrefixSpan algorithms in terms of efficiency and scalability. The experimental results have shown that the CSB-mine algorithm performs much more efficient than both the WAP-mine and PrefixSpan algorithms, especially when the support threshold becomes smaller and the number of web access sequences gets larger. In addition, the CSB-mine algorithm has also achieved better scalability than both the WAP-mine and PrefixSpan algorithms.

In addition, we have also incorporated the CSB-mine algorithm into a web recommender system to mine sequential access patterns from web usage logs for efficient and effective web recommendations. This will be discussed in the next chapter.
Chapter 4

Sequential Web Access Based Recommender System

As mentioned earlier, recommendation of web resources is one of the most commonly offered Web personalization functions, and is supported by a number of practical systems [LAR02, MGPL04, ZHC04]. The goal of web recommendation is to determine which web pages are more likely to be accessed next or in the near future by the current user. In this chapter, we apply the CSB-mine algorithm proposed in Chapter 3 into a web recommender system, called SWARS (Sequential Web Access based Recommender System), which provides personalized web services for accessing related web pages efficiently and effectively. In traditional approaches [MDLN02, GH03], the recommendation engine needs to load all discovered sequential access patterns as input and generates a set of recommended resources by matching the user’s current user access sequence against the discovered patterns one by one. Such task is usually very costly in terms of runtime and storage. In the proposed system, a highly compacted data model, named Pattern-tree, is constructed based on the discovered sequential access patterns. The Pattern-tree facilitates a more efficient strategy for matching user access patterns and generating recommendation rules. Different evaluation measures including precision, satisfaction and applicability are also proposed to measure the performance of the SWARS recommender system.

The rest of this chapter is organized as follows. In Section 4.1, we review research work on web personalization and recommendation. Then, we introduce the architecture of the proposed web recommender system in Section 4.2. The algorithms for constructing the recommendation model, i.e., Pattern-tree, and generating recommendation rules are then
presented in Sections 4.3 and 4.4, respectively. The performance of the proposed web recommender system is evaluated in Section 4.5. Finally, a summary of this chapter is given in Section 4.6.

4.1 Web Personalization and Recommendation

Web personalization [EV03, BFR⁺03, PPPS03] is the process of customizing the content and structure of a website to the needs of a user by taking advantage of the knowledge acquired from the analysis of the user's access behavior. Recommendation of web resources is one of the most commonly offered Web personalization functions. For the past few years, various statistical and knowledge discovery techniques have been proposed and applied to web personalization and recommendation. These techniques can be classified into rule-based filtering, content-based filtering, collaborative filtering and web usage mining approaches [EV03].

4.1.1 Rule-based Filtering Approaches

In rule-based filtering approaches, users usually are required to answer a list of questions during their registration procedure. According to users' answers, a number of rules are generated as the static user models, which are used to determine how to tailor the Web content to the needs of users. Rule-based filtering approaches are popularly used in online e-commerce websites, such as Amazon.com and Dell.com. However, all rule-based filtering approaches suffer from the same problem, i.e., they usually require users' involvement, which is quite troublesome and inconvenient for users using such systems.

4.1.2 Content-based Filtering Approaches

Content-based filtering approaches apply machine learning techniques to analyze web content accessed by a user in order to recommend web pages that are similar to the user's past preference. Letizia [Lie95] is a client side agent that monitors the user's browsing behavior and searches pages that are related to the user's interest for recommendations. The main problem of content-based filtering approaches is the difficulty of analyzing the Web content and measuring the semantic similarity between Web pages.
4.1.3 Collaborative Filtering Approaches

One of the most successful and widely used web personalization techniques is *collaborative filtering*. Collaborative filtering works by building a database of user item preferences. A current user is matched against the database to discover similar “neighbors”, which refers to other users with historically similar tastes as the current user. Items which the neighbors like are then recommended to the current user, as he/she will probably also like them. GroupLens [KMM+97] is a system that uses a purely collaborative filtering approach to make recommendations of Usenet news, so as to help people find desirable articles from a huge stream of news feed. However, such approaches are quite inefficient especially for large websites containing lots of pages. Since pure collaborative filtering approaches can be restrictive, some personalization approaches have proposed a hybrid approach that combines content-based filtering approach with the collaborative filtering approach. For example, in WebWatcher [JFM97], it is a web tour guide software agent that accompanies a user from page to page by recommending appropriate hyperlinks based on the content of the web pages the user visits and a partial understanding of each user’s interests. Yoda [SKCM01] is a web-based recommendation system, which combines collaborative filtering with content-based querying to achieve good accuracy and scalability in real-time. It is designed as an adaptive model to be trained off-line and later deployed for real-time on-line recommendation. Miller et al. [MKR04] presented the PocketLens collaborative filtering algorithm along with five peer-to-peer architectures for supporting personalized recommender system. The PocketLens algorithm divides the recommendation process into two parts. At first, it searches the network to find neighbors for building a similarity model. And then, the similarity model is used to make recommendations to the user.

4.1.4 Web Usage Mining Approaches

Recently, a number of web personalization applications have adopted web usage mining techniques [PPPS03], which mine the web logs for user models and personalization. The proposed web usage mining techniques include association rule mining, sequential pattern mining and clustering.

Surflen [FBH00] is an information recommendation system using association rules mined from the navigation history of users to suggest interesting web pages to users. The experimental results show that the proposed approach can achieve good recommendations. However, the authors did not give a performance comparison between the proposed system with other
collaborative recommendation systems. Mobasher et al. [MDLN01] proposed an effective and scalable technique for web personalization based on association rules discovered from web usage data. A Frequent Itemsets Graph is constructed for storing the discovered frequent itemsets. And then, it is utilized to produce recommendations efficiently in real-time. The experimental results show that the proposed approach can achieve better overall recommendation effectiveness than traditional collaborative filtering based techniques, such as \(k\)-Nearest-Neighbor (\(k\)NN) approach. Lin et al. [LAR02] proposed a new collaborative recommendation approach based on adaptive-support association rules. Both association rules between users and articles are used for making recommendation. Experimental results show that the proposed approach performs much better recommendation than traditional collaborative recommendation approaches. Kazienko [Kaz04] proposed an approach to combine association rules within and between web user sessions into complex association rules to compute ranking lists of web pages for recommendation. All recommendation tasks are distributed between many agents that communicate their knowledge with each other. Mobasher et al. [MDLN02] proposed an efficient framework for web personalization based on sequential and non-sequential pattern discovered from web usage data. The results of the performance comparison indicate that less constrained patterns, such as frequent itemsets or general sequential patterns are more effective than contiguous sequential patterns (e.g., frequent navigational paths) in web personalization and recommendation systems. A similar conclusion was also given in the research work [GH03] by Gery et al. Mobasher et al. [MCS99] proposed an effective technique for capturing common user profiles based on usage-based clustering of URLs and performing real-time personalization. Once the URL clusters have been computed, the recommendation engine matches the current active user session to the URL clusters to compute a set of recommended URLs and returns the last requested page with a set of related links to the user. Real web usage data have been used for evaluating the proposed approach. Compared with other approaches, web usage mining techniques can potentially achieve more accurate personalization.

4.2 System Architecture

Figure 4.1 shows the architecture of the proposed SWARS recommender system. Firstly, all users’ web access requests of a website are recorded by the Web server of the website and stored into its Web Server Logs. The CSB-mine Algorithm component is then applied to mine sequential access patterns from the Web Server Logs. The Pattern-tree Construction
component constructs the recommendation model, called *Pattern-tree*, from the mined sequential access patterns. Both the CSB-mine algorithm and the Pattern-tree construction processes are carried out off-line. When a user visits the website, the user’s HTTP requests in the current browsing session are recorded in order, and the current access sequence is constructed. Matching the user’s current access sequence from the recommendation model of the Pattern-tree, the *Recommendation Rules Generation* component will generate recommendation rules. The recommended links will then be inserted into the current requested page dynamically.

An example browser display is shown in Figure 4.2. The upper frame shows the original requested web page and the lower frame displays a list of recommended links.

### 4.3 Pattern-tree Construction

A Sequential Access Pattern Tree (or Pattern-tree) model is proposed for storing sequential access patterns compactly and searching the best matching pattern of a given web access sequence efficiently. The Pattern-tree is based on the Trie [Knu98] data structure, which is a tree-based data structure for storing strings in order to facilitate fast pattern matching. In general, the set of sequential access patterns can be treated as a set of strings over a finite alphabet $E$ (the set of unique requested resources). Every Pattern-tree node is labeled with a symbol (requested resource) from $E$ with a corresponding support value. Once the Pattern-tree is constructed, the original sequential access patterns are no longer required for subsequent processing. In addition, if an incremental sequential pattern mining technique
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Figure 4.2: An example browser display of the requested web page with recommended links.

[ZKY02] were used, the Pattern-tree would be easily updated incrementally.

To construct a Pattern-tree, only one scan of all sequential access patterns is needed. The **Pattern-tree Construction** algorithm based on the set of discovered sequential access patterns is given in Algorithm 4.1.

**Example:** The Pattern-tree of the discovered sequential access patterns given in Table 3.2 is shown in Figure 4.3. It is constructed as follows. Starting from the virtual root node $R$, insert the sequential access patterns $a : 4$, $b : 4$, and $c : 3$ into the Pattern-tree, each of which becomes a new child node of $R$, labeled as (resource : support). Next, insert the sequential access patterns $aa : 4$, $ab : 4$, $ac : 3$, $ba : 4$, $bc : 3$ into the Pattern-tree. Then, five branches “$(a : 4) \rightarrow (a : 4)$”, “$(a : 4) \rightarrow (b : 4)$”, “$(a : 4) \rightarrow (c : 3)$”, “$(b : 4) \rightarrow (a : 4)$” and “$(b : 4) \rightarrow (c : 3)$” are derived, in which arrows are used to point from parent nodes to child nodes. When inserting $ac : 3$, there has been a child node of $R$ labeled as $(a : 4)$, so this node is shared and the maximum support value 4 is used as the support value. The remaining insertion process can be derived accordingly. From the Pattern-tree, all the sequential access patterns can be visited by traversing the path starting from the root node of the tree.

**Complexity analysis:** Inserting a sequential access pattern $S$ into the Pattern-tree requires two steps. The first step searches for a matching prefix sequence $S_{\text{prefix}}$ of $S$ in the Pattern-tree, and the second step creates a new path for the remaining non-matching suffix sequence $S_{\text{suffix}}$ of $S$ in the Pattern-tree. Here, we assume equal costs for matching an
Algorithm 4.1 Pattern-tree_Construction(SAP)

Input:
   SAP = \{S_i\} - the set of all discovered sequential access patterns

Output:
   Root - the root node of the Pattern-tree based on SAP

Process:
1: Create an empty node Root as the root node of the Pattern-tree
2: for all sequential access patterns \(S_i \in SAP\), denoted as \(S_i = e_1e_2 \cdots e_n\) do
3:   Set Root as current_node
4:   for \(i = 1\) to \(n\) do
5:     if current_node has a child node child_node labeled as \(e_i\) then
6:       Update the support value of child_node to the maximum support value between \(S_i\) and child_node
7:     else
8:       Create a new node child_node as a child of current_node labeled as \(e_i\) with the support value of \(S_i\)
9:     end if
10:    Set child_node as current_node
11:   end for
12: end for
13: return Root

Figure 4.3: The Pattern-tree derived from the sequential access patterns given in Table 3.2.

existing node and creating a new node. Thus, the total cost of inserting a sequential access pattern \(S\) with length \(m\) is \(O(|S_{\text{prefix}}|) + O(|S_{\text{suff}}|) = O(|S|) = O(m)\). The complexity of constructing the entire Pattern-tree from scratch is equivalent to the cumulative cost of inserting all sequential access patterns \(S_1, S_2, \cdots, S_l\) with a total length \(n\), which is \(O(|S_1|) + O(|S_2|) + \cdots + O(|S_l|) = O(n)\).

In terms of memory usage, the generated Pattern-tree can be kept in persistent storage, with frequently accessed patterns cached in memory. Moreover, the Pattern-tree uses significantly less space than the mined sequential access patterns because of its compact Trie structure. For example, we only need a Pattern-tree with 14 nodes for storing a total of 29 items in the simple sequential access patterns given in Table 3.2.
Web logs are constantly updated in real-life. However, for web recommendation, we can assume it to be relatively static for a short period of time. Since the construction of the Pattern-tree is an off-line process, we can execute it anytime as necessary. The frequency for updating the Pattern-tree varies depending on the volatility of the website. For large websites like Amazon.com, the Pattern-tree needs to be updated fairly frequently such as daily during off-peak hours. In this research, we do not elaborate on this incremental update aspect, which is a separate research topic on its own.

4.4 Recommendation Rules Generation

The Recommendation Rules Generation component searches for the best-matching access path from the Pattern-tree according to the current access sequence of a user. If the best-matching path is found, all the resources represented by the child nodes of the path on the Pattern-tree will be selected and ranked in descending order according to their support values as candidates for recommendations.

Definition 4.1. The recommendation rule of a given current access sequence $S$ based on the Pattern-tree $PT$ is defined as $S \Rightarrow R_o(S, PT)$, where $R_o(S, PT)$ is an ordered set of recommended resources.

In general, a longer current access sequence will have a lower probability for finding an exact matching path from the Pattern-tree. To increase the applicability of recommendation rules generation, the suffix sequences of the current access sequence will be considered when the exact matching path of the whole access sequence cannot be found. Consequently, the head of the current access sequence may be removed repeatedly till a matching path is found or when no more item can be removed from the current access sequence. In addition, the length of the longest path in the Pattern-tree is the depth of the Pattern-tree. The matching path will not exist when the length of the current access sequence is longer than the depth of the Pattern-tree. Therefore, the current access sequence is always trimmed by removing some earlier items to be shorter than the depth of the Pattern-tree before the sequence matching process.

Typically, recommendation rules generated from shorter matching paths usually have lower accuracy. In order to improve the precision of recommendation rules generation, only web access sequence longer than a given threshold is processed. In other words, the sequence matching process will stop if the length of the remaining access sequence is less than the
Algorithm 4.2 Recommendation_Rules_Generation(Root, S, MinLength, MaxLength)

Input:
Root - the root node of the Pattern-tree
S = e1e2 ··· en - the current access sequence of a user
MinLength - the minimum valid length of the current access sequence
MaxLength - the maximum valid length of the current access sequence

Output:
S ⇒ Ro(S, PT) - the recommendation rule for S based on PT

Process:
1: Initialize Ro(S, PT) ← {∅}
2: if |S| > MaxLength then
3: Remove the first |S| − MaxLength + 1 items from S
4: end if
5: while |S| ≥ MinLength do
6: Set Root as current_node
7: Initialize matching ← false
8: for each ei in order in the current S do
9: if current_node has a child node child_node labeled as ei then
10: Set child_node as current_node
11: matching ← true
12: else
13: Remove the first item from S
14: matching ← false
15: break
16: end if
17: end for
18: if matching = true and current_node has child nodes then
19: Insert these child nodes into Ro(S, PT) ordered by their support values
20: break
21: end if
22: end while
23: return S ⇒ Ro(S, PT)

Suppose the current access sequence of a user is S = e1e2 ··· en, the algorithm for generating the recommendation rule for S, Recommendation_Rules_Generation, is given in Algorithm 4.2.

Example: Let’s consider the Pattern-tree shown in Figure 4.3. Suppose the current access sequence of a user is S = cab (infrequent events have been removed) and the length threshold of web access sequence are MinLength = 2 and MaxLength = 4 (the depth of the Pattern-tree in Figure 4.3 is 5). The recommendation rule for S is generated as follows. The sequence matching process starts from the first sequence item c and the child nodes of the root of the Pattern-tree. We found a node (c : 3) that is pointed directly
by the root, then the second sequence item $a$ is scanned. But the node $(c : 3)$ has no child node labeled as $a$. The first item of $S$ is then removed, and then $S = ab$. Because $|S| = 2 \geq MinLength$, the sequence matching process is repeated. Now, the matching path $(a : 4) \rightarrow (b : 4)$ can be found in the Pattern-tree. The node $(b : 4)$ has two children $(a : 4)$ and $(c : 3)$. Finally, the recommendation rule for the current access sequence $S = cab$ is generated as “$cab \Rightarrow \{a, c\}$”, where the recommended resources are ordered by their support values. Based on the recommendation rules, the corresponding web resources can be determined and recommended. In our approach, the top 6 items in the recommended resource set are used for recommendations.

**Complexity analysis:** The cost of looking up the current access sequence $S$ with length $m$ in the Pattern-tree with $MinLength = L_{\min}$ and $MaxLength = L_{\max}$ is $O(\min(m, L_{\max}))$. The maximum possible number of lookups is $L_{\max} - L_{\min}$. This gives the total cost of matching $S$ as $O((L_{\max} - L_{\min}) \times \min(m, L_{\max}))$. The complexity of recommendation rule generation is thus $O(L_{\max}^2)$, where $L_{\max}$ is usually less than the depth of the Pattern-tree. Traditional approaches need to search the best matching pattern by matching the current access pattern against a list of sequential access patterns. Thus, the complexity is $O(\min(m, L_{\max}) \times n)$ in the worst case, where $n$ is the number of sequential access patterns. Since $L_{\max}$ is usually much less than $n$, it is obvious that the proposed Pattern-tree based recommendation rule generation approach is much more efficient than traditional approaches.

Generally, it is inevitable for the automatically generated recommendation rules to contain errors. As the proposed system currently does not allow users to rate each recommendation rule, it is unable to automatically correct any bad recommendation rules. Nevertheless, typical web users do not generally have time to provide feedback/rating unless it is something they feel very strongly about. In practice, we could develop an analysis mechanism to analyze and prune recommendation rules that users seldom or never follow.

### 4.5 Performance Evaluation

In this section, we evaluate the performance of the proposed SWARS recommender system.

As the Pattern-tree only stores frequent web access sequences (with a support value of at least $MinSup$), if the current access sequence does not include a frequent suffix sequence, the generated recommended resource list will be empty, i.e., no recommendations. In practise, such recommendation rule is not applicable for web recommendation. In addition, among applicable recommendation rules, some of them may recommend a correct resource (the user
want in the next step) or satisfied resource (the user want in the next few steps) to the user, others may not. Therefore, we give the definitions of applicable rule, correct rule and satisfactory rule at first.

4.5.1 Evaluation Measures

**Definition 4.2.** Let $S = e_1e_2\cdots e_k e_{k+1} \cdots e_n$ ($n > \text{MinLength}$) be a web access sequence in the testing dataset. Suppose we generate a recommendation rule “$S_{\text{prefix}} \Rightarrow R_o(S_{\text{prefix}}, PT)$” for a prefix sequence $S_{\text{prefix}} = e_1e_2\cdots e_k$ ($\text{MinLength} \leq k < n$) based on the corresponding Pattern-tree $PT$, where the recommended resource list $R_o(S_{\text{prefix}}, PT) = \{a_1, a_2, \cdots, a_m\}$.

- If $R_o(S_{\text{prefix}}, PT) \neq \emptyset$, we call such rule an applicable rule.
- If $e_{k+1} \in R_o(S_{\text{prefix}}, PT)$, we call such rule a correct rule.
- If $\exists e_i \in R_o(S_{\text{prefix}}, PT)$ for $k+1 \leq i \leq k+m \leq n$, we call such rule a m-step satisfactory rule.

In order to objectively evaluate the feasibility of our proposed approach, we define the following three evaluation measures.

**Definition 4.3.** Let $RR_{\text{all}}$ be a set of recommendation rules for the overall web recommendation, and $RR_a$ be the subset of $RR_{\text{all}}$ comprising all applicable recommendation rules. The applicability of the overall web recommendation is defined as

$$\text{applicability} = \frac{|RR_a|}{|RR_{\text{all}}|}.$$ 

Therefore, the applicability measure gives a rough idea of how often nonempty recommended resource lists will be generated. Generally, a smaller $\text{MinSup}$ will result in a higher applicability, but with the expense of increased sequential pattern mining and Pattern-tree construction cost.

**Definition 4.4.** Let $RR_c$ be the subset of $RR_{\text{all}}$ comprising all correct recommendation rules. The precision for the overall web recommendation is defined as

$$\text{precision} = \frac{|RR_c|}{|RR_a|}.$$ 

The precision measures how probable a user will request the recommended resources in the next step.
Definition 4.5. Let $RR_s(m)$ be the subset of $RR_{all}$ comprising all $m$-step satisfactory recommendation rules. The $m$-step satisfaction for the overall web recommendation is defined as

$$\text{satisfaction} = \frac{|RR_s(m)|}{|RR_s|}.$$

The satisfaction measure gives the precision that the recommended resources will be requested in the near future (within $m$ steps). Clearly, the satisfaction and precision measures are the same when $m = 1$. In order to realistically evaluate the web recommender system, $m$ has been set with an appropriate value of 5 to indicate that the recommended resources should be accessed in the near future. The satisfaction is a very important evaluation measure for web recommendation. Actually, the next resource requested by a user may not be the target resource that the user wants. In many cases, a user has to access some intermediate resources before reaching the target resource. Therefore, it is inappropriate if we only use the precision measure to evaluate a web recommender system.

4.5.2 Experiments

We have implemented the proposed system in C++. All experiments are performed on a 3.4GHz Intel Pentium 4 PC machine with 1.0GB memory, running on Microsoft Windows XP Professional. Both Dataset_1 and Dataset_2 are used for training and testing the proposed SWARS system. For Dataset_1, we use 22,716 valid web access sequences (with more than one access event) from the total of 32,711 web access sequences for Dataset_1_Training. And we use 1,327 valid web access sequences from the total of 5,000 web access sequences for Dataset_1_Testing. For Dataset_2, we use the web logs from 01-May-2005 to 20-May-2005 as Dataset_2_Training, which contains 3,770 valid web access sequences. And we use the web logs from 21-May-2005 to 31-May-2005 as Dataset_2_Testing, which contains 5,942 valid web access sequences.

We have conducted two experiments to evaluate the performance of the proposed SWARS system. In both experiments, we use the support thresholds of 0.04% and 1.0% for mining sequential access patterns and constructing the Pattern-trees from Dataset_1_Training and Dataset_2_Training respectively. The experimental results given in Table 4.1 show that the runtime for constructing the Pattern-tree is very short, and the Pattern-tree model has a high compression ratio (45.4% and 34.2% for the two experimental datasets). We then generate recommendation rules for both datasets based on the constructed Pattern-trees and the lists of mined sequential access patterns respectively. The proposed Pattern-tree matching
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Table 4.1: Performance results of the proposed recommender system.

<table>
<thead>
<tr>
<th></th>
<th>Dataset 1</th>
<th>Dataset 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size of training dataset</td>
<td>22,716</td>
<td>3,770</td>
</tr>
<tr>
<td>Support threshold</td>
<td>0.04%</td>
<td>1.0%</td>
</tr>
<tr>
<td>Runtime for Pattern-tree</td>
<td>0.32</td>
<td>1.09</td>
</tr>
<tr>
<td>construction (s)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Size of Pattern-tree</td>
<td>18,602</td>
<td>65,520</td>
</tr>
<tr>
<td>(nodes)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Size of pattern list</td>
<td>40,961</td>
<td>191,667</td>
</tr>
<tr>
<td>(items)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Compression ratio</td>
<td>45.4%</td>
<td>34.2%</td>
</tr>
<tr>
<td>Size of testing dataset</td>
<td>1,327</td>
<td>5,942</td>
</tr>
<tr>
<td>(sequences)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Runtime for Pattern-tree</td>
<td>0.09</td>
<td>0.63</td>
</tr>
<tr>
<td>matching (s)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Runtime for pattern list</td>
<td>1.21</td>
<td>5.40</td>
</tr>
<tr>
<td>matching (s)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Applicability</td>
<td>81.8%</td>
<td>86.9%</td>
</tr>
</tbody>
</table>

The approach requires much less runtime than traditional pattern list approach for both datasets. In addition, we have achieved applicabilities of 81.8% and 86.9%, which give the proportions of applicable rules in all generated recommendation rules, for Dataset 1, Testing and Dataset 2, Testing respectively.

The first experiment measures the scalability of the precision and satisfaction of the recommendation rules generation with respect to different numbers of recommended resources (from 1 to 10). The experimental results are shown in Figure 4.4. When the number of recommended pages increases, the precision and satisfaction also increase. But, the increase is not significant after the number of recommended resources is more than 6. Although the precision and satisfaction can be further improved with more recommended resources (e.g., 10), a long list of recommended resources will affect the normal browsing activity. As such, we have used 6 as the default number of recommended resources for the web recommender system.

The second experiment measures the scalability of the satisfaction of web recommendations with respect to different numbers of steps (from 1 to 8). The experimental results are given in Figure 4.5. When the number of steps becomes larger, the satisfaction of web recommendations increases. However, the increase becomes insignificant when the number of steps exceeds 5. Therefore, we use a 5-step satisfaction for evaluating the performance of the proposed web recommender system. For Dataset 1, when using a support threshold of 0.04% and recommending only the top 6 resources, the 5-step satisfaction has achieved 88.3% accuracy. For Dataset 2, we have obtained a 5-step satisfaction of 86.9% with a support threshold of 1.0% and recommending the top 6 resources.
4.6 Summary

In addition, the process for generating recommendation rules (sequence matching in the Pattern-tree) has also achieved good performance. It took only 0.100 second to generate recommendation rules for 1,327 web access sequences in Dataset_1_Testing (i.e., an average of 13,270 web access sequences per second), and 0.641 second for 5,942 web access sequences in Dataset_2_Testing (i.e., an average of 9270 web access sequences per second).

To provide personalized web services such as web recommendations, it is always necessary to model and predict web access behaviors of users on the Web. In this chapter, we have proposed an effective web recommender system called SWARS using sequential web access
patterns. In the proposed SWARS system, the sequential pattern mining algorithm CSB-mine is used to mine frequent sequential web access patterns. The mined patterns are then stored in the Pattern-tree, which is then used for matching and generating web links for online recommendations. In addition, we have also proposed different measures, namely applicability, precision and satisfaction, for performance evaluation of the proposed SWARS system. The experimental results have shown that the proposed web recommender system is very effective for recommending related web resources which are most probably accessed by users in the near future (within 5 steps).
Chapter 5

Periodic Association Access Pattern Mining

As mentioned in Chapter 2, many techniques, such as statistical techniques, association rule mining, sequential pattern mining, clustering and classification, have been investigated for web usage mining for discovering various web access patterns of users from web usage logs. Most of these techniques have focused mainly on mining common access patterns, which have occurred frequently within the entire duration of all access sessions. However, the periodic characteristics of access patterns are often neglected. In practice, many useful access patterns occur frequently only in a particular period such as every morning, but not in other periods due to users’ surfing habits. Such access patterns are referred to as periodic access patterns, which are very important for understanding users’ access behaviors and supporting effective personalized web services.

To describe periodic access patterns more semantically, we adopt real-life temporal concepts (such as morning, evening, etc.) and meaningful requested resources (such as topics or categories related to the content of the requested URLs) as periodic and resource attributes. In practice, different people may have different interpretations for real-life temporal concepts. For example, one may consider that 8:00 p.m. is evening time, while others may regard that as night time. For requested resources, the similar problem exists because it is difficult to interpret accurately the intention of a user during an access session. Fuzzy set theory [Zad65] is one of the appropriate techniques to describe such vagueness in information. For example, a periodic web access pattern may be “\{Evening(0.8)\} \Rightarrow \{Sports(0.8), Chat(0.6)\}”, which can be interpreted as “The user has interests in resources on Sports and Chat during the period of Evening”.
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Formal Concept Analysis (FCA) [GW97, GSW04] is a formal data analysis technique based on the ordered lattice theory. It defines formal contexts to represent relationships between objects and attributes in a domain and interprets the corresponding concept lattice to represent a lattice-based concept hierarchy. FCA has been used for knowledge discovery [Stu02] and information retrieval [KC01]. However, the traditional FCA cannot handle the fuzzy concepts, i.e., real-life temporal concepts and requested resources, described earlier. Therefore, we cannot use FCA directly for our purpose. In this research, we incorporate fuzzy set theory into FCA for constructing user behavior models from web usage logs.

In this chapter, we propose a web usage mining approach for discovering a specific kind of periodic web access patterns of individual users. The proposed approach first uses fuzzy logic to represent both periodic and resource attributes, and then incorporates them into Formal Concept Analysis (FCA) for constructing a novel user behavior model, called Personal Web Usage Lattice, which represents periodic web access activities and hierarchical relationships among them. The generated Personal Web Usage Lattice can then be used for extracting periodic web access patterns.

The rest of this chapter is organized as follows. In Sections 5.1, 5.2 and 5.3, we review the related work on periodic pattern mining, fuzzy set theory and Formal Concept Analysis. Section 5.4 presents the approach for constructing the Personal Web Usage Lattice from web usage logs and extracting periodic web access patterns from it. Section 5.5 discusses an approach for visualizing periodic association access patterns. Finally, a summary is given in Section 5.6.

5.1 Periodic Pattern Mining Approaches

Periodic patterns can be defined as recurring patterns that have temporal regularities in time-series databases. Discovering periodic patterns from time series databases is an important data mining task for many applications. According to the type of patterns, periodic patterns can be divided into *periodic association rules* and *periodic sequential patterns*. In addition, according to the characteristic of periods in the discovered patterns, periodic patterns can also be grouped into *full periodic patterns* and *partial periodic patterns*. In mining full periodic patterns, every point in time contributes (precisely or approximately) to the cyclic behavior of the time series. For example, all days in a year approximately contribute to the seasonal cycle of the year. Partial periodic patterns specify the periodic behavior of the time series at some but not all of the points in time. For example, Tom reads newspaper from 7:00
a.m. to 7:30 a.m. every weekday morning, but his activities at other times do not have much regularity. Partial periodic patterns are a looser form of periodicity than full periodic patterns.

5.1.1 Mining Periodic Association Rules

Periodic association rules are rules that associate with a set of events that occur periodically. Such association rules hold only during certain time intervals but not during others. For example, “Eggs and coffee may be ordered together primarily between 7:00 a.m. - 11:00 a.m.” and “If afternoon tea is well received between 3:00 p.m. - 5:00 p.m., dinner will sell well between 7:00 p.m. - 9:00 p.m. on weekends”. Calendar information, such as hour, day, week, month and year, is crucial in describing time intervals. Discovering association rules with such temporal intervals together with calendar information that hold during the specified time intervals may lead to useful knowledge.

Ozden et al. [ORS98] studied the problem of discovering cyclic association rules that display regular cyclic variation over time. The main idea is to divide the data into disjoint segments using time intervals specified by the user, like month, week, day, etc., and then, generate cyclic association rules that have the confidence and support above the minimum thresholds within certain time intervals. By exploiting the relationship between cycles and association rule mining, three optimization techniques (i.e., cycle-pruning, cycle-skipping and cycle-elimination) and two new algorithms (i.e., sequential algorithm and interleaved algorithm) were proposed for finding such rules efficiently. However, this work is unable to describe real-life time concepts and deal with multiple granularities of time, such as the morning of every weekend.

In [RMS98], Ramaswamy et al. proposed calendric association rules that extend cyclic association rules for handling multiple units of time. Calendar algebra was also introduced to define and manipulate groups of time intervals, such that the complicated and real-life temporal patterns can be described succinctly using simple algebraic expressions. An approach for finding fuzzy patterns in association rules was also proposed for finding patterns in the data that approximately match with user-defined patterns. However, this approach requires user’s prior knowledge about the exact temporal patterns needed to be discovered, in order to define the calendar algebraic expression.

Calendar schemas proposed in [LNWJ01, LNWJ03] enable the discovery of temporal
association rules. For example, given a calendar schema \((\text{year}, \text{month}, \text{day})\), a calendar-based pattern within this schema can be denoted as \((\ast, 3, 15)\), which represents the set of time intervals corresponding to 15th of March for each year. By using calendar schema as a framework for mining temporal patterns, this work requires less prior knowledge of data than the previous approaches [ORS98, RMS98]. The well-known Apriori algorithm was extended to discover calendar-based temporal association rules. In addition, two optimization techniques were developed to improve the performance of the mining process.

### 5.1.2 Mining Periodic Sequential Patterns

Periodic sequential pattern mining can be viewed as an extension of sequential pattern mining by taking into account the periodical characteristic in time series data. Obviously, traditional sequential pattern mining techniques can be applied to find full periodic sequential patterns. Recently, more research focuses on mining partial periodic sequential patterns, since they occur more commonly than full periodic sequential patterns in real-world applications.

Han et al. [HDY99] presented several algorithms for efficient mining of partial periodic (sequential) patterns for a single period as well as multiple periods. The proposed algorithms explore some interesting properties related to partial periodicity including the Apriori property and the max-subpattern hit set property. A novel tree structure, called max-subpattern tree, was proposed to facilitate the counting of candidate patterns. It has achieved better performance than the Apriori-based algorithms. However, it requires that the periods are given in advance, which limits its applicability.

Yang et al. [YWY00] proposed a flexible model of asynchronous periodic patterns that may be present only within a subsequence and whose occurrences may be shifted due to disturbance. Two criteria are employed to qualify valid patterns. The main idea is that a pattern needs to repeat itself at least for a certain number of times to demonstrate its significance and periodicity. In addition, the disturbance between two valid segments has to be less than a reasonable bound. A two-step algorithm is devised to generate potential periods by distance-based pruning, followed by an iterative procedure to derive and validate candidate patterns, and locate the longest valid subsequence.

### 5.2 Fuzzy Set Theory

In this section, we review some fundamental concepts of fuzzy set theory [Zad65], which are useful in this research. The fuzzy set theory was first introduced by Zadeh in 1965 to
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represent vagueness in linguistics (e.g., tall, large, heavy and young).

Definition 5.1. A fuzzy set $A$ on a domain $U$ is defined as $A = \{x, \mu_A(x) \mid x \in U\}$, where
$
\mu_A(\cdot) : U \rightarrow [0,1]
$ is a membership function from $U$ to $[0,1]$, i.e., each item $x$ in $A$ has a membership value given by $\mu_A(x)$.

For example, a fuzzy set $A$ that represents real numbers “close to 5” can be denoted as
$A = \{x, \mu_A(x) \mid x \in U\}$, where $\mu_A(x) = \frac{1}{1+(x-5)^2}$.

Definition 5.2. Let $A$ be a fuzzy set on the domain $U$. The cardinality of $A$ is defined as
$|A| = \sum_{x \in U} \mu_A(x)$, where $\mu_A(x)$ is the membership value of $x$ in $A$.

For example, a fuzzy set $A = \{3:0.5, 4:0.8, 5:1.0, 6:1.0, 7:0.8, 8:0.5\}$ represents the concept of “several”, where each element is denoted in the form of $x: \mu_A(x)$. Then, $|A| = \sum_{x \in U} \mu_A(x) = 0.5 + 0.8 + 1 + 1 + 0.8 + 0.5 = 4.6$.

Definition 5.3. The intersection of fuzzy sets $A$ and $B$, denoted as $A \cap B$ is defined by
$\mu_{A \cap B}(x) = \min(\mu_A(x), \mu_B(x))$.

Definition 5.4. The union of fuzzy sets $A$ and $B$, denoted as $A \cup B$ is defined by
$\mu_{A \cup B}(x) = \max(\mu_A(x), \mu_B(x))$.

Definition 5.5. The similarity between two fuzzy sets $A$ and $B$ is defined as
$E(A,B) = \frac{|A \cap B|}{|A \cup B|}$.

For example, for two fuzzy sets $A = \{30:0.1, 40:0.5, 50:0.8, 60:1\}$ and $B = \{10:1, 20:1, 30:0.9, 40:0.7\}$, $A \cap B = \{30:0.1, 40:0.5\}$, $A \cup B = \{10:1, 20:1, 30:0.9, 40:0.7, 50:0.8, 60:1\}$ and $E(A,B) = \frac{|A \cap B|}{|A \cup B|} = \frac{0.1+0.5}{1+1+0.9+0.7+0.8+1} = \frac{0.6}{8.3} = 0.11$.

Definition 5.6. If $A$ and $B$ are two fuzzy sets on the same domain $U$, then $A$ is a subset of $B$, denoted as $A \subseteq B$, if and only if $\mu_A(x) \leq \mu_B(x), \forall x \in U$, where $\mu_A(x)$ and $\mu_B(x)$ are membership values of $x$ in $A$ and $B$ respectively.

For example, for two fuzzy sets $A = \{30:0.1, 40:0.5\}$ and $B = \{20:1, 30:0.9, 40:0.7\}$, $A \subseteq B$.

Definition 5.7. A fuzzy relation on a domain $X \times Y$ is defined as $R(X \times Y) = \{(x,y), \mu_R(x,y) \mid (x,y) \in X \times Y\}$.
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For example, let $X = \{ \text{NYC}(\text{New York}), \text{TKO}(\text{Tokyo}) \}$, $Y = \{ \text{TPE}(\text{Taipei}), \text{HKG}(\text{Hong Kong}), \text{PEK}(\text{Peking}) \}$ and $R(X \times Y)$ represents the relation “very close” between two cities, where

$$R(X \times Y) = \begin{bmatrix}
TPE & HKG & PEK \\
NYC & 0.3 & 0.1 & 0.1 \\
TKO & 1 & 0.7 & 0.8
\end{bmatrix}.$$

5.3 Formal Concept Analysis

Formal Concept Analysis (FCA) [GW97, GSW04] is a formal data analysis technique based on the ordered lattice theory. FCA has been used for knowledge discovery [SWW98, HSWW00, Stu02, VMG04] and information retrieval [KC01, PHWZ05, CR05]. This section reviews some basic concepts of FCA and its applications.

5.3.1 Formal Context and Concept Lattice

Firstly, we review the basic concepts on formal context and concept lattice in Formal Concept Analysis [GW97].

**Definition 5.8.** A formal context is a triple $K = (G, M, I)$, where $G$ is a set of objects, $M$ is a set of attributes, and $I \subseteq G \times M$ is a binary relation between $G$ and $M$. An object $g$ having a relation with an attribute $m$ is denoted as $(g, m) \in I$ and read as “the object $g$ has the attribute $m$”.

A formal context can be represented by a cross table with rows labeled by the object names and columns labeled by the attribute names. A cross in row $g$ and column $m$ means that the object $g$ has the attribute $m$.

In Table 5.1, the formal context has three objects representing three documents, namely D1, D2 and D3, and three attributes representing three research topics, namely “Web Mining”, “Web Usage Mining” and “Formal Concept Analysis”. The symbol “×” is used to indicate that the object has the corresponding attribute. For example, document D1 has the attribute “Web Mining”, which implies that the document D1 belongs to the research topic “Web Mining”.

**Definition 5.9.** Given a formal context $K = (G, M, I)$, we define the set of attributes common to objects in $A \subseteq G$ as $A^* = \{ m \in M \mid \forall g \in A : (g, m) \in I \}$, and the set of objects which have all attributes in $B \subseteq M$ as $B^* = \{ g \in G \mid \forall m \in B : (g, m) \in I \}$.
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Table 5.1: A cross table of a formal context.

<table>
<thead>
<tr>
<th></th>
<th>Web Mining</th>
<th>Web Usage Mining</th>
<th>Formal Concept Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>×</td>
<td></td>
<td></td>
</tr>
<tr>
<td>D2</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>D3</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Definition 5.10. A *formal concept* of a given formal context \( K = (G, M, I) \) is a pair \((A, B)\) with \( A \subseteq G \), \( B \subseteq M \), \( A^* = B \) and \( B^* = A \). The sets \( A \) and \( B \) are called the *extent* and *intent* of the formal concept \((A, B)\) respectively.

Definition 5.11. For two formal concepts \((A_i, B_i)\) and \((A_j, B_j)\), \((A_i, B_i)\) is a *sub-concept* of \((A_j, B_j)\), denoted as \((A_i, B_i) <_C (A_j, B_j)\), if and only if \( A_i \subseteq A_j \) \( (\Leftrightarrow B_j \subseteq B_i) \). Equivalently, \((A_j, B_j)\) is a *super-concept* of \((A_i, B_i)\). The relation \(<_C\) is called the *concept relationship* (or *order*). In particular, if \((A_i, B_i) <_C (A_j, B_j)\) and there is no \((A_k, B_k)\) such that \((A_i, B_i) <_C (A_k, B_k) <_C (A_j, B_j)\), then \((A_i, B_i)\) is a *direct sub-concept* of \((A_j, B_j)\), and \((A_j, B_j)\) is a *direct super-concept* of \((A_i, B_i)\). We denote this as \((A_i, B_i) \prec_C (A_j, B_j)\). \(\prec_C\) is called a *direct concept relationship*. The set of all formal concepts of the given formal context \( K = (G, M, I) \), denoted as \( C \), ordered in this way is called the *concept lattice*, which is denoted as \( L_C = (C, <_C) \).

The concept lattice of the formal context given in Table 5.1 is shown in Figure 5.1. This concept lattice generated from the given formal context is a complete lattice, with one concept as its lower bound called *infinmum* and one concept as its upper bound called *supremum*. Figure 5.1 also shows the intent (given at the left of each node) and the extent (given at the right of each node) of every concept. For example, the intent and extent of the concept at the top left node are \{Web Mining\} and \{D1, D2\} respectively.

5.3.2 Applications of FCA

Formal Concept Analysis can be used efficiently for computing frequent patterns [Stu02], and significantly reducing the number of association rules generated without losing any quality compared with that of using traditional Apriori-based algorithms [AS94]. In addition, association rules can also be visualized directly from the concept lattice. In [STB+01], it proposed an approach for computing bases of association rules, from which all rules can be derived. The approach consists of two steps. In the first step, an iceberg concept lattice is computed. It consists of all FCA concepts that satisfy with the user-defined minimum support. The
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TITANIC algorithm [STB+02] was proposed for computing the iceberg concept lattice. In the second step, the bases for the association rules are derived. This two-step approach determines the bases for non-redundant association rules and thus pruning redundancy, and speeding up the computation, especially when the minimum support threshold is low.

Formal Concept Analysis can also be used as an unsupervised learning technique for conceptual clustering, which generates simultaneously the descriptions of the clusters. However, a concept lattice generated from a formal context is often quite complicated, and in addition, the number of formal concepts in a concept lattice is usually quite large. This makes it difficult for discovering knowledge from a concept lattice. In [STBL01], it proposed a conceptual clustering method using the iceberg concept lattice. The main idea is to use different minimum support thresholds to automatically group formal concepts and construct the nested line diagram of iceberg concept lattices to visualize the clustering results. The derived concept hierarchies can be used for many applications such as database marketing and ontology learning.

The graphical representation of the concept lattice is extremely useful for discovering and understanding conceptual relationships between the given data for information retrieval [KC01]. It can be treated as a querying structure for a database. In a concept lattice, each concept denotes a class of equivalent queries of attributes and the concept ordering denotes query refinement. The concept lattice permits pre-calculation of results for each query, pre-calculation of refinement possibilities, and analysis of query/result behavior statistically. From this point of view, the concept lattice is a complete set of queries and results. The management system TOSCANA proposed in [VW95] has been used as a knowledge discovery tool in various research and commercial projects. This type of conceptual data systems is referred to as conceptual information systems. For a selected conceptual scale that is represented as a
collection of formal contexts, TOSCANA displays a line diagram of the corresponding concept lattice indicating all objects stored in the database with their relationships to the attributes of a selected scale, thereby allowing users to navigate through the data and analyzing specific sets of objects.

In this research, we incorporate fuzzy logic into FCA for constructing user behavior models from web usage logs.

5.4 Discovering Periodic Web Access Patterns

In this section, we propose an approach for constructing Personal Web Usage Lattice for an individual user from web usage logs and extracting the periodic web access patterns of the user from the Personal Web Usage Lattice.

Figure 5.2 shows the proposed approach, which consists of the following major steps:

- **Preprocessing.** This step preprocesses the original web usage logs and identifies all personal access sessions of individual users.
- **Constructing Personal Web Usage Lattice.** This step constructs the Personal Web Usage Lattice from the personal access sessions of a user to represent the user’s periodic web access activities and hierarchical relationships among these activities.
- **Extracting Periodic Access Patterns.** This step extracts periodic access patterns from the Personal Web Usage Lattice of the user.

5.4.1 Preprocessing

In the current Web environment, web usage logs (including the web server logs, browser logs and proxy logs) record access requests from users to one or multiple websites as a sequence of requested URLs with timestamps. In this research, we focus on web server logs.
### Table 5.2: An example of a semantically enriched web usage log.

<table>
<thead>
<tr>
<th>UserID</th>
<th>Timestamp</th>
<th>URL</th>
<th>Semantic Annotation</th>
</tr>
</thead>
<tbody>
<tr>
<td>User1</td>
<td>21/May/2005 08:20:01</td>
<td>URL1</td>
<td>#Topic1, #Topic2, #Topic3, ...</td>
</tr>
<tr>
<td>User1</td>
<td>21/May/2005 08:22:32</td>
<td>URL2</td>
<td>#Topic7, #Topic3, #Topic5, ...</td>
</tr>
<tr>
<td>User2</td>
<td>21/May/2005 08:22:50</td>
<td>URL7</td>
<td>#Topic1, #Topic3, #Topic8, ...</td>
</tr>
<tr>
<td>User1</td>
<td>21/May/2005 08:27:30</td>
<td>URL3</td>
<td>#Topic3, #Topic1, ...</td>
</tr>
<tr>
<td>User1</td>
<td>21/May/2005 09:10:02</td>
<td>URL5</td>
<td>#Topic7, #Topic8, #Topic3, ...</td>
</tr>
<tr>
<td>User2</td>
<td>21/May/2005 09:24:34</td>
<td>URL4</td>
<td>#Topic3, #Topic7, ...</td>
</tr>
</tbody>
</table>

The URLs recorded in web usage logs contain little semantic information about the web contents accessed by users. This makes it difficult to be used for the understanding of users’ actual access behaviors, interests and intentions. To overcome this problem, we assume that each requested URL in web usage logs has been annotated with the corresponding semantic information, i.e., one or more predefined topics or categories, such as News, Sports and Entertainment. Such task can be done easily by the designer or administrator of the website manually or semi-automatically. An example of a semantically enriched web usage log is given in Table 5.2. As shown in Table 5.2, the web usage log contains several fields on user identification (UserID), request time (Timestamp), requested URLs (URL) and topics (Semantic Annotation). The user ID can be stored for access sessions of registered users. The semantic annotation indicates the predefined topics that are presented in the web page of the corresponding requested URL.

Each entry in the web usage log can simply be interpreted as “A certain user has accessed specific resources at a specific time”. If the user has accessed specific resources periodically, we can consider that the user has a web access activity (or periodic web access pattern), which can be interpreted as “A certain user is interested in specific resources during a specific period”. Therefore, it is appropriate to use a set of periodic attributes $\mathcal{M}_p$ and resource attributes $\mathcal{M}_r$ to represent web access activities.

In this research, we have defined eight real-life temporal concepts, namely Early Morning, Morning, Noon, Early Afternoon, Late Afternoon, Evening, Night and Late Night, as periodic attributes. Alternatively, we can also use days of week (e.g., Monday, Tuesday, etc.) and other real-life temporal concepts (e.g., weekdays, weekend, or months) as periodic attributes for more general purposes. In practice, each request time recorded in web usage logs is the local time of the web server. But it is also possible to convert each request time into the corresponding local time of the user’s location using the client IP address to determine the time zone.
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All predefined topics for a certain website can be regarded as resource attributes for describing web access activities. The selection of the appropriate domain-specific topics depends on the applications. For example, the product names in product catalogs can be used for e-commerce’s websites, whereas the categories of news can be used for news websites.

In data preprocessing, we need to process the original web usage logs in order to identify all personal access sessions for each individual user. Similar preprocessing tasks, i.e., data cleaning, user identification and session identification, for traditional web server logs discussed in [CMS99] can be used in this step.

Data cleaning. In the original web usage logs, not all records are necessary for mining purpose. We can clean out unnecessary entries according to the topics in the “Semantic Annotation” field based on the set of selected resource attributes, i.e., $M_r$. Entries in web usage logs are regarded as useful when the topics of their requested URLs refer to at least one resource attribute in $M_r$. All other records should be discarded from the web usage logs, which include picture files, scripts and other invalid documents.

Note that we assume all entries in the web usage logs only record successful requests of users. For web usage logs containing all requests from users, all entries of unsuccessful requests should also be discarded.

User identification. For analyzing personal access behavior, unique users must be identified using the “UserID” field. This means the periodic personalized web services will be provided only to registered users of the website. In addition, all requests from anonymous users can be treated as a pseudo-user “Anonym”.

Session identification. For requests from a user that span a long period of time, it is very likely that the user has performed more than one access activity. The goal of session identification is to divide web usage logs of each user into individual access sessions. The simplest approach is to set a timeout threshold. If the difference between the timestamps of two consecutive requests from the same user is greater than the timeout threshold, it could be considered that a new access session has started. Here, we use 30 minutes as the default timeout threshold.

A user access session $S = \langle (URL_1, t_1), (URL_2, t_2), \ldots, (URL_n, t_n) \rangle$ is a sequence of requested $URL_i$ with timestamp $t_i$ ($1 \leq i \leq n$). Note that it is not necessary that $URL_i \neq URL_j$ for $i \neq j$ in $S$, that is repeat of requested URLs is allowed, because the same URLs may contain different contents at different request times. In general, the time spent by a
user for a URL can be used to indicate the level of interest that the user has in the content of that URL. The duration $d_i$ of $URL_i$ can be estimated simply as $d_i = (t_{i+1} - t_i)$. For the last requested URL $URL_n$ in each user access session that does not have "$t_{n+1}$", we have used the average duration of the current session for estimating its duration, i.e., $d_n = (d_1 + d_2 + \cdots + d_{n-1})/(n-1) = (t_n - t_1)/(n-1)$. To compute $d_n$, we need $n > 1$, i.e., we only retain user access sessions which contain more than one requested URL. Furthermore, we can evaluate the start and end time of $S$ as $t_1$ and $(t_n + d_n)$ respectively. For subsequent processing, we ignore the date information in the session start and end time, and convert them into a value within the interval $[0, 24]$. For example, the session start time “21/May/2005 08:20:01” is converted into 8.33. We define the period of the user access session $S$ as follows.

Definition 5.12. A period of a user access session $S$ is defined as a continuous time interval with a session start time $ts(S) \in [0, 24]$ and a session end time $te(S) \in [0, 24]$, denoted as $p(S) = \begin{cases} [ts(S), te(S)], & \text{if } ts(S) \leq te(S) \\ [0, te(S)] \cup [ts(S), 24], & \text{otherwise} \end{cases}$.

Suppose that each $URL_i$ in the user access session $S$ is associated with a set of resource attributes $M_{ri} \subseteq M_r$ for representing the semantics of the content of $URL_i$. As such, each user access session can be treated as a sequence of sets of resource attributes $M_{ri}$ instead of a sequence of individual $URL_i$ $(1 \leq i \leq n)$, and is denoted as $S = ((M_{r1}, t_1, d_1), (M_{r2}, t_2, d_2), \cdots, (M_{rn}, t_n, d_n))$. The total duration for each resource attribute $m_k \in M_r$, which can be used for estimating the level of user interest in that resource during the user access session $S$, can be computed as $d(S, m_k) = \sum_{i=1}^{n} \alpha_{ki}d_i$, where $\alpha_{ki} = \begin{cases} 1, & \text{if } m_k \in M_{ri} \\ 0, & \text{otherwise} \end{cases}$ for $1 \leq i \leq n$.

5.4.2 Constructing Personal Web Usage Lattice

In this step, we identify a user’s web access activities and construct a Personal Web Usage Lattice from the personal access sessions of the user. Fuzzy logic is incorporated into Formal Concept Analysis for representing both periodic attributes and resource attributes.

To do this, we first construct the Web Usage Context for a user from his preprocessed user access sessions.

Definition 5.13. A fuzzy periodic Web Usage Context is $K = (G, M_p, M_r, I)$, where $G$ is a set of user access sessions for a user, $M_p$ is a set of periodic attributes, $M_r$ is a set of resource attributes, and $I$ is a set of fuzzy implications.
attributes and \( I = R(G \times (M_p \cup M_r)) \) is a fuzzy set on the domain of \( G \times (M_p \cup M_r) \) to represent fuzzy relations between user access sessions \( g \in G \) and attributes \( m \in M_p \cup M_r \). Each fuzzy relation \( R(g,m) \in I \) is represented by a membership value \( \mu(g,m) \in [0,1] \), where

\[
\mu(g,m) = \begin{cases} 
\mu_p(g,m), & \text{if } m \in M_p \\
\mu_r(g,m), & \text{if } m \in M_r 
\end{cases}
\]

Based on the above definition, each user access session \( g \in G \) can also be denoted as a fuzzy set on the domain of \( M_p \cup M_r \), i.e., \( g = \{ m, \mu(g,m) | m \in M_p \cup M_r \} \).

The membership value \( \mu_p(g,m_p) \) for a periodic attribute \( m_p \in M_p \) in a user access session \( g \in G \) can be computed using the period of \( g \), i.e., \( p(g) \). In this research, the member function is defined as \( \mu_p(g,m_p) = \max_{t \in p(g)} \{ \mu_p(t,m_p) \} \), where \( \mu_p(t,m_p) \) is defined in Figure 5.3, which is modified from [OS03].

The membership value \( \mu_r(g,m_r) \) for a resource attribute \( m_r \in M_r \) in a user access session \( g \in G \) can be computed using the total duration of \( m_r \), i.e., \( d(g,m_r) \). In this research, the member function is defined as

\[
\mu_r(g,m_r) = \begin{cases} 
0, & \text{if } z(g,m_r) < \frac{1}{2}Z(m_r) \\
\frac{2z(g,m_r)}{Z(m_r)} - 1, & \text{if } \frac{1}{2}Z(m_r) \leq z(g,m_r) \leq Z(m_r) \\
1, & \text{if } z(g,m_r) > Z(m_r) 
\end{cases}
\]

where \( z(g,m_r) = \frac{d(g,m_r)}{t(e(g)-ts(g))} \) and \( Z(m_r) = \frac{\sum_{g_k \in G} d(g_k,m_r)}{\sum_{g_k \in G} (t(e(g_k))-ts(g_k))} \).

\( Z(m_r) \) is defined as the proportion of the total duration of accessing the resource \( m_r \) in all user access sessions of the user, which indicates the user’s global interest of the resource \( m_r \). \( z(g,m_r) \) is defined as the proportion of the duration of accessing the resource \( m_r \) within
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Figure 5.4: Member function $\mu_r(g, m_r)$.

Table 5.3: A cross table of an example fuzzy periodic Web Usage Context of a user.

<table>
<thead>
<tr>
<th>SID</th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
<th>R1</th>
<th>R2</th>
<th>R3</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>0.6</td>
<td>0.5</td>
<td>-</td>
<td>0.8</td>
<td>-</td>
<td>0.6</td>
</tr>
<tr>
<td>S2</td>
<td>-</td>
<td>0.4</td>
<td>0.8</td>
<td>-</td>
<td>-</td>
<td>0.9</td>
</tr>
<tr>
<td>S3</td>
<td>-</td>
<td>-</td>
<td>1.0</td>
<td>-</td>
<td>0.7</td>
<td>0.5</td>
</tr>
<tr>
<td>S4</td>
<td>-</td>
<td>0.8</td>
<td>0.6</td>
<td>0.8</td>
<td>0.6</td>
<td>0.5</td>
</tr>
<tr>
<td>S5</td>
<td>-</td>
<td>-</td>
<td>1.0</td>
<td>-</td>
<td>0.9</td>
<td>-</td>
</tr>
</tbody>
</table>

the user access session $g$, which indicates the user’s local interest of the resource $m_r$. Figure 5.4 shows the member function $\mu_r(g, m_r)$.

A fuzzy periodic Web Usage Context can be represented by a cross table with rows indicating user access sessions and columns indicating the periodic and resource attributes. A membership value $\mu(g, m) \in [0, 1]$ in row $g$ and column $m$ indicates the fuzzy relation between the user access session $g$ and attribute $m$.

Table 5.3 shows an example Web Usage Context of a user, which consists of five user access sessions, three periodic attributes “P1 (Late Afternoon)”, “P2 (Evening)” and “P3 (Night)”, and three resource attributes “R1 (Sports)”, “R2 (Games)” and “R3 (Chat)”. Note that “-” indicates the corresponding membership value is zero.

Based on the fuzzy periodic Web Usage Context, the Personal Web Usage Lattice can be constructed.

**Definition 5.14.** Given a Web Usage Context $K = (G, M_p, M_r, I)$, we define the set of attributes common to user access sessions in $A \subseteq G$ as $A^* = \{m \in M_p \cup M_r \mid \forall g \in A : \mu(g, m) > 0\}$, and the set of user access sessions which have all the same attributes in $B \subseteq M_p \cup M_r$ as $B^* = \{g \in G \mid \forall m \in B : \mu(g, m) > 0\}$.

**Definition 5.15.** Given a Web Usage Context $K = (G, M_p, M_r, I)$, the fuzzy support of a
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set of attributes \( B \subseteq M_p \cup M_r \) and \( B \neq \emptyset \) is defined as

\[
Sup(B) = \frac{\sum_{g \in B^*}(\mu_p(g) \times \mu_r(g))}{|G|},
\]

where

\[
\begin{align*}
\mu_p(g) &= \begin{cases} 
\min_{m_p \in (B \cap M_p)} \{\mu_p(g, m_p)\}, & \text{if } B \cap M_p \neq \emptyset \\
1, & \text{otherwise}
\end{cases}, \\
\mu_r(g) &= \begin{cases} 
\min_{m_r \in (B \cap M_r)} \{\mu_r(g, m_r)\}, & \text{if } B \cap M_r \neq \emptyset \\
1, & \text{otherwise}
\end{cases}.
\end{align*}
\]

**Definition 5.16.** Given a Web Usage Context \( K = (G, M_p, M_r, I) \), if there exists a pair \((A, B)\) with \( A \subseteq G \), \( B \subseteq M_p \cup M_r \) (\( B \cap M_p \neq \emptyset \) and \( B \cap M_r \neq \emptyset \)), \( A^* = B \) and \( B^* = A \), then \( v(B) = \{m, \mu(B, m) \mid m \in B\} \), a fuzzy set on \( B \), is called a web access activity, where \( \mu(B, m) = \max_{g \in B^*}\{\mu(g, m)\} \). We also define \( v(B) = v_p(B) \cup v_r(B) \), where \( v_p(B) = \{m_p, \mu(B, m_p) \mid m_p \in B \cap M_p\} \) and \( v_r(B) = \{m_r, \mu(B, m_r) \mid m_r \in B \cap M_r\} \) represent two fuzzy subsets of \( v(B) \) on domains of \( B \cap M_p \) and \( B \cap M_r \) respectively. In addition, \( v(\emptyset) = \emptyset \) is defined as a virtual web access activity.

\( W_P = \{v(B_i)\} \) denotes the set of all web access activities of a user. \( |W_P| \) is the total number of web access activities.

A web access activity represents a periodic web access behavior of a user, i.e., it is an implication from periodic attributes to resource attributes, which is a special kind of association rules. Similar to association rule mining, a “support” value should be given to reflect the quality of the discovered web access activity. Since we use fuzzy set theory, we define it as “fuzzy support”.

**Definition 5.17.** The fuzzy support of a web access activity \( v(B) \) is defined as \( Sup(v(B)) = Sup(B) \) and the fuzzy confidence of \( v(B) \) is defined as \( Conf(v(B)) = prob((B \cap M_r) \mid (B \cap M_p)) = \frac{Sup(B)}{Sup(B \cap M_p)} \), where \( prob(\cdot \mid \cdot) \) is a conditional probability. For virtual web access activity \( v(\emptyset) \), we define \( Sup(v(\emptyset)) = 1.0 \) and \( Conf(v(\emptyset)) = 1.0 \).

**Definition 5.18.** For two web access activities of a user \( v(B_i), v(B_j) \in W_P, v(B_i) \) is a sub-activity of \( v(B_j) \), denoted as \( v(B_i) <_{W_P} v(B_j) \), if and only if \( B_j \subset B_i \). Equivalently, \( v(B_j) \) is a super-activity of \( v(B_i) \). \( <_{W_P} \) is a partial order on \( W_P \), called activity relationship. In particular, if \( v(B_i) <_{W_P} v(B_j) \) and there is no \( v(B_k) \in W_P (B_k \neq B_i \text{ and } B_k \neq B_j) \) such that \( v(B_i) <_{W_P} v(B_k) <_{W_P} v(B_j) \), then \( v(B_i) \) is a direct sub-activity of \( v(B_j) \), and \( v(B_j) \) is
a direct super-activity of $v(B_i)$. We denote this as $v(B_i) \prec_{WP} v(B_j)$. $\prec_{WP}$ is called a direct activity relationship.

Obviously, the virtual web access activity $v(\emptyset)$ is the super-activity of all other web access activities.

**Definition 5.19.** A Personal Web Usage Lattice based on a Web Usage Context $K = (G, M_p, M_r, I)$ of a user is $L_P = (W_P, \prec_{WP})$, where $W_P$ is the set of all web access activities, and $\prec_{WP}$ is a partial order on $W_P$ to represent the hierarchy of web access activities.

Figure 5.5 shows the Personal Web Usage Lattice obtained from the Web Usage Context given in Table 5.3. Each node in the figure represents a web access activity with the corresponding membership values of its attributes on the left and the fuzzy support and confidence values on the right. Each edge represents a direct activity relationship. Note that one virtual node (virtual web access activity $v(\emptyset)$) is added as the upper bound (top) of the lattice.

Some efficient approaches [STB⁺02, NR99, GMA95] have been proposed in traditional FCA for computing non-fuzzy concept lattices from the corresponding non-fuzzy formal contexts. However, they cannot process the proposed fuzzy periodic Web Usage Context and construct the Personal Web Usage Lattice directly. In this research, we have enhanced a traditional non-fuzzy concept lattice construction tool, called Galicia Lattice Builder...
Table 5.4: A cross table of the formal context converted from the example Web Usage Context given in Table 5.3.

<table>
<thead>
<tr>
<th>SID</th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
<th>R1</th>
<th>R2</th>
<th>R3</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td></td>
</tr>
<tr>
<td>S2</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S3</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>S4</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td></td>
</tr>
<tr>
<td>S5</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
</tbody>
</table>

(http://www.iro.umontreal.ca/~galicia/), to compute the Personal Web Usage Lattice from the corresponding Web Usage Context. The main tasks are illustrated as follows.

At first, we need to convert the Web Usage Context into the traditional non-fuzzy formal context (defined by Definition 5.8) as the input of the Galicia Lattice Builder. Let $G' = G$ and $M' = M_p \cup M_r$. If $\mu(g, m) > 0$ ($m \in M_p \cup M_r$ and $g \in G$) in the Web Usage Context, then $(g, m) \in I'$ in the corresponding formal context $K' = (G', M', I')$. Table 5.4 shows the formal context converted from the example Web Usage Context given in Table 5.3. Then, we use the Galicia Lattice Builder to generate the corresponding non-fuzzy concept lattice.

The concept lattice of the formal context given in Table 5.4 is shown in Figure 5.6. Each node in the figure represents a formal concept with the corresponding intent (a set of periodic and resource attributes) on the left and extent (a set of user access sessions) on the right. Comparing Figure 5.5 with Figure 5.6, we can see that the Personal Web Usage Lattice is a sub-lattice of the corresponding concept lattice with fuzzy membership, fuzzy support and fuzzy confidence, which can also be verified from their definitions. We first delete formal concepts with only periodic or resource attributes or with empty extent (i.e., nodes 1, 2 and 11 in Figure 5.6). After that, all remained concepts can be mapped into web access activities. Since the extent of each formal concept contains all session IDs of the corresponding user access sessions in the original Web Usage Context, it is easy to compute the fuzzy memberships of attributes, fuzzy support and fuzzy confidence according to Definitions 5.16 and 5.17.

The algorithm **Personal_Web_Usage_Lattice.Construction** for constructing the Personal Web Usage Lattice from the corresponding Web Usage Context of a user is given in Algorithm 5.1. In practice, other efficient approaches can also be used for computing the traditional non-fuzzy concept lattice from the corresponding non-fuzzy formal context in this step instead of the Galicia Lattice Builder.
Complexity analysis: For each web access activity (i.e., the formal concept in the concept lattice satisfied with the condition in Line 3 of Algorithm 5.1), we need one scan of all user access sessions recorded in its extent (i.e., a subset of the set of all user access sessions $G$) to compute its fuzzy memberships, fuzzy support and fuzzy confidence. Assume the Personal Web Usage Lattice has a total of $|W_P|$ web access activities, then computing their fuzzy memberships, fuzzy supports and fuzzy confidences need to scan at most a total of $|W_P| \times |G|$ user access sessions. Usually, $|W_P|$ is far smaller than $|G|$. Thus, the total cost for constructing the Personal Web Usage Lattice from the corresponding non-fuzzy concept lattice is $O(|G|)$.

5.4.3 Extracting Periodic Association Access Patterns

From the Personal Web Usage Lattice, inference rules can be extracted to deduce the user’s periodic association access patterns. As fuzzy knowledge is stored in the Personal Web Usage Lattice, fuzzy logic [Zad75] is applied to infer association access patterns of the user. Each access pattern is represented in the form of fuzzy propositions [KY95], which are characterized by the canonical form “If $x$ is $A$, then $y$ is $B$”, where $x$ and $y$ are variables whose values
Algorithm 5.1 Personal_Web_Usage_Lattice_Construction(K)

Input:
K = (G, Mp, Mr, I) - a Web Usage Context of a user

Output:
LP = (WP,<WP) - a Personal Web Usage Lattice of a user

Process:
1. Initialize WP ← {∅} and <WP ← {∅}
2. Construct the formal context K′ = (G′, M′, I′), where G′ = G, M′ = Mp ∪ Mr, I′ = {(g,m)|μ(g,m) > 0, where m ∈ Mp ∪ Mr and g ∈ G}
3. Construct the concept lattice LC = (C,<C) ← Galicia (K′)
4. for all (Ai,Bi) ∈ C do
5.   if Bi ∩ Mp ̸= ∅ and Bi ∩ Mr ̸= ∅ and Ai ̸= ∅ then
6.     WP ← v(Bi)
7.     for all (Aj,Bj) <C (Aj,Bj) do
8.       if Bj ∩ Mp ̸= ∅ and Bj ∩ Mr ̸= ∅ then
9.         <WP ← v(Bi) <WP v(Bj)
10.      else
11.        <WP ← v(Bi) <WP v(∅)
12.     end if
13.   end for
14.   Compute Sup(v(Bi)) and Conf(v(Bi))
15. end if
16. end for
17. return LP

are in sets X and Y respectively, and A and B are fuzzy sets on X and Y respectively. Such propositions are also known as fuzzy "IF-THEN" rules, and can be simply denoted as A ⇒ B. The Personal Web Usage Lattice gives periodic association access patterns, which can be extracted from each web access activity directly.

Definition 5.20. Given a Personal Web Usage Lattice LP = (WP,<WP), each personal web access activity v(B) = vp(B) ∪ vr(B) ∈ WP (excluding virtual personal web access activities) can be represented as a periodic association access pattern, which is in the form of "vp(B) ⇒ vr(B)". We also define the fuzzy support as Sup(vp(B) ⇒ vr(B)) = Sup(v(B)) and the fuzzy confidence as Conf(vp(B) ⇒ vr(B)) = Conf(v(B)).

For example, for the activity \{P2:0.8, R1:0.8, R3:0.6\} given in Figure 5.5, a periodic association access pattern “ {Evening(0.8)} ⇒ {Sports(0.8), Chat(0.6)}" with Sup = 0.14 and Conf = 0.41 can be extracted. It can be interpreted as “The user has interests in resources on Sports and Chat during the period of Evening”. The associated fuzzy membership values can provide additional information on describing periodic association access patterns. The fuzzy support and confidence indicate the quality of such periodic association access patterns. The Table 5.5 shows the eight periodic association access patterns that are extracted from the
Table 5.5: Periodic access patterns.

<table>
<thead>
<tr>
<th>Periodic Association Access Patterns</th>
<th>Sup</th>
<th>Conf</th>
</tr>
</thead>
<tbody>
<tr>
<td>{Evening(0.8)} ⇒ {Chat(0.9)}</td>
<td>0.21</td>
<td>0.62</td>
</tr>
<tr>
<td>{Night(1.0)} ⇒ {Chat(0.9)}</td>
<td>0.30</td>
<td>0.45</td>
</tr>
<tr>
<td>{Night(1.0)} ⇒ {Games(0.9)}</td>
<td>0.39</td>
<td>0.58</td>
</tr>
<tr>
<td>{Evening(0.8)} ⇒ {Sports(0.8), Chat(0.6)}</td>
<td>0.14</td>
<td>0.41</td>
</tr>
<tr>
<td>{Evening(0.8), Night(0.8)} ⇒ {Chat(0.9)}</td>
<td>0.13</td>
<td>0.66</td>
</tr>
<tr>
<td>{Night(1.0)} ⇒ {Games(0.7), Chat(0.5)}</td>
<td>0.16</td>
<td>0.24</td>
</tr>
<tr>
<td>{Late_Afternoon(0.6), Evening(0.5)} ⇒ {Sports(0.8), Chat(0.6)}</td>
<td>0.06</td>
<td>0.60</td>
</tr>
<tr>
<td>{Evening(0.8), Night(0.6)} ⇒ {Sports(0.8), Games(0.6), Chat(0.5)}</td>
<td>0.06</td>
<td>0.30</td>
</tr>
</tbody>
</table>

Example Personal Web Usage Lattice.

Periodic association access patterns indicate the resources the user is interested in for a specific period of time such as morning and afternoon. The number of periodic association access patterns of a user may be quite complicated and huge. This is mainly due to the large number of web access activities generated with low support values. Therefore, it will be costly if all periodic association access patterns are generated and used. To overcome this problem, the periodic association access patterns should be filtered to retain only those interesting patterns, which are more important for describing the periodic web access behavior of the user.

**Definition 5.21.** Given a minimum support $MinSup \in [0, 1]$ and a minimum confidence $MinConf \in [0, 1]$, we call a periodic association access pattern *interesting*, if its fuzzy support value is not less than $MinSup$ and its fuzzy confidence value is not less than $MinConf$.

Given the minimum support $MinSup = 0.1$ and $MinConf = 0.15$, only six interesting periodic association access patterns are extracted.

The algorithm **Periodic_PATTERN_Extraction** for extracting interesting periodic association access patterns from a Personal Web Usage Lattice of a user is given in Algorithm 5.2.

**Complexity analysis:** To extract periodic association access patterns from a Personal Web Usage Lattice, we need to scan all web access activities once. Thus, the cost for extracting periodic association access patterns is $O(|W_p|)$. Compared with the traditional association rule mining approaches [AS94, HPY00, AAP01], our approach should be more costly due to the construction of the Personal Web Usage Lattice. However, the Personal Web Usage Lattice is a useful and compact data structure for storing closed fuzzy association rules (i.e., periodic association access patterns). In Chapter 6, we will show how to utilize the special
Algorithm 5.2 Periodic Pattern Extraction($L_P$, $MinSup$, $MinConf$)

Input:
- $L_P = (W_P, <_{W_P})$ - a Personal Web Usage Lattice of a user
- $MinSup$ - a minimum support
- $MinConf$ - a minimum confidence

Output:
- $PP$ - a set of interesting periodic association access patterns

Process:
1: Initialize $PP \leftarrow \{\emptyset\}$
2: for all $v(B) \in W_P$ ($v(B) \neq \emptyset$) do
3:     if $Sup(v(B)) \geq MinSup$ and $Conf(v(B)) \geq MinConf$ then
4:         $PP \leftarrow (v_p(B) \Rightarrow v_r(B))$
5:     end if
6: end for
7: return $PP$

structure of the lattice model to reduce the search space for efficient pattern matching.

5.5 Visualizing Periodic Association Access Patterns

The Personal Web Usage Lattice contains knowledge on periodic web access behavior of individual users, i.e., periodic association access patterns. In this section, we present an approach for visualizing the periodic association access patterns.

Sometimes, it is useful for web administrators or users to view the periodic association access patterns for better understanding a particular user’s web access behavior. For example, this is particularly useful for the client-side logs mining for parents understanding the web access behavior of their children [ZHF05]. However, the discovered web access patterns are presented as rules with associated fuzzy membership values for periodic and resource attributes, and fuzzy support and confidence values. These are machine-readable representations, but they are not easy for human interpretation. To help users, especially casual users, to understand the access patterns, we have mapped these values into some meaningful terms for viewing purposes.

The fuzzy set of periodic attributes of each periodic association access pattern is converted into certain time intervals using an inverse function of the membership function of periodic attributes given in Figure 5.3. For example, $\{P2:0.8\}$, $\{P1:0.6, P2:0.5\}$ and $\{P3:1.0\}$ represent the time intervals shown in Figure 5.7(a), Figure 5.7(b) and Figure 5.7(c) respectively.

Each fuzzy membership value of a resource attribute is converted into one of the interest terms “fairly interest”, “interest”, “very interest” and “absolutely interest” to indicate the
Figure 5.7: Converting fuzzy set of periodic attributes into time intervals.
interest levels of the user. This is illustrated in Figure 5.8.

Fuzzy support ($Sup$) and fuzzy confidence ($Conf$) reflect the usefulness and certainty of the discovered web access patterns respectively. Given the minimum support threshold ($MinSup$) and the minimum confidence threshold ($MinConf$), we can derive all frequent ($Sup \geq MinSup$) and certain ($Conf \geq MinConf$) web access patterns. For fuzzy support, we convert it into one of the terms “fairly frequent”, “frequent”, “very frequent” and “absolutely frequent” as illustrated in Figure 5.9(a) to represent the “Frequency” of the web access patterns. For fuzzy confidence, we convert it into one of the terms “fairly true”, “true”, “very true” and “absolutely true” as illustrated in Figure 5.9(b) to represent the “Quality” of the web access patterns.

In this research, we have applied the proposed approach to Dataset_2, i.e., the web server logs of “North Latitude One BBS” (http://bbs.nlone.net) for the period between 01-May-2005 and 31-May-2005. The web forum is mainly used by graduate students from Nanyang Technological University, Singapore. Most users access this web forum from static IP addresses. As such, individual users can be identified based on the client-side IP addresses.
The website semantics of the web forum are used to annotate the web server logs into semantic enriched web usage logs. Each requested URL can be mapped into some of the 64 topics quite directly. We have applied the proposed approach to analyze the periodic association access patterns of the top 25 frequent access users, who have more than 50 access sessions in the 31 days of May-2005.

Figure 5.10 shows the periodic association access patterns of a particular user accessing from the IP address “155.69.144.213”. A total of 67 access sessions are recorded. And 48 periodic association access patterns are extracted with $MinSup = 0.05$ and $MinConf = 0.50$. These patterns contain very useful insight on periodic-based web access behavior of that user. For example, we can learn that the user likes to access the resource Singapore in the afternoon (during 14:30:00 to 17:30:00). The discovered patterns in Figure 5.10(a) are sorted by “Quality” in descending order. In addition, we can also show all patterns by sorting the “Period” in descending order as shown in Figure 5.10(b). Through different views of a user’s access behavior, we can learn the user’s interests from morning to night on a daily basis.

5.6 Summary

In this chapter, we have proposed a fuzzy FCA based approach for discovering periodic association access patterns of individual users from web usage logs. In addition, we have also presented an approach for visualizing periodic web access behavior of an individual user. The discovered periodic association access patterns in our proposed approach are quite different from other web usage mining techniques that mainly discover simple statistical information on access behaviors of individual users or user groups. As the discovered periodic association access patterns are extracted from the Personal Web Usage Lattice model, they can also be used for providing personalized web services. For example, as periodic association access patterns can be regarded as a list of resources that is most relevant to a user’s interests for that periods of time, personalized web services for certain time periods can be provided according to the ranked list of resources based on their fuzzy membership values. In Chapter 6, we apply the Personal Web Usage Lattice model to support periodic web personalization. In addition, we also propose an approach for Web Usage Ontology generation based on the Personal Web Usage Lattice model, which will be discussed in Chapter 7.


(a) Sorted by Quality.

(b) Sorted by Period.

Figure 5.10: Visualizing periodic association access patterns.
Chapter 6

Periodic Web Personalization

As mentioned in Chapter 5, *periodic web access patterns* are very important for understanding users’ access behaviors and supporting effective personalized web services. With periodic web access patterns of a user, we can easily deduce which resources that the user is most probably interested in during a specific time period without the use of the user’s current access information, which is required in most existing approaches. Then, personalized resources can be prepared in advance and provided to the user during that specific period. We call such task as *Periodic Web Personalization*.

Most of the existing web personalization approaches [MDLN01, LAR02, MGPL04, MDLN02, GH03, ZHC04, Mob99] can be referred to as non-periodic approaches, which use a user’s current access information (request time and requested resources) for determining which resources should be recommended next or in near future to the user. However, the user’s current requested resources sometimes may not be his actual interest or target, but some intermediate pages or noise. Such inaccurate prior knowledge would significantly affect the effectiveness of personalized web services. Different from non-periodic approaches, the periodic web personalization approach avoids the use of the user’s current access information, but uses a specific time period to determine personalized resources. Moreover, in non-periodic approaches, personalized resources cannot be prepared for the user in advance, since they are determined according to the user’s current access information. In other words, the personalized resource preparation must be efficient and simple enough in order to provide personalized resources to the user in real-time. However, for periodic web personalization, the personalized resource preparation can be performed in advance. This makes it possible to perform more costly personalized resource preparation in personalized web services. For example, a news website can collect news from different sources and prepare personalized morning news for
each registered user during night time, and then, deliver it to the users in the next morning.

Recent related research work mainly focused on investigating techniques for mining periodic patterns, rather than applying such patterns in practical applications. Some of them gave a brief discussion on the potential applications of the periodic patterns. For example, [ORS98, RMS98] mentioned that periodic association rules can be used for trend analysis, prediction, forecasting and decision making. Li et al. [LNWJ01] stated in their work that the calendar-based temporal association rules can be used to represent normal network activities in different time periods of a day. Then, the Intrusion Detection System (IDS) can be used to detect attacks to the network when abnormal network activities happen. Moreover, [HC04, LD05] also discussed that the periodic patterns can be used not only for data characterization, but also be applied for future periodicity prediction. However, to the best of our knowledge, no approaches have been proposed for periodic web personalization.

In this chapter, we propose periodic web personalization, which is based on the Personal Web Usage Lattice discussed in Chapter 5. The rest of this chapter is organized as follows. In Section 6.1, we discuss the system architecture of the proposed periodic web personalization. In Section 6.2, we propose the algorithm for generating the personalized resources for given period conditions based on the Personal Web Usage Lattice of a user. The performance of the periodic web personalization approach is evaluated in Section 6.3. Finally, a summary of this chapter is given in Section 6.4.

6.1 System Architecture

Figure 6.1 shows the architecture of the proposed periodic web personalization system. All web access requests of a user are first recorded by the Web server of the website and stored into its web usage logs. The User Behavior Model Construction component then constructs the Personal Web Usage Lattice model of the user using the approach proposed in Chapter 5. When the Web server gives period conditions, which may be specified by the user or the Web server, the Personalized Resources Generation component will generate the personalized resources from the Personal Web Usage Lattice. The Web server will then prepare and organize the corresponding resources and provide them to the user during the given time periods.
6.2 Personalized Resources Generation

In practice, web users usually expect that their registered websites are able to provide personalized resources to them during certain periods according to their periodic habits and interests. For example, a user may want his favorite news website to deliver sports news to him during a certain period on every morning, but entertainment news during another period on every evening. To achieve this, the web personalization system must be able to deduce which resources the user is most probably interested in during the given periods.

The Personalized Resources Generation component searches the Personal Web Usage Lattice of a user for generating personalized resources according to a given period condition.

A period condition can be a time point or a time interval. The definition of a period condition is given as follows.

**Definition 6.1.** A period condition $p_c$ is defined as a continuous time interval with a start time $ts \in [0, 24]$ and an end time $te \in [0, 24]$, which is denoted as

$$p_c = \begin{cases} 
  [ts, te], & \text{if } ts \leq te \\
  [0, te] \cup [ts, 24], & \text{otherwise}
\end{cases}$$

Note that a time point $t \in [0, 24]$ can be regarded as a special period condition $p_c = [t, t]$. In addition, a period condition can be converted into the corresponding fuzzy period condition, which is defined as follows.
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**Definition 6.2.** The **fuzzy period condition** based on a period condition $p_c$ is defined as a fuzzy set $P_f(p_c) = \{m_p, \mu_p(p_c, m_p) \mid m_p \in M_p \text{ and } \mu_p(p_c, m_p) = \max_{t \in p_c} \{\mu_p(t, m_p)\}\}$, where $\mu_p(t, m_p)$ was defined in Figure 5.3.

Given a period condition $p_c$, the ordered set of personalized resources can be generated for a user based on the corresponding Personal Web Usage Lattice. The period condition $p_c$ can be determined by either the user or website. For example, a user can request a news website to provide personalized morning news to him during $p_c = [7.5, 8.5]$ (i.e., from 7:30 a.m. to 8:30 a.m.) every morning. The news website can set $p_c = [19.0, 22.0]$ as the period condition for providing personalized night news to all registered users. In addition, online periodic web personalization can also be achieved using the user’s current request time as $p_c$.

In order to generate personalized resources, we first need to search the Personal Web Usage Lattice $L_P$ for all **period-supported activities** of $p_c$, which are web access activities with similar periodic attributes to the fuzzy period condition $P_f(p_c)$.

**Definition 6.3.** The **period similarity** between a web access activity $v(B) \in W_P$ and a given period condition $p_c$ is defined as

$$\text{Sim}_p(v(B), p_c) = \frac{|v_p(B) \cap P_f(p_c)|}{|v_p(B) \cup P_f(p_c)|}.$$

For example, suppose that the period condition $p_c = [17:00:00, 17:30:00] = [17.00, 17:50]$ and the web access activity $v(B) = \{\text{P1:0.6, P2:0.5, R1:0.8, R3:0.6}\}$, then $P_f(p_c) = \{\text{P1:0.33, P2:0.5}\}$ and $\text{Sim}_p(v(B), p_c) = \frac{|\{\text{P1:0.6, P2:0.5}\} \cap \{\text{P1:0.33, P2:0.5}\}|}{|\{\text{P1:0.6, P2:0.5}\} \cup \{\text{P1:0.33, P2:0.5}\}|} = \frac{0.33 \times 0.6 + 0.5}{0.83} = 0.75$.

**Definition 6.4.** The **period-supported activities** of a given period condition $p_c$ based on a Personal Web Usage Lattice $L_P = (W_P, \prec_{W_P})$ are defined as a set of web access activities $SA_p(p_c, L_P) = \{v(B_i) \mid v(B_i) \in W_P, v_p(B_i) \subset P_f(p_c) \text{ or } v_p(B_i) \supseteq P_f(p_c)\}$. For two period-supported activities $v(B_i), v(B_j) \in SA_p(p_c, L_P)$, we call that $v(B_i)$ has a higher priority than that of $v(B_j)$, denoted as $v(B_j) \prec_{\text{pri}} v(B_i)$, if

- $\text{Sim}_p(v(B_i), p_c) > \text{Sim}_p(v(B_j), p_c)$, or
- $\text{Sim}_p(v(B_i), p_c) = \text{Sim}_p(v(B_j), p_c)$, but $\text{Conf}(v(B_i)) > \text{Conf}(v(B_j))$, or
- $\text{Conf}(v(B_i)) = \text{Conf}(v(B_j))$, but $\text{Sup}(v(B_i)) > \text{Sup}(v(B_j))$.

For example, the web access activity $v(B) = \{\text{P1:0.6, P2:0.5, R1:0.8, R3:0.6}\}$ is one period-supported activity of the period condition $p_c = [17:00:00, 17:30:00]$ based on the
sample Personal Web Usage Lattice, because $v_p(B) = \{P1:0.6, P2:0.5\} \supseteq P_f(p_c) = \{P1:0.33, P2:0.5\}$.

From the discovered period-supported activities, we can extract personalized resources, which are defined as follows.

**Definition 6.5.** The personalized resources of a given period condition $p_c$ based on a Personal Web Usage Lattice $L_P = (W_P, <_{W_P})$ is defined as a set of resource attributes occurring in at least one activity in $SA_p(p_c, L_P)$, i.e., $PR(p_c, L_P) = \{m_r | \exists v(B_i) \in SA_p(p_c, L_P), \text{such that } m_r \in B_i \cap M_r\}$.

For example, R1 and R3 are two personalized resources of the period condition $p_c = [17:00:00, 17:30:00]$ based on the sample Personal Web Usage Lattice, because they belong to one period-supported activity $v(B) = \{P1:0.6, P2:0.5, R1:0.8, R3:0.6\}$.

In order to distinguish the importance of personalized resources to the user, we need to rank the resources according to the order of their priorities as follows.

**Definition 6.6.** The period-supported activity of each $m_r \in PR(p_c, L_P)$, which is $v(B_i) \in SA_p(p_c, L_P)$ with $m_r \in B_i \cap M_r$, is given the highest priority. For two personalized resources $m_{r_i}$ and $m_{r_j}$, we call that $m_{r_i}$ has a higher priority than that of $m_{r_j}$, denoted as $m_{r_i} <_{\text{pri}} m_{r_j}$, if

- the period-supported activity of $m_{r_i}$ has a higher priority than that of $m_{r_j}$, or
- $m_{r_i}$ and $m_{r_j}$ have the same period-supported activity $v(B)$, but $m_{r_i}$ has a higher membership value than that of $m_{r_j}$ in $v(B)$, i.e., $\mu(B, m_{r_i}) > \mu(B, m_{r_j})$.

For example, for the period condition $p_c = [17:00:00, 17:30:00]$, two personalized resources R3 <$_{\text{pri}}$ R1, because they belong to the same period-support activity, but R1 has a higher membership value than R3.

The algorithm **PR.Gen** for generating an ordered set of personalized resources for a given period condition $p_c$ based on a Personal Web Usage Lattice of a user $L_P$ is given in Algorithm 6.1. In Line 5, the algorithm **PSA.Search**, which is given in Algorithm 6.2, is called for searching all period-supported activities for $p_c$ based on $L_P$. In Line 6, all period-supported activities are sorted in descending order of priority. In Line 7, since all personalized resources belong to the same period-supported activity, they are only sorted in descending order of fuzzy membership value.

Algorithm 6.2 gives the algorithm **PSA.Search** for searching period-supported activities for a given period condition $p_c$ based on a Personal Web Usage lattice of a certain user $L_P$. 
Algorithm 6.1 PR_Gen($p_c$, $L_P$)

**Input:**
- $p_c$ - a period condition
- $L_P = (W_P, <_{W_P})$ - a Personal Web Usage Lattice of a user

**Output:**
- $PR_o(p_c, L_P)$ - an ordered set of personalized resources for $p_c$ based on $L_P$

**Process:**
1. Initialize $PR_o(p_c, L_P) ← \{\emptyset\}$
2. for all $v(B) ∈ W_P$ do
3.   $v(B).mark ← unvisited$
4. end for
5. Generate period-supported activities $SA_p(p_c, L_P) ← PSA\_Search(p_c, L_P, v(\emptyset))$
6. for all $v(B) ∈ SA_p(p_c, L_P)$ in priority descending order do
7.   for all $m_r ∈ B ∩ M_r$ in priority descending order do
8.     if $m_r /∈ PR_o(p_c, L_P)$ then
9.       Append $m_r$ into $PR_o(p_c, L_P)$
10. end if
11. end for
12. end for
13. return $PR_o(p_c, L_P)$

To enhance the efficiency of the period-supported activity searching process, the algorithm starts searching from the top node of the lattice and performs recursive searching for only the direct sub-activities satisfying the period condition $p_c$.

Note that we do not need to extract periodic association access patterns from the Personal Web Usage Lattice, and then, generate personalized resources. Algorithm 6.1 and 6.2 utilize the special structure of the lattice model to reduce the search space in order to generate personalized resources efficiently.

**Example:** Let’s consider the Personal Web Usage Lattice $L_P$ given in Figure 5.5. Suppose the period condition $p_c = [21:30:00, 22:00:00] = [21.50, 22.00]$. Then, $P_f(p_c) = \{P3:1.0\}$. The personalized resources for $p_c$ based on $L_P$ is generated as follows. The searching for period-supported activities starts from the top node $v(\emptyset)$ in $L_P$, i.e., Activity 0 in Figure 6.2(a). We first check its first direct sub-activity Activity 1. Since Activity 1 does not satisfy the condition in Line 3 in Algorithm 6.2, the searching for this direction is terminated. Next, Activity 2 is visited and identified as a period-supported activity of $p_c$. Then, we scan its direct sub-activities. Activity 5 does not satisfy the condition in Line 4, so it is not a period-supported activity of $p_c$, but its sub-activities are required to be traversed. Accordingly, Activities 8, 6 and 3 are visited, and only Activities 6 and 3 are identified as period-supported activities. In Figure 6.2(a), the bold lines with arrows represent the above
Algorithm 6.2 PSA_Search($p_c, L_P, v(B)$)

Input:
- $p_c$ - a period condition
- $L_P = (W_P, <_W_P)$ - a Personal Web Usage Lattice of a user
- $v(B)$ - the current web access activity

Output:
- $SA_p(p_c, L_P)$ - a set of period-support activities for $p_c$ based on $L_P$

Process:
1: Initialize $SA_p(p_c, L_P) \leftarrow \{\emptyset\}$
2: for all direct sub-activities of $v(B)$, i.e., $v(B_i) \in W_P$ with $v(B_i) <_W_P v(B)$ do
3: if $v(B_i).mark = unvisited$ and $v(B_i) \cap P_f(p) \neq \emptyset$ then
4: if $v_p(B_i) \subseteq P_f(p_c)$ or $v_p(B_i) \supseteq P_f(p_c)$ then
5: $SA_p(p_c, L_P) \leftarrow \{v(B_i)\} \cup PSA_{Search}(p_c, L_P, v(B_i))$
6: else
7: $SA_p(p_c, L_P) \leftarrow PSA_{Search}(p_c, L_P, v(B_i))$
8: end if
9: $v(B_i).mark \leftarrow visited$
10: end if
11: end for
12: return $SA_p(p_c, L_P)$

searching process, and the activities with bold circles are period-supported activities for $p_c$ based on $L_P$. We sort the period-supported activities in descending order of priority, and extract the ordered personalized resources as $PR_o(p_c, L_P) = \{R2, R3\}$, where $R3 <_{pri} R2$. Finally, we obtain the personalized resources for $p_c$ based on $L_P$ as “{Games, Chat}”, which indicates that the user is most probably interested in resources on Games and Chat during the period of [21:30:00, 22:00:00]. According to the generated personalized resources, the corresponding resources can be prepared in advance and deliver them to the user between 21:30:00 and 22:00:00 everyday. For another example, we attempt to generate personalized resources for the period [17:00:00, 17:30:00], i.e., $p_c = [17.00, 17.50]$ and $P_f(p_c) = \{P1:0.33, P2:0.5\}$. Figure 6.2(b) shows the searching process for the period-supported activities. As a result, only Activity 7 is identified as the period-supported activity, and the generated personalized resources are “{Sports, Chat}”.

Complexity analysis: To generate personalized resources, at first, we need to scan all web access activities in the Personal Web Usage Lattice (Algorithm 6.1, Lines 2 - 4) to initialize the visiting flag of each web access activity as “unvisited”. And then, we visit a part of web access activities (Algorithm 6.2) to find all period-supported activities. At last, we scan all returned period-supported activities (Algorithm 6.1, Line 6 - 12) to generate the final personalized resources. In the worst case, we need to scan all web access activities thrice,
Figure 6.2: The searching process for period-supported activities.
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i.e., all web access activities are period-supported activities. Here, we assume equal cost for operations on each web access activity in the above three steps. Thus, the largest total cost of generating personalized resources based on the Personal Web Usage Lattice with a total of \( n \) web access activities is \( O(n) \). In terms of storage space, all period-supported activities are required to be stored in the memory. Therefore, we need to keep all web access activities in the memory in the worst case.

Sometimes there are too many personalized resources generated. In our approach, only the top \( n \) personalized resources are considered for periodic web personalization. We set \( n = 4 \) as the default. The reason will be given in the next section on performance evaluation.

6.3 Performance Evaluation

In this section, we evaluate the performance of the proposed periodic web personalization approach.

6.3.1 Evaluation Measures

Definition 6.7. Suppose we generate an ordered set of personalized resources “\( PR_o(p_c, L_P) \)” for a given period condition \( p_c \) based on a Personal Web Usage Lattice \( L_P \) of a user. If \( PR_o(p_c, L_P) \neq \emptyset \), we call it applicable. Let \( S = \{ m, \mu(S, m) \mid m \in M_p \cup M_r \} \) be a user access session in the period \( p(S) \) of that user. If \( p_c \cap p(S) \neq \emptyset \), we call \( S \) a period-supported session of the generated personalized resources. If \( \exists m_r \in PR_o(p_c, L_P) \) with \( \mu_r(S, m_r) > 0 \), we call \( S \) a resource-supported session of the generated personalized resources.

In order to objectively evaluate the feasibility of our proposed approach, we define the following two evaluation measures.

Definition 6.8. Let \( PR_{all} = \{ PR_1, PR_2, \ldots, PR_n \} \) be a collection of sets of personalized resources for the overall web personalization, and \( PR_a \) be the subset of \( PR_{all} \) comprising all applicable sets of personalized resources. The applicability of the overall web personalization is defined as

\[
applicability = \frac{|PR_a|}{|PR_{all}|}.
\]

As the Personal Web Usage Lattice only stores typical web access activities (supported by some user access sessions in the training web usage logs), if the period-supported activities cannot be found, the generated set of personalized resources will be empty. Therefore, the
applicability measure gives a rough idea of how often applicable sets of personalized resources will be generated.

**Definition 6.9.** Let $S_T$ be the set of all user access sessions for testing. $SS_p(PR_i)$ is the subset of $S_T$ comprising all period-supported sessions of the set of personalized resources $PR_i$, and $SS_r(PR_i)$ is the subset of $SS_p(PR_i)$ comprising all resource-supported sessions in $SS_p(PR_i)$. The *satisfaction* of the set of personalized resources $PR_i$ is defined as

$$satisfaction(PR_i) = \begin{cases} 0, & \text{if } SS_p(PR_i) = \emptyset \\ \frac{|SS_r(PR_i)|}{|SS_p(PR_i)|}, & \text{otherwise} \end{cases}$$

The *satisfaction* for the overall web personalization is defined as

$$satisfaction = \frac{\sum_{PR_i \in PR_a} satisfaction(PR_i)}{|PR_a|}.$$

The satisfaction measures how likely a user is interested in one of the personalized resources in the period-supported sessions.

### 6.3.2 Experiments

The proposed periodic web personalization system is implemented in C++. All experiments are performed on a 3.4GHz Intel Pentium 4 PC machine with 1.0GB memory, running on Microsoft Windows XP Professional. The Dataset, i.e., the web usage logs collected from “North Latitude One BBS”, is used for evaluating the proposed periodic web personalization approach. The top 4 users with most user access sessions are selected as test users. We use user access sessions of the 4 users from 01-May-2005 to 20-May-2005 as the training dataset to construct the Personal Web Usage Lattices for the test users, and use user access sessions of the 4 users from 21-May-2005 to 31-May-2005 as the testing dataset to evaluate the performance of the proposed periodic web personalization approach. The session information of the training and testing datasets of the test users are listed in Table 6.1.

We have conducted two experiments to evaluate the performance of the proposed approach. In both experiments, we construct the Personal Web Usage Lattices for the four test users. As a result, the number of generated web access activities of users u13, u36, u48 and u82 are 912, 1196, 258 and 1005 respectively. We then perform the two experiments based on the Personal Web Usage Lattices.

In the first experiment, we generate personalized resources for a set of predefined period
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Table 6.1: Experimental datasets.

<table>
<thead>
<tr>
<th>UserID</th>
<th>Training Dataset (Number of Sessions)</th>
<th>Testing Dataset (Number of Sessions)</th>
</tr>
</thead>
<tbody>
<tr>
<td>u13</td>
<td>94</td>
<td>38</td>
</tr>
<tr>
<td>u36</td>
<td>112</td>
<td>47</td>
</tr>
<tr>
<td>u48</td>
<td>94</td>
<td>37</td>
</tr>
<tr>
<td>u82</td>
<td>144</td>
<td>49</td>
</tr>
</tbody>
</table>

conditions and measure the performance based on the applicability and satisfaction measures with respect to the different durations of period conditions (from 0.5 to 4 hours) and the different numbers of personalized resources (from 1 to 6). Suppose that \( [t_s, t_e] = [0, 24] \) is the whole period for periodic web personalization and \( d \in (0, 24] \) is the duration of each period condition. Then, we have a total of \( n = \lfloor \frac{t_e - t_s - d}{d} \rfloor + 1 \) period conditions, where each period condition \( p_i = [(t_s + (i - 1) \times d), (t_s + i \times d)] \) for \( 1 \leq i \leq n \). For example, if \( d = 4 \), then we have 6 period conditions, which are \( p_1 = [0, 4] \), \( p_2 = [4, 8] \), \( p_3 = [8, 12] \), \( p_4 = [12, 16] \), \( p_5 = [16, 20] \) and \( p_6 = [20, 24] \). In this experiment, we set \( d \) to four different values, i.e., \( d = 0.5, 1.0, 2.0, \) and 4.0.

Figure 6.3 shows the applicability of the overall web personalization based on the different durations of period conditions (from 0.5 to 4.0 hours). The experimental results have shown that the proposed periodic web personalization approach has obtained an acceptable applicability for the predefined period conditions with appropriate durations. We have achieved at least 85.4% for the user u48 with \( d = 0.5 \) and an average of 92.3% for all the four test users with period conditions longer than or equal to 0.5 hours.

Figure 6.4 shows the satisfaction of the overall web personalization for the different durations of period conditions (from 0.5 to 4.0 hours) based on different numbers of personalized resources (from 1 to 6). As shown in Figure 6.4, when the number of personalized resources increases, the satisfaction also increases. But, the increase is not significant after the number of personalized resources is more than 4. Although the satisfaction can be further improved with more personalized resources (e.g., 6), too many personalized resources will affect the preparation process of useful resources for users. As such, we use 4 as the default number of personalized resources for providing the periodic-based web personalized service for users of this web forum site. With at most 4 personalized resources, we have achieved the lowest satisfaction of 77.9% for the user u82 with \( d = 1.0 \) and the average satisfaction of 88.9%
for all the four test users. The proposed approach has achieved very effective web personalization for the predefined period conditions. This makes it possible to perform more costly personalized resource preparation for personalized web services.

The second experiment evaluates the performance of the proposed periodic web personalization to that of the traditional non-periodic approaches for real-time web personalization, although real-time web personalized services are not the main purpose of the proposed approach. In this experiment, we compare the performance of the proposed periodic approach with the non-periodic approach proposed in [MDLN01], which is based on association rules discovered from web usage logs. We assume that real-time periodic and non-periodic web personalization approaches are performed. For the proposed periodic web personalization approach, the time of each request in the testing dataset is regarded as the period condition and used for generating periodic personalized resources, while the non-periodic approach uses the requested resource of each request in the testing dataset as the prior knowledge to generate non-periodic personalized resources by matching the requested resource against the discovered association rules.

The experimental results are given in Figure 6.5 and Figure 6.6. Figure 6.5 shows the comparison of the applicability between the proposed periodic approach and the non-periodic approach for the four test users. The experimental results have shown that the applicabilities of all users for both periodic and non-periodic approaches have achieved 100%, except for the user u48 with applicability = 88.2% using the periodic approach.
Figure 6.4: Satisfaction of the overall web personalization for predefined period conditions based on the number of personalized resources.

Figure 6.6 shows the comparison of the satisfaction between the proposed periodic approach and the non-periodic approach based on the different numbers of personalized resources for the four test users. As shown in Figure 6.6, the satisfaction of the proposed periodic approach is comparable with the association rule based non-periodic approach for all the four test users. As a result, we have achieved an average satisfaction of 86.5% when using 4 personalized resources for real-time periodic web personalization, and 88.3% for the real-time association rule based non-periodic approach.

The results of the above two experiments have shown that the proposed periodic approach has achieved very effective web personalization for resource preparation purpose based on both predefined and real-time period conditions.
6.4 Summary

In this chapter, we have proposed a novel web usage mining approach for supporting an effective periodic web personalization using periodic web access patterns of individual users. Different from non-periodic approaches, the proposed approach can efficiently determine which resources a user is most probably interested in during a given period based on the Personal Web Usage Lattice without the use of the user’s current access information. This makes it possible to perform more costly personalized resource preparation in advance rather than in real-time. In addition, some unusual requests that have no relation with the user’s intended access may affect the effectiveness of non-periodic approaches, but not that of the proposed periodic approach.

The experimental results have shown that the proposed approach has achieved very effective web personalization evaluated by the applicability and satisfaction measures for the predefined period conditions. In addition, a comparable performance has been obtained in comparison with association rule based non-periodic approach.

Apart from supporting periodic web personalization, we have also used the proposed Personal Web Usage Lattice to build Web Usage Ontology to support Semantic Web personalization. This will be discussed in Chapter 7.
Figure 6.6: Performance comparison based on the satisfaction measure.
Chapter 7

Periodic-based Semantic Web Personalization

As mentioned in Chapter 5, the URLs recorded in traditional web usage logs contain little semantic information about the web contents accessed by users. This makes it difficult to be used for the understanding of users’ actual access behaviors, interests and intentions. The Semantic Web [BLHL01] provides a common framework that allows data to be shared and reused across application, enterprise and community boundaries. Ontology, which is an important component of the Semantic Web, supports the description of the semantics of web contents. Semantic web usage logs can be constructed from web usage logs in which each requested URL is annotated with semantic information from the ontology of the website.

In this chapter, we incorporate the proposed Personal Web Usage Lattice model and periodic web personalization approach into the Semantic Web environment for generating Web Usage Ontology of individual users and providing periodic-based personalized services to users on the Semantic Web.

The proposed approach is very different from other semantic web usage mining approaches [OBHG03, EVV03, MLME04, FMM03]. Unlike most current approaches that only mine semantic web usage logs for usage statistics, the proposed approach discovers periodic web access behavior of users directly from semantic web usage logs, and automatically generates web usage ontologies that are described in OWL (Web Ontology Language) [MH04] for the storing and sharing of the discovered web access activities on the Semantic Web. The Global Web Usage Ontology defines all possible activity classes of users of a semantic website, which are represented by a set of attribute properties, taxonomy properties and quality properties. An example of an activity class is given in Figure 7.5. And one Personal Web Usage Ontology...
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contains all actual activity instances of a user, which are derived from the user’s web access activities. In other words, the Personal Web Usage Ontology is the OWL representation of the user’s Personal Web Usage Lattice proposed in Chapter 5. An example of an activity instance is given in Figure 7.6. In addition, OWL-S (Web Ontology Language for Services) [MBH+04] is used to describe the periodic-based personalized service on the Semantic Web based on the proposed periodic web personalization approach. Given a user ID, start and end time of a period condition, an ordered set of personalized resources can be computed from the sharable Personal Web Usage Ontology of the user effectively and efficiently through the proposed Personalized Resources Generation Service. Such knowledge is very useful for supporting periodic web personalization on the Semantic Web.

The rest of this chapter is organized as follows. In Sections 7.1, 7.2, 7.3 and 7.4, we review the Semantic Web technology, semantic web usage mining techniques, ontology generation and semantic web services, respectively. Section 7.5 presents the overview of the proposed system. Section 7.6 proposed the approach for automatic generation of Personal Web Usage Ontology. Section 7.7 presents the implementation of the personalized resource generation service. Section 7.8 discusses the service specification for supporting periodic-based personalized service on the Semantic Web. Section 7.9 presents the prototype system. Finally, a summary of this chapter is given in Section 7.10.

7.1 The Semantic Web

The Semantic Web has been proposed as an extension of the current Web. The key idea is the use of machine-processable web information. Berners-Lee et al. [BLHL01] suggested a layered structure for the Semantic Web, which presents the development of the Semantic Web in steps, with each step building a layer on top of another. This structure follows the understanding that each step alone will provide added value, so that the Semantic Web can be realized in an incremental manner. The structure of the Semantic Web consists of the following layers:

- **Unicode/URI.** The Semantic Web uses Unicode to encode the content. Uniform Resource Identifier (URI) is a fundamental component of the current Web and is also a foundation of the Semantic Web. URI provides the ability for uniquely identifying resources as well as relationships among resources.

- **XML/Name Spaces/XML Schema.** The Extensible Markup Language (XML) is also a
Fundamental component for supporting the Semantic Web. XML provides an interoperable syntactical foundation upon which the more important issue on the presentation of relationships and meanings can be built.

- **RDF/RDF Schema.** The Resource Description Framework (RDF) [KC04] family of standards leverages URI and XML to provide a stepwise set of functionality to represent the relationships and meanings.

- **Ontology Vocabulary.** An ontology [BLHL01] is a specification of a conceptualization, which is an abstract, simplified view of the world that we wish to represent for some purposes. For the Semantic Web, an ontology is a conceptualization of a domain into a human understandable, but machine readable format consisting of entities, attributes, relationships, and axioms.

- **Logic.** The logic layer is used to enhance the ontology language further and allow the specification of application-specific declarative knowledge.

- **Proof.** The proof layer involves the actual deductive process as well as the representation of proofs in markup languages from lower layers and proof validation.

- **Trust.** The trust layer is achieved by making use of digital signatures and other kinds of knowledge based on the recommendations by trusted agents, rating and certification agencies, and consumer bodies.

Despite the advantages that the Semantic Web promises, several issues have to be resolved in order to realize the full benefits of the Semantic Web. Some of the issues that are related to this research are listed below:

- **There is currently little Semantic Web content available.** Existing web content should be transferred into Semantic Web content including static HTML pages, dynamic content, multimedia, web usage data and web services.

- **Ontologies will become a key knowledge, as they allow explicating the semantics of Semantic Web content.** The commonly used ontologies for the Semantic Web must be created on the provision of adequate infrastructure for ontology development, change management and mapping.

- **Significant effort must be made to organize Semantic Web content, store it and provide the necessary mechanisms to find it.** All these tasks must be performed and coordinated in a scalable manner, as these solutions should be prepared for the huge growth of the Semantic Web.

In this chapter, we address these issues in order to support Semantic Web personalization.
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7.2 Web Usage Mining for the Semantic Web

The effort behind the Semantic Web is to allow the addition of semantic annotations to web documents to enable the access and sharing of semantic knowledge. As traditional web usage logs only record requested URLs, but not the meaningful contents requested by users, it is difficult to use such logs for understanding users’ actual web access behaviors and interests by both human and machine. Semantic web usage mining [SBH02] focuses on mining web usage logs for and on the Semantic Web.

In [DM02], Dai et al. proposed a general framework to automatically discover the domain-level aggregate profile using web usage mining techniques with domain ontology. In this approach, a website is regarded as a collocation of instances belonging to certain classes of the underlying domain ontology. Given the session-based traditional web usage data, clusters of similar user sessions are obtained based on web pages commonly accessed within those sessions using a clustering technique. Each cluster, also known as a usage profile, is transformed into a set of weighted instances, which are accessed together frequently by a group of users, according to the underlying domain ontology. The domain-level aggregate profile is then created by using the usage profiles to characterize the common interests of the users at the domain level. The aggregate profile is used for web personalization. However, the proposed framework can only characterize usage profiles for a group of users, but not on individual users. This approach of using semantics to enhance web usage mining techniques for mining traditional web usage logs has the drawback on which the mapping from the requested URLs into the ontological entities is not always reliable. As the mapping is addressed only during the log analysis process, rather than the log recording process, it is difficult to ensure the accuracy of the mappings from the requested URLs to the ontological entities. This is especially true for websites with many dynamic web pages or websites that are updated frequently. To tackle this, we can enable the web server to record the corresponding ontological entities directly into the log entries during the log recording process.

Oberle et al. [OBHG03] proposed a framework for semantic enrichment of web usage logs. The main idea is to map each requested URL into one or more concepts from the ontology of the underlying website. The users’ actions are described at different levels of abstractions using the taxonomy of the ontology. The proposed framework applies clustering to cluster groups of sessions with specific user interests from the semantic-enhanced web usage logs. It also applies association rule mining to the semantic-enhanced web usage logs for discovering meaningful association rules. The discovered knowledge can be used to improve
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the navigational structure of the website. In addition, the proposed semantic logs can also be applied to provide services of recommendation and personalization on the Semantic Web.

In [EVV03], Eirinaki et al. proposed the concept-logs (C-logs), which are an extended form of the web server logs by enriching each record with keywords from a taxonomy representing the semantics of the requested URLs. The C-logs are used for enhancing the web personalization process by providing a broader and more semantically focused set of recommendations. The C-logs were also analyzed in [MLME04] with MINE RULE (a query language for association rule mining) for discovering various access patterns. The discovered information includes simple statistical information on users who have visited the same web pages, most frequent crawling paths, high traffic users and anomalies. However, this approach requires users to provide queries using MINE RULE for finding the access patterns.

Fraternali et al. [FMM03] proposed another form of usage logs called conceptual logs which are standard web usage logs enriched with semantic elements. The conceptual logs are created by combining the server log data with the conceptual schema of the web application. XML is used as the format for representing the conceptual logs. The conceptual logs are used for quality analysis and usage evaluation of websites. The useful reports about the data access, hypertext access and navigation paths can be extracted from the conceptual logs. These reports highlight the disadvantages of the web design and can be used as suggestions for improving the design of the website.

Most of the recent approaches focus only on discovering simple usage statistics and common access patterns of user groups. Further, as the discovered knowledge is not presented in the form of ontology, it cannot be shared by other services on the Semantic Web. In this research, we aim to build Web Usage Ontology from the semantic web usage data to support personalized services on the Semantic Web.

7.3 Ontology Generation

The success of the Semantic Web greatly depends on the ontologies that structure web data for comprehensive and transportable machine understanding. Thus, ontology generation is one of the most important tasks for the realization of the Semantic Web.

Typically, an ontology consists of a finite list of terms and the relationships between these terms. The terms denote important concepts (classes of objects) of the domain, while the relationships include hierarchies of classes. An ontology may also include other information, such as properties, value restrictions, disjointness statements and specifications of
logical relationships between objects. Ontology languages are semantic markup languages for defining ontologies. In this research, we use OWL (Web Ontology Language) [MH04], which was proposed as W3C Recommendation. OWL facilities greater machine interpretability of web content that are supported by XML, RDF and RDF Schema by providing additional vocabularies along with a formal semantics.

Ontologies can be constructed manually using an ontology editor, such as Protégé [NM01] and OntoEdit [SEA02]. However, manual ontology construction is a very expensive and cumbersome task, even for experts. The integration of knowledge acquisition with machine learning techniques makes it possible for generating ontology automatically or semi-automatically. Currently, many novel approaches have been investigated for generating ontology [MS01]. These include Natural Language Processing (NLP) techniques [TBGR00], association rule mining [MS00a], hierarchical clustering [CCH01] and Formal Concept Analysis (FCA) [CST03, QHFC04]. However, these works have focused mainly on constructing concept hierarchies from text documents. In particular, FCA is one of the most effective techniques for automatic ontology generation from text documents. The lattice-based concept hierarchy generated in FCA is more informative than those generated in other techniques.

To the best of our knowledge, no approaches have been proposed for automatic generation of ontology from web usage logs.

7.4 Web Services and Semantic Web Services

The Web has become a communication medium for various network applications. A web service [BHM+04] is a software system designed to support interoperable machine-to-machine interaction over a network. Web services provide a standard means of interoperability between different software applications running on a variety of platforms and/or frameworks.
The architecture of Web Services is shown in Figure 7.1, which describes three roles: Service Provider, Service Requester and Service Broker, with three basic operations: Publish, Find and Bind. Service Provider publishes the service to a Service Broker; Service Requester finds the required service through a Service Broker and binds to the service with the corresponding Service Provider.

To publish a web service, a Service Provider must create and deploy its own services in a service description language (such as the Web Services Description Language (WSDL) [CCMW01]), and register it into a service registry (such as a Universal Description Discovery and Integration (UDDI) [OAS04] Business Registry) of a Service Broker. The Service Broker indexes all registered services and provides the brokering services. A Service Requester uses the brokering services to discover its required services through the Service Broker, and then, invokes the remote services from the corresponding Service Provider by a communication protocol (such as the Simple Object Access Protocol (SOAP) [Mit03]).

At present, the use of web services requires human involvement. The Semantic Web services aim to make it automatic for the discovery, invocation, composition and monitoring of web services by providing machine-interpretable descriptions of services.

To make use of a web service on the Semantic Web, a software agent needs a computer-interpretable description of the service and the means to access it. OWL-S (OWL Web Ontology Language for Services) provides the capability to form the required ontology for web services. OWL-S uses OWL to define a set of classes and properties specific to the description of services. Building upon the SOAP and WSDL technologies, the OWL-S ontology-based web services can be dynamically invoked by other services on the Web.

In OWL-S, the ontology of services provides three essential types of knowledge about a service: Service Profile, Service Model and Service Grounding.

- **Service Profile.** It provides a general description about a web service that is shared to facilitate service discovery. An agent can use it to determine whether the service meets its needs, and whether it satisfies the constraints such as security, locality and quality requirements. A Service Profile can include both functional properties (inputs, outputs, preconditions, and results) and nonfunctional properties (service name, text description, contact information, service category, and additional service parameters).

- **Service Model.** It enables an agent to perform an in-depth analysis on whether the service meets its needs. The Service Model is based on the concept of process, which describes a service in details in terms of inputs, outputs, preconditions, results and its composition of component sub-processes.
7.5 System Overview

Figure 7.2 shows the proposed system for providing periodic-based personalized services on the Semantic Web. The Web Server of a website records and stores all requests from users into the Semantic Web Usage Logs. In the proposed system, the personalized service provided by Service Provider can be invoked by Service Requester as follows:

- **Service Provider.** Automatic Web Usage Ontology Generation process generates and maintains the Personal Web Usage Ontologies of all registered users based on the Semantic Web Usage Logs, which are represented in OWL [MH04]. As such, the knowledge on the periodic access behavior of each user is shareable over the Semantic Web. To provide the personalized service, Personalized Resources Generation Service process generates a list of ranked personalized resources that the specific user is most likely interested in during a given period based on the corresponding service request and
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7.6 Automatic Web Usage Ontology Generation

In this section, we propose an approach for automatic generation of Personal Web Usage Ontologies of individual users from semantic web usage logs. Figure 7.3 shows the proposed approach, which consists of the following major processes: Global Web Usage Lattice Construction, Personal Web Usage Lattice Construction and Web Usage Ontology Generation.

7.6.1 Global Web Usage Lattice Construction

The Global Web Usage Lattice Construction process consists of the following two steps:
Table 7.1: An example of a semantic web usage log.

<table>
<thead>
<tr>
<th>UserID</th>
<th>Timestamp</th>
<th>URL</th>
<th>FeatureVector</th>
</tr>
</thead>
<tbody>
<tr>
<td>User1</td>
<td>21/May/2005 08:20:01</td>
<td>URL1</td>
<td>#Concept1, #Concept2, #Concept3, ...</td>
</tr>
<tr>
<td>User1</td>
<td>21/May/2005 08:22:32</td>
<td>URL2</td>
<td>#Concept7, #Concept3, #Concept5, ...</td>
</tr>
<tr>
<td>User2</td>
<td>21/May/2005 08:22:50</td>
<td>URL7</td>
<td>#Concept1, #Concept3, #Concept8, ...</td>
</tr>
<tr>
<td>User1</td>
<td>21/May/2005 08:27:30</td>
<td>URL3</td>
<td>#Concept3, #Concept1, ...</td>
</tr>
<tr>
<td>User1</td>
<td>21/May/2005 09:10:02</td>
<td>URL5</td>
<td>#Concept7, #Concept8, #Concept3, ...</td>
</tr>
<tr>
<td>User2</td>
<td>21/May/2005 09:24:34</td>
<td>URL4</td>
<td>#Concept3, #Concept7, ...</td>
</tr>
</tbody>
</table>

- **Identifying Attributes.** This step identifies a set of periodic attributes (i.e., temporal concepts such as morning and evening) and a set of resource attributes (i.e., useful concepts on domain ontology) to represent periodic-based web access activities according to the original semantic web usage logs and the mining purposes.

- **Constructing Global Web Usage Lattice.** From the predefined periodic and resource attributes, this step constructs the Global Web Usage Lattice to represent all periodic-based global web access activities and the hierarchical relationships between these activities.

**Identifying Attributes**

In the Semantic Web environment, web usage logs can be semantically enriched by associating each requested URL with one or more ontological entities such as concepts, attributes and relations to better describe the patterns of web navigation. Currently, there is no standard format for semantic web usage logs. Oberle et al. [OBHG03] proposed a framework for semantic enrichment of web usage logs. An example of a semantic web usage log is given in Table 7.1. As shown in Table 7.1, the semantic web usage log contains attributes on user identification (UserID), timestamp, requested URLs and feature vectors (FeatureVector). The user ID can be stored for non-anonymous user access sessions. The feature vectors indicate the ontological features that are presented in the web page of the corresponding URL. The format of such semantic web usage logs is similar to that of web usage logs used in Chapter 5, which was given in Table 5.2.

Note that the feature vector of each entry in semantic web usage logs may sometimes contain redundant information. For example, the feature vector of a URL may have feature concepts on “#DataMining” and “#AssociationRuleMining”, in which the latter is a sub-concept of the former. Since the subclass represents more specific concepts and inherits all
properties of its superclass, we may consider only the subclass features in the feature vectors.

As mentioned in Chapter 5, it is appropriate to use a set of periodic and resource attributes to represent personal web access activities. In this research, we have defined eight real-life temporal concepts, namely Early Morning, Morning, Noon, Early Afternoon, Late Afternoon, Evening, Night and Late Night as periodic attributes for web access activities. All ontological features contained in semantic web usage logs can be regarded as resource attributes for describing web access activities. However, not all features are necessary for some mining purposes. To cater for certain mining purposes, we can select only those important features as the resource attributes. The selection of the appropriate domain-specific ontological features depends on the specific applications. For example, the ontological features of product catalogs can be used for an e-commerce’s website, whereas the ontological features of animals can be used for a zoo’s website.

Constructing Global Web Usage Lattice

We represent a web access activity using a set of selected periodic attributes $M_p$ and resource attributes $M_r$.

**Definition 7.1.** Let $|M_p| = a$ and $|M_r| = b$ be the total numbers of selected periodic attributes and resource attributes respectively. A set $B_k \subseteq M_p \cup M_r$ with $i$ periodic attributes ($1 \leq i \leq a$) and $j$ resource attributes ($1 \leq j \leq b$) is defined as a global web access activity of all users. In addition, $B_0 = \emptyset$ is defined as a virtual global web access activity.

$W_G = \{B_k\}$ denote the set of all global web access activities. $|W_G|$ is the total number of global web access activities. As such, there should be a total of $\binom{a}{i} \times \binom{b}{j}$ global web access activities with $i$ periodic attributes and $j$ resource attributes, where $\binom{a}{i}$ and $\binom{b}{j}$ denote the number of combinations. Therefore, $|W_G| = \sum_{i=1}^{a} \sum_{j=1}^{b} \binom{a}{i} \times \binom{b}{j} + 1$.

**Definition 7.2.** For two global web access activities $B_i, B_j \in W_G$ ($i \neq j$), $B_i$ is a sub-activity of $B_j$, denoted as $B_i <_{W_G} B_j$, if and only if $B_j \subseteq B_i$, since $B_i$ can represent more specific periodic-based web access patterns than $B_j$. Equivalently, $B_j$ is a super-activity of $B_i$, $B_i <_{W_G} B_j$ is a partial order on $W_G$, called global activity relationship. In particular, if $B_i <_{W_G} B_j$ and there is no $B_k \in W_G$ ($B_k \neq B_i$ and $B_k \neq B_j$) such that $B_i <_{W_G} B_k <_{W_G} B_j$, then $B_i$ is a direct sub-activity of $B_j$, and $B_j$ is a direct super-activity of $B_i$. We denote this as $B_i <_{W_G} B_j$. $<_{W_G}$ is called a direct activity relationship.

Obviously, the virtual global web access activity $B_0 = \emptyset$ is the super-activity of all other global web access activities.
For each global web access activity with \( i \) periodic attributes (1 \( \leq \) \( i \) \( \leq \) \( a \)) and \( j \) resource attributes (1 \( \leq \) \( j \) \( \leq \) \( b \)), it has \((a - i) + (b - j)\) direct sub-activities. And the virtual activity \( w_0 \) has \( a \times b \) direct sub-activities. Then, a total of \(a \times b + \sum_{i=1}^{a} \sum_{j=1}^{b} \{(\binom{a}{i} \times \binom{b}{j}) \times [(a - i) + (b - j)]\}\) direct sub-activity relationships \( \prec_{W_G} \) exist among all global web access activities. Using all direct sub-activity relationships, we can construct an entire lattice, called **Global Web Usage Lattice**, of all global web access activities of users.

**Definition 7.3.** A **Global Web Usage Lattice** based on the sets of periodic attributes \((M_p)\) and resource attributes \((M_r)\) is \(L_G = (W_G, \prec_{W_G})\), where \(W_G\) is the set of all global web access activities, and \( \prec_{W_G} \) is a partial order on \(W_G\) to represent the hierarchical relationships of all global web access activities.

Figure 7.4 shows an example that contains three periodic attributes “P1 (Late Afternoon)”, “P2 (Evening)” and “P3 (Night)”, and three resource attributes “R1 (Sports concept)”, “R2 (Games concept)” and “R3 (Chat concept)”. There are a total of 50 nodes representing global web access activities with a total of 135 edges representing direct sub-activity relationships.

### 7.6.2 Personal Web Usage Lattice Construction

The Global Web Usage Lattice constructed is huge since it contains a large number of global web access activities to cover all possible user web access activities. In general, the number of web access activities of an individual user is much smaller than the number of global web access activities. In this step, we attempt to identify a user’s web access activities and construct a Personal Web Usage Lattice from the access sessions of the user, which is...
just a small sub-lattice with fuzzy logic representation of the Global Web Usage Lattice. The detailed steps for constructing the Personal Web Usage Lattice have been discussed in Chapter 5.

7.6.3 Web Usage Ontology Generation

In this process, we build the Web Usage Ontology for storing and sharing individual users’ periodic-based web access activities for the Semantic Web. The generated Web Usage Ontology is represented using OWL (Web Ontology Language) [MH04]. The Web Usage Ontology Generation process consists of the following two steps:

- **Generating Global Web Usage Ontology.** This step generates the Global Web Usage Ontology from the Global Web Usage Lattice by mapping global web access activities and their hierarchical relationships into activity classes and their properties.

- **Generating Personal Web Usage Ontology.** This step generates the Personal Web Usage Ontology for a user from the Personal Web Usage Lattice and the Global Web Usage ontology. The Personal Web Usage Lattice, which represents the personal web access activity hierarchy, is a sub-lattice of the Global Web Usage Lattice. The Personal Web Usage Ontology is generated by mapping the personal web access activities in the Personal Web Usage Lattice into activity instances of the corresponding activity classes in the Global Web Usage Ontology.

**Generating Global Web Usage Ontology**

In the Semantic Web, ontology provides a common and shared knowledge of certain domains. Typically, ontology consists of a taxonomy with a set of inference rules. And the taxonomy can be expressed as a set of domain concepts (i.e., classes of objects) and the relationships among them (i.e., class hierarchy). Based on the formal definition of ontology [BEH+02], we define the Global Web Usage Ontology as follows.

**Definition 7.4.** A Global Web Usage Ontology is $O_G = (C, \prec_C, Q)$, where

- $C$ is a set of activity classes (or concepts).
- $\prec_C$ is a partial order on $C$, called activity class hierarchy or taxonomy. If $c_i \prec_C c_j$, for $c_i, c_j \in C$ ($i \neq j$), then $c_i$ is a sub-activity class of $c_j$, and $c_j$ is a super-activity class of $c_i$. If there is no $c_k \in C$ ($k \neq i$ and $k \neq j$) with $c_i \prec_C c_k \prec_C c_j$, then $c_i$ is a direct sub-activity class of $c_j$, and $c_j$ is a direct super-activity class of $c_i$. This is denoted as $c_i \prec_C c_j$. 
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- $Q$ is a set of properties (or relations) which consists of attribute properties $Q_A = \{q_i\}$ to represent periodic and resource attributes of activity classes, one taxonomy property $q_T$ to represent the direct sub-activity relationship between two activity instances, and two quality properties, $q_{sup}$ and $q_{conf}$, to represent the values of support and confidence of each activity instance.

Global Web Usage Ontology can be generated through class and hierarchy mapping, and property mapping. Class and hierarchy mapping initializes a set of activity classes $C$ and builds the activity class hierarchy $\succ_C$ according to the Global Web Usage Lattice. Property mapping generates a set of properties $Q$, and assigns them to the corresponding activity classes by setting the domains of the properties.

The class and hierarchy mapping is performed in the following two steps:

- **Class mapping.** All global web access activities $B_i \in W_G (0 \leq i \leq |W_G|)$ in the Global Web Usage Lattice are mapped into activity classes $c_i \in C$ in the Global Web Usage Ontology. The name (class ID) of each activity class $c_i \in C (i > 0)$ is given based on the attributes involved in its corresponding global web access activity with “Activity.” as the prefix. For example, the activity class based on the global web access activity $\{P2, R3\}$ in Figure 7.4 is named as “Activity_Evening_Chat”. For the activity class $c_0$ based on the virtual activity $B_0 \in W_G$, we name it as “WebAccessActivity”.

- **Hierarchy mapping.** The activity hierarchy $\prec_{W_G}$ in the Global Web Usage Lattice is mapped into the activity class hierarchy $\prec_C$ in the Global Web Usage Ontology. If $B_i \prec_{W_G} B_j$, for $B_i, B_j \in W_G (i \neq j)$, then there exists $c_i \prec_C c_j$, for $c_i, c_j \in C (i \neq j)$. As such, the activity class $c_0$ is the root class in the activity class hierarchy. All other activity classes are its (direct or indirect) sub-activity classes and inherit its properties.

The activity class based on the global web access activity $\{P2, R3\}$ in Figure 7.4, is defined as

```
<owl:Class rdf:ID="Activity_Evening_Chat">
  <rdfs:subClassOf rdf:resource="#WebAccessActivity"/>
</owl:Class>
```

whereas the activity class based on the global web access activity $\{P2, R1, R3\}$ is defined as

```
<owl:Class rdf:ID="Activity_Evening_Sports_Chat">
  <rdfs:subClassOf rdf:resource="#Activity_Evening_Sports"/>
</owl:Class>
```
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Note that only direct super-activity classes are declared in the “partial” part in the definition of each activity class, as all indirect super-activity class relationships can be derived from direct super-activity class relationships. For example, the activity class “WebAccessActivity” is not included in the “partial” part of the activity class “Activity_Evening_Sports_Chat”.

The property mapping comprises attribute property mapping, taxonomy property mapping, and quality property mapping:

- **Attribute Property Mapping.** All periodic and resource attributes $m_i \in M_p \cup M_r (0 < i \leq |M_p \cup M_r|)$ are mapped into attribute properties $q_i(X_i, [0, 1]) \in Q_A$, where $X_i = \{c_k | c_k \in C, \text{ and } m_i \in B_k, B_k \in W_G \text{ is the corresponding global web access activity of } c_k\}$. $X_i$ is the domain of $q_i$, which is defined as the set of activity classes whose corresponding global web access activities involve the attributes $m_i$. $[0, 1]$ indicates the range of $q_i$, which is a fuzzy membership value in $[0, 1]$. The name of each attribute property is given according to its corresponding attribute with “during” as the prefix of periodic attributes or “access” as the prefix of resource attributes. For example, the property based on the periodic attribute $P2$ is named as “duringEvening”, and the property based on the resource attribute $R3$ is named as “accessChat”. The attribute property “duringEvening” is defined as

```xml
<owl:DatatypeProperty rdf:ID="duringEvening">
  <rdfs:domain>
    <owl:Class>
      <owl:unionOf rdf:parseType="Collection">
        <owl:Class rdf:about="#Activity_Evening_Sports"/>
        <owl:Class rdf:about="#Activity_Evening_Games"/>
        <owl:Class rdf:about="#Activity_Evening_Chat"/>
      </owl:unionOf>
    </owl:Class>
  </rdfs:domain>
  <rdfs:range rdf:resource="&xsd;float"/>
</owl:DatatypeProperty>
```

whereas the attribute property “accessChat” is defined as

```xml
<owl:DatatypeProperty rdf:ID="accessChat">
  <rdfs:domain>
    <owl:Class>
      <!-- content -->
    </owl:Class>
  </rdfs:domain>
</owl:DatatypeProperty>
```
Note that only activity classes $c_k \in X_i$ with no other super-activity class $c_j \in X_i$ are declared in the “domain” part in the definition of each attribute property, as all sub-activity classes of $c_k$ can inherit the corresponding attribute property. For example, as the activity class “Activity_Evening_Sports_Chat” is the subclass of “Activity_Evening_Sports” and “Activity_Evening_Chat”, it is not included in the “domain” part of the attribute property “duringEvening”.

- **Taxonomy Property Mapping.** One taxonomy property $q_{T} = \text{hasDirectSubActivity}(C, C)$ is created to represent the direct sub-activity relationship between two activity instances. The domain and range of $q_{T}$ are defined as $C$, i.e., the set of all activity classes. The taxonomy property hasDirectSubActivity$(C, C)$ is defined as

```xml
<owl:ObjectProperty rdf:ID="hasDirectSubActivity">
    <rdfs:domain rdf:resource="#WebAccessActivity"/>
    <rdfs:range rdf:resource="#WebAccessActivity"/>
</owl:ObjectProperty>
```

Note that only the activity class “WebAccessActivity” is set with domain and range, as all other activity classes are its direct or indirect sub-activity classes that can inherit the hasDirectSubActivity$(C, C)$ property.

- **Quality Property Mapping.** Two quality properties $q_{sup} = \text{hasSupport}(C, [0, 1])$ and $q_{conf} = \text{hasConfidence}(C, [0, 1])$ are created to represent values of support and confidence of activity instances. The quality property “hasSupport” is defined as

```xml
<owl:ObjectProperty rdf:ID="hasSupport">
    <rdfs:domain rdf:resource="#WebAccessActivity"/>
    <rdfs:range rdf:resource="&xsd;float"/>
</owl:ObjectProperty>
```

whereas the quality property “hasConfidence” is defined as
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A Part of the Global Web Usage Lattice

Figure 7.5: Representing an activity class in OWL.

The Global Web Usage Ontology $O_G = (C, \prec C, Q)$ can be generated after the automatic class and hierarchy mapping, and property mapping processes. Figure 7.5 shows the OWL representation of the activity class “Activity_Evening_Chat” in the Global Web Usage Ontology which is mapped from the global web access activity \{P2, R3\} in the Global Web Usage Lattice. For the example Global Web Usage Lattice given in Figure 7.4, a Global Web Usage Ontology can be generated automatically with a total of 50 activity classes.

OWL allows extension of imported definitions without the need of modifying the original ontology and also supports incremental construction of ontology, which makes it easy for incremental update of the activity class hierarchy. When new periodic attributes or resource attributes are introduced, we just need to create new activity classes with new attributes and insert new subclass relationships between the new and existing activity classes to extend the activity class hierarchy.
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Generating Personal Web Usage Ontology

We define Personal Web Usage Ontology as follows.

**Definition 7.5.** A Personal Web Usage Ontology of a user is $O_P = (O_G, I_P, < I_P)$, where

- $O_G = (C, <_C, Q)$ is the Global Web Usage Ontology.
- $I_P$ is a set of activity instances of the corresponding activity classes in $C$.
- $<_{I_P}$ is a partial order on $I_P$, called activity instance hierarchy or taxonomy. If $i_i <_{I_P} i_j$, for $i_i, i_j \in I_P$ ($i_i \neq i_j$), then $i_i$ is a sub-activity instance of $i_j$, and $i_j$ is a super-activity instance of $i_i$. If there is no $i_k \in I_P$ ($k \neq i$ and $k \neq j$) with $i_i <_{I_P} i_k <_{I_P} i_j$, then $i_i$ is a direct sub-activity instance of $i_j$, and $i_j$ is a direct super-activity instance of $i_i$. This is denoted as $i_i <_{I_P} i_j$.

To generate Personal Web Usage Ontology, we combine the Personal Web Usage Lattice of a user with the Global Web Usage Ontology using *instance mapping*. Instance mapping generates a set of activity instances $I_P$ from the corresponding activity classes in the Global Web Usage Ontology, and an activity instance hierarchy $<_{I_P}$.

Instance mapping is carried out as follows. All personal web access activities $v(B_i) \in W_P$ ($0 \leq i \leq |W_P|$ and $B_i \in W_G$) in the Personal Web Usage Lattice are mapped into the activity instance $i_i$ of activity class $c_i \in C$ based on the global web access activity $B_i \in W_G$. The name (instance ID) of each activity instance is given based on its corresponding activity class with its user ID as the suffix. For example, the activity instance based on the personal web access activity \{P2:0.8, R3:0.9\} of a user called “User1” given in Figure 5.5 is named as “Activity_Evening_Chat_User1”. The activity instance $i_0$ based on the virtual activity $v(\emptyset) \in W_P$ is named as “WebAccessActivity_User1”. The fuzzy membership values of attributes of a personal web access activity are mapped into the values of attribute properties of its corresponding activity instance. The values of two quality properties $p_{sup}$ and $p_{conf}$ of each activity instance are set to the values of fuzzy support and confidence of the corresponding personal web access activity.

The activity hierarchy $<_W_P$ in the Personal Web Usage Lattice is mapped into activity instance hierarchy in the Personal Web Usage Ontology. If $v(B_i) <_{W_P} v(B_j)$, for $v(B_i), v(B_j) \in W_P$ ($i \neq j$), then there exist $i_i <_{I_P} i_j$, for $i_i, i_j \in I_P$ ($i \neq j$). As such, activity instance $i_0$ is the root instance in the activity instance hierarchy. All other activity instances are its (direct or indirect) sub-activity instances. If personal web access activities $v(B_i) <_{W_P} v(B_j)$, then a taxonomy property $\text{hasDirectSubActivity}(i_j, i_i)$ is set in the activity instance $v(B_j)$.
For example, the activity instance based on the personal web access activity \{P2:0.8, R3:0.9\} of User1 with $Sup = 0.21$ and $Conf = 0.62$ in Figure 5.5 is created as

```xml
<Activity_Evening_Chat rdf:ID="Activity_Evening_Chat_User1">  
   <hasDirectSubActivity rdf:resource="#Activity_Evening_Sports_Chat_User1"/>  
   <duringEvening rdf:datatype="&xsd;float">0.8</duringEvening>  
   <accessChat rdf:datatype="&xsd;float">0.9</accessChat>  
   <hasSupport rdf:datatype="&xsd;float">0.21</hasSupport>  
   <hasConfidence rdf:datatype="&xsd;float">0.62</hasConfidence>  
</Activity_Evening_Chat>
```

Figure 7.6 shows the OWL representation of the personal web access activity \{P2:0.8, R3:0.9\} of User1 with $Sup = 0.21$ and $Conf = 0.62$ in the activity instance “Activity_Evening_Chat_User1” of the Personal Web Usage Ontology. The OWL definition of the corresponding activity class “Activity_Evening_Chat” has been given in Figure 7.5.

In general, the number of activity instances in the Personal Web Usage Ontology of a user is much less than the number of activity classes in the Global Web Usage Ontology. For our example, there are only 9 activity instances for a total of 50 activity classes.

In practice, we do not need to generate the complete Global Web Usage Ontology in advance, but only define the activity class when we need to generate its corresponding activity instance. Therefore, the construction of the Global Web Usage Ontology could be done incrementally and incorporated into the process of constructing the Personal Web Usage Ontology instead of an individual process. In practical situations, the incrementally generated Global Web Usage Ontology should be much smaller than the complete one. As such, it will only have a minor effect on the performance of the proposed approach.
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Algorithm 7.1 PR_Gen_Service(uid, ts, te)

Input:
- uid - a user ID
- ts ∈ [0, 24] - a start time of a period condition
- te ∈ [0, 24] - an end time of a period condition

Output:
- PR_o - an ordered set of personalized resources

Process:
1: Initialize PR_o ← {∅}
2: Search for the target Personal Web Usage Ontology OP, whose UserID property is uid
3: if OP ≠ null then
4: if ts ≤ te then
5: \( p_c = [ts, te] \)
6: else
7: \( p_c = [0, te] \cup [ts, 24] \)
8: end if
9: \( \Rightarrow PR_o(p_c, OP) \leftarrow PR_Gen(p_c, OP) \)
10: \( PR_o \leftarrow PR_o(p_c, OP) \)
11: end if
12: return PR_o

7.7 Personalized Resources Generation Service

In this section, we attempt to incorporate the periodic web personalization approach proposed in Chapter 6 into the Personalized Resources Generation Service.

The Personalized Resources Generation Service can be implemented based on Algorithm 7.1. Since the Personal Web Usage Ontology has the same structure as the Personal Web Usage Lattice proposed in Chapter 5, the Algorithm \( PR_Gen(p_c, OP) \) can be obtained easily by modifying Algorithm 6.1 given in Chapter 6. The start and end times of the input period condition depend on the practical web services. The users can define them according to their real practical requirements. For example, a news website could set \( ts = 7.0 \) and \( te = 9.0 \) to provide personalized morning news to registered users between 7 a.m. and 9 a.m. For another example, a web forum could set users’ request time as \( ts \) and \( te \) to provide personalized topic or article list to users when they visit the website.

7.8 Service Specification Creation

In this section, we create the service specification of the proposed Personalized Resources Generation Service in OWL-S for publishing the periodic-based personalized service on the Semantic Web environment as a kind of Semantic Web services.
7.8.1 Creating the Service Model

To create the Service Model, we start with modeling the services as processes. We describe the main function for our periodic-based personalized service on the Semantic Web, called PersonalizedResourcesGeneration. It will be modeled as an atomic process, as we do not intend to further refine it. Then, we need to decide what are its inputs and outputs. Figure 7.7 shows the inputs and outputs for the atomic process “PersonalizedResourcesGeneration”. The name with a type (in brackets) is specified for each input and output.

The process “PersonalizedResourcesGeneration” is defined as follows:

```
<process:AtomicProcess rdf:ID="PersonalizedResourcesGeneration">
    <process:hasInput rdf:resource="UserID"/>
    <process:hasInput rdf:resource="PeriodStartTime"/>
    <process:hasInput rdf:resource="PeriodEndTime"/>
    <process:hasOutput rdf:resource="PersonalizedResources"/>
</process:AtomicProcess>

<process:Input rdf:ID="UserID">
    <process:parameterType rdf:resource="&xsd;#string"/>
</process:Input>

<process:Input rdf:ID="PeriodStartTime">
    <process:parameterType rdf:resource="&xsd;#time"/>
</process:Input>

<process:Input rdf:ID="PeriodEndTime">
    <process:parameterType rdf:resource="&xsd;#time"/>
</process:Input>

<process:Output rdf:ID="PersonalizedResources">
    <process:parameterType rdf:resource="#ListOfResources"/>
</process:Output>
```
The parameter type of the output “PersonalizedResources”, i.e., the OWL class “ListOfResources”, is defined as follows:

<owl:Class rdf:ID="ListOfResources"/>
<owl:Class rdf:ID="Resource"/>

<owl:ObjectProperty rdf:ID="hasResource">
   <rdfs:domain rdf:resource="#ListOfResources"/>
   <rdfs:range rdf:resource="#Resource"/>
</owl:ObjectProperty>

<owl:DatatypeProperty rdf:ID="hasPriority">
   <rdfs:domain rdf:resource="#Resource"/>
   <rdfs:range rdf:resource="&xsd;positiveInteger"/>
</owl:DatatypeProperty>

According to the above definitions, the instance of the class “ListOfResources” will consist of a list of instances of the class “Resource” through the data type property “hasResource”, and each instance of the class “Resource” has a positive integer as its priority. We use the position of each resource in the resource list as its priority, i.e., resource a has higher priority than resource b, if a occurs before b in the list of resources. For our example, we assume that three classes, i.e., “Sports”, “Games” and “Chat”, which are the subclasses of “Resource”, are defined as follows:

<owl:Class rdf:ID="Sports">
   <rdfs:subClassOf rdf:resource="#Resources"/>
</owl:Class>

<owl:Class rdf:ID="Games">
   <rdfs:subClassOf rdf:resource="#Resources"/>
</owl:Class>

<owl:Class rdf:ID="Chat">
   <rdfs:subClassOf rdf:resource="#Resources"/>
</owl:Class>

7.8.2 Creating the Service Grounding

The grounding of a service specifies the details of how to access the service, including protocol and message formats, serialization, transportation, and addressing. In OWL-S, both the Service Profile and the Service Model are regarded as abstract representations; only the Service
CHAPTER 7. PERIODIC-BASED SEMANTIC WEB PERSONALIZATION

Grounding deals with the concrete level of specification. A grounding can be regarded as a mapping from an abstract to a concrete specification of those service description elements that are required for interacting with the service, especially including the inputs and outputs of atomic processes. It is easy to ground an OWL-S atomic process using the extensible elements provided by WSDL (Web Services Description Language), which describes network services as a set of endpoints operating on messages containing either document-oriented or procedure-oriented information in XML format. An OWL-S atomic process with both inputs and outputs corresponds to a WSDL request-response operation. The service grounding of “PersonalizedResourcesGeneration” is defined below, where the WSDL input/output parameters of “#WSDL_uid”, “#WSDL_ts”, “#WSDL_te” and “#WSDL_PR” are defined in the corresponding WSDL document according to the parameters of \( uid \), \( ts \), \( te \) and \( PR_o \) in Algorithm 7.1, respectively.

```xml
<grounding:WsdlGrounding
  rdf:ID="PersonalizedResourcesGenerationService_Grounding">
  <service:supportedBy
    rdf:resource="#PersonalizedResourcesGeneration_Service"/>
  <grounding:hasAtomicProcessGrounding
    rdf:resource="#PersonalizedResourcesGeneration_Grounding"/>
</grounding:WsdlGrounding>

<grounding:WsdlAtomicProcessGrounding
  rdf:ID="PersonalizedResourcesGeneration_Grounding">
  <grounding:owlsProcess rdf:resource="#PersonalizedResourcesGeneration"/>
  <grounding:wsdlOperation>
    <grounding:WsdlOperationRef>
      <grounding:portType>
        <xsd:anyURI
          rdf:value="#PersonalizedResourcesGeneration_WSDL_PortType"/>
      </grounding:portType>
      <grounding:operation>
        <xsd:anyURI
          rdf:value="#PersonalizedResourcesGeneration_WSDL_Operation"/>
      </grounding:operation>
    </grounding:WsdlOperationRef>
  </grounding:wsdlOperation>
</grounding:WsdlAtomicProcessGrounding>
```

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library.
7.8.3 Creating the Service Profile

OWL-S has been designed to enable automatic web service discovery by providing descriptions of the properties and capabilities. These descriptors exist in a registry of services to provide better indexing and retrieval features by the agent for matchmaking of web services [BV03]. For our example, the instances of the classes “Service” and “Profile” are created as follows:

```
<profile:Profile rdf:ID="PersonalizedResourcesGeneration_Profile">
  <profile:serviceName rdf:datatype="&xsd;string">Personalized_Resources_Generation_Service</profile:serviceName>
  <profile:textDescription rdf:datatype="&xsd;string">An online service to provide a list of ordered personalized resources based on a UserID and a period condition.</profile:textDescription>
  <profile:hasParameter rdf:resource="#UserID"/>
  <profile:hasParameter rdf:resource="#PeriodStartTime"/>
  <profile:hasParameter rdf:resource="#PeriodEndTime"/>
</profile:Profile>
```
7.9 Prototype Service Requester System

We have developed a prototype Service Requester System aiming for demonstrating the applicability of the proposed Semantic Web service for personalized resources generation. Figure 7.8 shows the interface of the prototype Service Requester System. According to the user’s inputs, i.e., UserID, PeriodStartTime and PeriodEndTime, the web personalized service returns a ranked list of personalized resources with the information of the corresponding period-supported activities based on the Personal Web Usage Ontology of the specified user. This prototype Service Requester System has illustrated that the knowledge of personalized resources can be derived from the sharable Web Usage Ontology successfully through the proposed Semantic Web personalized service. Such knowledge is very useful for supporting periodic web personalization on the Semantic Web. According to the ranked list of personalized resources, the web service providers on the Semantic Web can deliver related information, such as news, books, advertisements, product catalog and other recommended content, to the user during the specific period.

7.10 Summary

In this chapter, we have proposed a semantic web usage mining approach for generating the Personal Web Usage Ontology automatically based on the Personal Web Usage Lattice model proposed in Chapter 5. The Global Web Usage Lattice is constructed for describing all
possible web access activities, and then, used to construct the Global Web Usage Ontology using OWL. Each personal web access activity in the Personal Web Usage Lattice is mapped into one instance of the corresponding activity class and its properties of the Global Web Usage Ontology. The generated Personal Web Usage Ontology has the same structure as the Personal Web Usage Lattice. In addition, we have also incorporated the periodic web personalization approach proposed in Chapter 6 into the Semantic Web environment using the technologies of Semantic Web services. The prototype Service Requester System has also been developed to show that the proposed periodic-based personalized web service can be invoked successfully by a Service Requester.

Figure 7.8: Prototype Service Requester System for personalized resources generation service.
Chapter 8

Conclusions

8.1 Summary

With the explosive growth of information available on the World Wide Web, it has become much more difficult to access relevant information from the Web. One possible solution to solve this problem is web personalization, which aims to customize the content and structure of a website to the needs of specific users taking advantage of the knowledge acquired from the analysis of the users’ access behaviors. To capture users’ web access behaviors, web usage mining, which discovers interesting and frequent users’ access patterns from web usage logs, is one of the most promising techniques.

To achieve effective web personalization on the Web and the Semantic Web, advanced techniques for pattern discovery from web usage logs, pattern matching and ontology generation have been investigated. The major objectives that have been achieved in this research are summarized as follows:

- An efficient sequential access pattern mining algorithm, called CSB-mine (Conditional Sequence Base mining algorithm), has been developed to discover sequential access patterns from web usage logs. The proposed CSB-mine algorithm is based directly on the conditional sequence bases of each frequent event, which eliminates the need for the construction of the initial WAP-tree and the re-construction of costly intermediate conditional WAP-trees as in the conventional WAP-mine algorithm. Experimental results have shown that the proposed CSB-mine algorithm has performed much more efficient than the WAP-mine algorithm, especially when the support threshold becomes smaller and the size of database gets larger.

- The Sequential Web Access based Recommender System (SWARS) has been developed
to achieve effective web recommendations. In the proposed SWARS, the CSB-mine algorithm is used to mine sequential access patterns. The mined patterns are stored in a compact tree structure, called Pattern-tree, which is then used for efficient user access pattern matching and generating web links for online recommendations. The experimental results have shown that the proposed web recommender system is very effective for recommending related web pages to a user that are most probably to be accessed next or in the near future by the user.

- A fuzzy Formal Concept Analysis (FCA) based web usage mining approach has been proposed for discovering a specific kind of periodic association access patterns of individual users from semantic enriched web usage logs. The proposed approach uses fuzzy set theory to represent both real-life temporal concepts and meaningful requested resources, and incorporates them into FCA for constructing a novel user behavior model, called Personal Web Usage Lattice, from which periodic association access patterns can be extracted.

- A Personal Web Usage Lattice based approach has been proposed for achieving effective periodic web personalization. Different from non-periodic approaches, the proposed periodic web personalization approach can determine effectively which resources a user is most probably interested in during a given period based on the user’s Personal Web Usage Lattice without the use of the user’s current access information. This makes it possible to perform more costly personalized resource preparation in advance rather than in real-time. The experimental results have shown that the proposed approach has achieved very effective web personalization evaluated by the applicability and satisfaction measures for predefined periods. In addition, a comparable performance has been obtained in comparison with an association rule based non-periodic approach for online resource preparation purposes.

- A semantic web personalization framework has been developed. In the proposed approach, Web Usage Ontologies are generated based on the Global and Personal Web Usage Lattices. The proposed periodic web personalization approach has also been extended for supporting periodic-based personalized services on the Semantic Web.
8.2 Future Work

In this research, we have proposed advanced web usage mining techniques for discovering web access behavior patterns of users from web usage logs. We have also applied the discovered access patterns to support personalized web services, such as web recommendations and periodic web personalization. Moreover, in order to extend the proposed techniques to the Semantic Web environment, we have also proposed ontology generation techniques for generating Web Usage Ontology automatically based on our proposed user behavior model and Semantic Web services for supporting periodic web personalization on the Semantic Web.

Apart from continuing further enhancement of the proposed research works, this research can also be further extended in the following directions: web user clustering, client-side web logs mining, FCA based web usage retrieval, extending the Semantic Web personalization approach and applying our techniques to other practical applications.

8.2.1 Further Enhancement of the Proposed Research Works

In this research, several novel approaches have been proposed to discover useful access patterns for supporting effective personalized web services. However, some specific issues still have to be resolved to further enhance the proposed approaches, which are listed as follows.

- **Dealing with noises in web usage data.** Web usage data often have irrelevant and noisy entries, such as requests of images, sessions of robots/crawlers, sessions from proxies, automatic requests of advertisement pages and so on. Therefore, before applying pattern discovery techniques, the original web usage logs usually need to be cleaned and reformatted. The main preprocessing tasks have been introduced in Section 2.2. In the proposed approaches, only simplified tasks are applied, because we use specific web usage data with little noises as our experimental datasets. For future work, we can enhance the preprocessing phase to handle noises in web usage data, which includes filtering out robot sessions and identifying more reasonable session boundaries.

- **Semantic annotation for web usage data.** In the periodic association access pattern mining approach proposed in Chapter 5, we assume that the annotation of web usage log with semantic information has been done by the designers or administrators of the websites manually or semi-automatically without going into details. Many approaches can be used for annotating web usage logs, such as automatic classification [LHF02]. In practice, semantic annotation of web usage logs is another research topic on its own [MLME04, FMM03, EVV03, OBHG03, DM02], which is a good topic for future work.
• **Investigating new measures for mining access patterns.** In this research, we only use the support and confidence thresholds to filter uninteresting access patterns, which are widely used in association rule mining approaches. Some of the interestingness measures available are interest [BMS97], conviction [BMUT97] and reliability [AEMT00]. These measures could be investigated for future extension.

• **Distributed and incremental approach.** Since the Web is a continuous and heterogeneous entity, an applicable web usage mining approach should be distributed and incremental. Web usage mining approaches need to be distributed, because web services are usually globally distributed and very diverse. Thus, the issue is how to integrate the various web usage data from different machines together. Web usage mining approaches need to be incremental, because we do not want to throw away all previous mining results when new data arrive. Thus, mining the web usage data incrementally becomes an important problem. For future work, we will consider the above issues for further extension of the proposed approaches.

### 8.2.2 Web User Clustering

In this research, we have proposed two web personalization approaches, which are based on a general user behavior model, i.e., Pattern-tree, and a personal user behavior model, i.e., Personal Web Usage Lattice, respectively. The general user behavior model treats all users as anonymous and stores access patterns that occur frequently in web usage logs of all users. Regardless of who visits the website, we assume that the user has similar frequent access behavior or main interests as that of all other users. The advantage is that we can provide personalized services for every user, even for new users without any access records before. However, such general user behavior model ignores the special access characteristics of individual users. Web services using such models may satisfy the needs of most users, but may not be able to cater for the needs of some users. The personal user behavior model only consists of access patterns of a particular user, which can be used for providing more effective personalized services. Nevertheless, generating and maintaining personal user behavior models for all identifiable users are very costly. Therefore, in order to keep a balance between the accuracy and the cost of personalized web services, we can build user group behavior models for groups of users instead of personal behavior models. Web user clustering aims to apply clustering techniques to discover groups of users with similar browsing preferences and habits from web usage logs. Then, all access records of users from the same
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user cluster can be used for generating user behavior model supporting personalized web services of these users. For future work, we can investigate clustering techniques for web user clustering based on web usage logs. The basic idea is given as follows.

The proposed CSB-mine algorithm is an efficient sequential access pattern mining algorithm. Each discovered sequential access pattern is supported by a set of access sessions in web usage logs. Assume that all users can be identified by their unique user IDs. For each sequential access pattern, we can find a group of users who have a certain proportion of access sessions supporting that pattern. Each group of users can be regarded as an initial user cluster, and the corresponding sequential access pattern can be used as the cluster label. The objective of this future work is to develop a clustering algorithm to combine initial user clusters with similar access characteristics into final user clusters. Since each user may have multiple behaviors and interests, we allow that each user can belong to several clusters, i.e., some clusters may have overlapping. In addition, cluster labels of initial clusters, i.e., discovered sequential access patterns, need to be combined to form several Pattern-trees as labels of final user clusters.

8.2.3 Client-side Access Logs Mining for User Access Behavior

Most of the proposed web usage mining research focus mainly on analyzing web server logs. In fact, client-side web access logs (or browser logs) can record more accurate and comprehensive web access information of users, which is very useful for user access behavior analysis, and user profiling and modeling. As such, one of the future directions is to mine client-side access logs.

Client-side usage data can be collected using a specialized monitoring agent (e.g., Letizia [Lie95] and Ergotracer [RPG02]) installed at the client machine or a modified web browser (e.g. Web Browser Extended [LLS03]) with the capability of tracing any web activities of users. In addition, the network sniffing technique [Her04] is another approach for recording client-side web usage data from a network of users. The client-side usage data may contain single-user access activities or a group of user activities.

In this research, we have developed a specialized client monitoring program, which was developed based on Browser Helper Object (BHO) installed at the client machine to record the surfing activities of users. The recorded data is then stored in client-side logs. Then, the proposed periodic association access pattern mining approach discussed in Chapter 5 is applied to the client-side logs to mine interesting and frequent web access behavior patterns.
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and visualize them on the screen [ZHF05]. The visualization of web access behavior is particularly useful for users such as parents, managers or employers who would like to understand the access behavior of their children and employees.

The client-side logs generally consist of the following information: UserID, StartTime, EndTime, RequestURL and CategoryID. Compared with web server logs, the client-side logs have the following special properties:

- **Real user-based logs.** The client-side logs are based on individual users, but not on individual client machines. This is especially useful for environments such as the Intranet of a company and the local area network within a department where all users are usually assigned with a unique user name. All client machines’ identities can be recorded together with the users’ web access information to the client-side logs. As such, accurate behaviors of individual users can be mined and analyzed.

- **More accurate surfing information.** The client-side recording program can also capture the end time of a web page viewed by checking the status of the window (such as the closing of the window or loading of a new web page). This method is more accurate than using the time difference between two adjacent entries in the same access session to estimate the duration of a web page view. As such, a user’s interest on a certain web page can be measured by its duration.

- **URL categorization.** The URLs in web logs contain little semantic information about the web contents accessed by users. To overcome this problem, each URL can be mapped into a predefined category or topic such as News, Sports and Entertainment. The category information can be obtained using a web page category classification technique [LHF02]. As such, each user access session can be represented as a sequence of categories instead of a sequence of individual URLs. This practical representation is very useful for understanding the preference and behavior of a user.

- **Multi-user logs.** The logs contain access patterns from all clients. Therefore, apart from mining the activities of an individual user, we can also mine the common interests and habits of a group of users, and find the outliers (users with unusual access behaviors).

Most of the current approaches have made use of the client-side usage data for web link recommendations. For future work, apart from mining user access patterns for web recommendations, we can also mine the client access patterns for analyzing various user behaviors, such as distinguishing users’ long-term and temporary interests, extracting the common behaviors of a group of users and detecting the outliers. In addition, we can also
explore web usage mining techniques for user profiling [MS00b], which aims to learn users’
habits, interests, patterns and preferences for practical applications.

8.2.4 FCA based Web Usage Retrieval

Formal Concept Analysis is a powerful technique for data analysis. We have proposed a
framework on fuzzy FCA based web usage mining in Chapter 5. A Personal Web Usage
Lattice is constructed from the original web server logs and then exploited for further min-
ing process. As discussed in Chapter 5, Formal Concept Analysis can also be used as an
unsupervised learning technique for conceptual clustering, and supporting efficient and effec-
tive information retrieval. In future work, we intend to investigate FCA based information
retrieval from web usage data.

Related research work on text retrieval using concept lattice has been proposed. In
[GMA93], a controlled experiment was conducted to compare the information retrieval method
using the Galois lattice (the alias of concept lattice) with two other conventional retrieval
methods, namely Boolean querying using index terms and navigation in a manually built
hierarchical classification structure. The most attractive feature of the lattice-based retrieval
method is its capability to combine retrieval and direct term queries within a unique con-
cept hierarchical structure. The results have shown that there is no significant difference
in performance between Boolean querying method and the Galois lattice retrieval method.
However, hierarchical classification structure based retrieval has achieved significantly lower
recall compared to the other two methods.

In [CR96], Carpineto and Romano presented a system for information exploration and
retrieval through a specific lattice representation built from a text database. It also com-
pared information retrieval using lattice-based hybrid navigation with conventional Boolean
querying. The results have shown that the lattice-based retrieval has achieved comparable
performance with Boolean retrieval on medium-sized databases.

In [KC01], Kim and Compton proposed a domain-specific document retrieval system
using a browsing mechanism based on the concept lattice of Formal Concept Analysis in
cooperation with an incremental knowledge acquisition mechanism. The concept lattice can
be incrementally and automatically reformulated whenever a new document is added or the
existing documents are changed. The concept lattice of FCA is a useful way of support-
ing the flexible management of documents required by individuals, small communities or in
specialized domains.
CHAPTER 8. CONCLUSIONS

All previous research works have shown that FCA based information retrieval methods are effective and efficient for textual data. Web usage data has similar characteristics to textual data. In textual data, a document can be represented by a set of keywords, whereas in web usage data, a session or a user can be represented by a set of resource attributes, e.g., URLs, categories or topics. Different combinations of keywords will give different topics of documents, while different combinations of resource attributes will indicate different interests of access sessions or users. In addition, web usage data contains more information than the textual data, such as the timestamp of each request, duration of each page view and so on. We can also extract additional information from the contents of relevant web pages for analysis. Therefore, Formal Concept Analysis is potentially an effective and efficient technique for web usage data retrieval.

However, there are some differences between textual data and web usage data. Firstly, requested URLs in web logs are less meaningful than keywords in documents. Mapping URLs to general concepts is difficult and expensive. For web server logs, the web designer may be able to provide a meaningful topic for each web page, but for most of the websites we have to convert URLs into topics or descriptions during data preprocessing. This is not an easy task. To do this, we may need to utilize some web content mining techniques. Moreover, since the Semantic Web provides more semantics for web content, it is a promising method to solve the above problem using the knowledge from the Semantic Web, such as ontology.

Secondly, web usage data is multi-level and multi-dimensional. There are different views of web usage data, such as a single URL (web page), URLs from one website, URL from one category, an access session, access sessions from one user, etc. Information retrieval from web usage data should provide browsing and searching capabilities from multi-level and multi-dimensional viewpoints. For example, a user may want to search for a certain category by a given URL first, and then search for users who are interested in that category. Another example is that a user may search for a set of categories in which the user is interested, and then searches for all access sessions with URLs belonging to these categories. Such queries must be performed upon several Web Usage Lattices using different definitions of objects and attributes on different levels.

The above two issues make the FCA based information retrieval from web usage data a challenging problem. For future work, we can implement a FCA based information retrieval system, which should help users to browse web usage data, provide potential search terms, and generalize/specialize search results from multi-level and multi-dimensional viewpoints.
CHAPTER 8. CONCLUSIONS

8.2.5 Extending the Semantic Web Personalization Approach

In this research, we have applied our proposed approaches to support effective personalized services on the Semantic Web. However, several issues still have to be resolved, which are listed as follows.

Automatic Web Usage Ontology Integration

In this research, we have proposed an automatic approach for generating Web Usage Ontologies of registered users of a website. In practice, it will be very costly if all websites only build and maintain their own Web Usage Ontologies. Since all Web Usage Ontologies are sharable on the Semantic Web, a website may import Web Usage Ontologies from other websites with resources in similar domains or merge it into its own Web Usage Ontologies. Ontology integration [CGL01] is a process for merging existing ontologies or defining mapping rules between these ontologies in order to allow importing and reusing of existing ontologies.

Formal Concept Analysis is not only an effective technique for automatic ontology generation, but also a potential technique for automatic ontology integration. In [SM01], Stumme et al. proposed FCA-MERGE, a bottom-up technique for merging ontologies semi-automatically. However, this approach still requires human experts to generate the integration rules. For future work, we can investigate novel FCA based techniques for automatic integration of Web Usage Ontologies.

Incremental Updating of Web Usage Ontology

In practice, web usage logs of a website are constantly updated all the time. The access behaviors of users also change from day to day. In this research, we assume the users’ interests are relatively static for a short period of time and only require to update the Web Usage Ontology when necessary. However, the updating process of Web Usage Ontology is very costly. Therefore, it is necessary to develop an incremental method for updating Web Usage Ontology. In order to maintain Web Usage Ontology incrementally, we should consider the following issues:

- Reuse the existing Web Usage Ontology. To make use of the existing user behavior model, the incremental updating should be performed during the time when users’ interests have not changed much. Therefore, an efficient mechanism is required to detect and measure the changes of users’ interests.
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- **Maintain the deletions of invalid resources and the insertions of new resources.** Sometimes, a part of resources in the domain ontology of the website may not be valid anymore. Therefore, we need to discard such resources from the current Web Usage Ontology. Conversely, new resources are required to be added into the existing Web Usage Ontology when needed.

### 8.2.6 Supporting Other Semantic Web Personalization Services

In this research, we have focused on investigating novel web usage mining techniques to support efficient and effective personalized web services on the Web and Semantic Web. For future work, we can further extend the proposed techniques to support other Semantic Web personalization services such as e-learning [SSS01, KG03] on the Semantic Web.

Recently, the rapid development of information technology has facilitated the use of e-learning techniques to provide online personalized learning services for users, such as Intelligent Tutoring Systems (ITS) [RNS05]. With the development of the Semantic Web services, e-learning services can be delivered on the Semantic Web. To achieve this, this research can be extended to support personalized services for Semantic Web e-learning that not only can assist registered learners to learn and enhance their knowledge on specific domains, but also can help teachers and schools from different locations share and manage their knowledge, learning materials and teaching experience online.

Firstly, the Semantic Web techniques can be incorporated into the current e-learning framework for representing semi-structured data, such as domain knowledge, learning materials and user profiles, in order to promote interoperability and standardization for Semantic Web e-learning. As such, the domain knowledge and learning materials can be imported, managed, shared and reused in the form of ontologies on the Semantic Web. The learners and teachers can then browse and search the knowledge and learning materials they want by means of conceptual navigation and semantic querying.

In addition, Semantic Web personalization techniques can be applied for effective personalized learning services. Information on user interactions with the system (such as the answers to questions, the topics of learning materials they searched, etc.) are monitored and recorded into the interaction logs, which is similar to the traditional web usage logs, but with more semantic information for the e-learning purpose. Based on the interaction logs, users’ interests, intentions, preferences and performance can be discovered automatically using the techniques proposed in this research, and then used for constructing the personal profiles of
individual users for supporting personalized learning services to users, such as recommending related learning materials to the users, personal learning strategies, etc.
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