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Summary

Direct-sequence spread-spectrum (DS-SS) has attracted considerable attention and has been adopted by many wireless communication vendors. Well-known communication systems employing DS-SS are based on the code-division multiple-access (CDMA) technique, such as global positioning system (GPS), wideband CDMA (WCDMA) system, etc. In practice, wireless channels are commonly modeled as a mixture of fading and shadowing. Various composite models have been reported in the literature. These models are based on lognormal distributions. The main disadvantage of these models is that they are mathematically complicated to analyze. Hence, the lognormal shadowing was approximated by a gamma shadowing leading to the $K$ distribution and its generalized version, i.e., generalized-$K$ distribution. This versatile distribution is useful in evaluating the performance of composite channels with simplicity and mathematical tractability. The BER performance of DS-CDMA systems has been extensively studied during the last two decades. However, most of the reported work is focused on DS-CDMA systems with rectangular pulse-shaping, while in practice, band-limited pulse shapes are adopted. Therefore, the performance analysis of band-limited systems is of considerable interest, and has gained some interest in the recently published literature.

The aim of this research is to analyze the BER performance of band-limited DS-CDMA systems over composite small-scale fading and shadowing channels. We consider generalized-$K$ distribution in our BER analysis. We study conventional matched-filter based systems as well as decorrelator based multiuser detection systems. We consider both flat and frequency-selective multipath fading channels. Systems with
single-dimensional technique based on multipath diversity as well as two-dimensional scheme based on the combination of space and multipath diversity are considered. We present analytical BER expressions as a function of multiple-access interference (MAI), multitone jamming (MTJ) due to narrowband interference source, and the shadowing and fading parameters of the wireless channels.

In recent literature, there has been interest in the transmit diversity techniques in order to combat multipath fading and interference conditions. Such diversity schemes are commonly incorporated in the form of multiple transmitter and receiver antennas and are known as multiple-input multiple-output (MIMO) diversity schemes. We analyze MIMO systems based on the recently introduced space-time spreading scheme with two transmitter and multiple receiver antennas. We consider fast as well as slow frequency-selective multipath fading channels. The corresponding analytical BER expressions of space-time DS-CDMA systems with decorrelator based receivers are presented.

In our numerical analysis, we consider two types of band-limited pulse shapes, namely, spectrum raised cosine (SRC) and Beaulieu-Tan-Damen (BTD) pulses. From the numerical results, we observe that the systems with BTD pulse show better BER performance as compared to the ones with SRC pulse. We further observe that the presence of MTJ and MAI introduces an irreducible noise floor at high signal-to-noise ratio (SNR) levels. We also observe that the systems with two-dimensional diversity outperform the ones with single-dimensional diversity. From our BER analysis, we demonstrate that by incorporating generalized-
\( K \) distribution, various scenarios of shadowing and fading can be easily analyzed.
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Chapter 1

Introduction

The aim of this chapter is to give an overview of this research and the fundamental motivation behind it. Following that, we will present some of the main contributions of this research. Finally in the last section, we conclude this chapter with an outline of the thesis.

1.1 Background and Motivation

Wireless communication is one of the fastest growing technologies in recent years that has impacted our daily lives. The demand to accommodate high number of users, high data rates and mobility has spurred the introduction of services, products, and standards based on techniques like direct-sequence code-division multiple-access (DS-CDMA) systems, i.e., wireless local area networks (WLAN) [1], [2], global positioning system (GPS) [3], and cellular communication systems such as wideband CDMA (WCDMA) [4], [5] and cdma 2000 [6], [7]. DS-CDMA has many features that make it suitable for a secure and reliable communication system over a wireless channel. These features include good antijamming performance, its ability to combat multipath fading of the radio link, low power spectral density (PSD) level, privacy due to the use of unknown random spreading codes and multiple-access communication. An important parameter in the DS-CDMA scheme is the spreading factor or processing gain (PG), which is the ratio of the transmission bandwidth to the information bandwidth [6]. The processing gain plays a
key role in determining the number of users that can be supported in a system, the amount of multipath effect reduction, and the difficulty to jam the signal [6]. Increasing customer demand for high-speed services such as internet, video and multimedia traffic has resulted in more research towards such new technologies to accommodate these requirements. It has emerged as the predominant radio access technology for the regional and global wireless standards.

The DS-CDMA technology is designed to support simultaneous high data rate users [9]. However, impairments like additive white Gaussian noise (AWGN), multipath fading, multiple-access interference (MAI) and intentional or unintentional jamming may cause performance degradation. The randomness of wireless channels resulting from fading can be exploited to enhance performance through various diversity-combining techniques. There are a variety of diversity-combining techniques available and the most commonly used techniques are maximal-ratio combining (MRC) and equal-gain combining (EGC) [8]. Communication systems employ these combining techniques by either exploiting multipath diversity or the combination of both multipath and spatial schemes, i.e., two-dimensional diversity to improve signal-to-interference-plus-noise ratio (SINR) [8]. Moreover, various receivers based on multiuser detection (MUD) techniques have been studied in the literature to effectively combat MAI [6], [10]-[12]. Multiuser detection can substantially enhance the receiver performance and increase the capacity of DS-CDMA systems by exploiting the underlying structure of spreading waveforms of user signals. Instead of treating MAI as noise as in a conventional matched-filter receiver, MUD performs a joint detection of all the users' signals. The most commonly incorporated multiuser detector is the linear decorrelating detector [10], [11]. The linear
multiuser detectors are well established and studied due to their linear nature and ease of obtaining analytical results.

In a DS-CDMA system, the signaling waveform affects not only the spectral occupancy, but also the bit-error rate (BER) performance of the system [13]. This is because the statistical properties of the MAI depend on the actual shape of the signaling waveform. In [14], various time-limited signaling waveforms have been examined under the assumption that the channel bandwidth is infinite. Since the bandwidth of any practical system is limited, it is more useful to study and compare different signaling waveforms under some bandwidth constraints. For example, in CDMA IS-95 standard, the signaling waveforms are band-limited [15]. Practical DS-CDMA systems such as IS-95 and WCDMA implement pulse (or waveform) shaping to improve spectral efficiency and reduce out-of-band radio interference. WCDMA, for example, uses a spectrum raised-cosine (SRC) pulse [16]. Thus, a practical band-limited DS-CDMA system normally involves band-limitation filtering or pulse-shaping filtering to restrict out-of-band radiation [17]. Therefore, the performance analysis of band-limited systems is of considerable interest and has gained some attention recently [15]-[17]. Despite the fact that band-limited DS-CDMA systems are studied with some bandwidth constraint, they belong to the family of broadband systems. The use of large transmission bandwidths introduces some challenges. In particular, the successful deployment of these systems requires that they coexist with a variety of narrowband interfering signals [18], [19].

The aim of this research is to present the BER performance analysis of band-limited DS-CDMA systems over composite shadowing and small-scale fading channels. In order
to include such conditions in our BER analysis, we incorporate recently proposed
generalized-$K$ distribution due to its simplicity and mathematical tractability [20].
Additional wireless channel scenarios include multitone jamming (MTJ) caused by an
intentional or unintentional jammer, MAI and AWGN.

1.2 Objective and Contributions

In this research, our objective is to present the analytical BER performance analysis of
band-limited DS-CDMA systems over composite shadowing and fading wireless
channels. We present analytical BER expressions for these systems under various channel
fading and shadowing conditions by incorporating the recently proposed generalized-$K$
model [20]. The generalized-$K$ model has the advantages of simplicity, accuracy and
mathematical tractability when compared with other distributions [20], [21]. It is known
from the previous work that for the band-limited DS-CDMA systems, the main focus has
been towards the scenarios with MAI and AWGN [15]. Therefore in this work, we
analyze such band-limited systems with various pulse shapes in the presence of MTJ,
MAI and AWGN.

The main contributions of this project are as follows. We first present analytical BER
expressions for the space diversity, multipath diversity and the combination of two, i.e.,
two-dimensional diversity schemes with conventional matched-filter based systems. Two
types of band-limited pulse shapes, namely, spectrum raised-cosine (SRC) [6] and
Beaulieu–Tan–Damen (BTD) [22] are incorporated in our numerical analyses. Our
analytical BER analysis can also be generalized to any type of band-limited pulse shape.
We incorporate both EGC and MRC based systems. From our numerical analysis, we also
observe that by incorporating the generalized-$K$ model, we can easily analyze various
small scale fading and shadowing conditions of a wireless channel with ease and mathematical tractability. We also observe that the systems with BTD pulse shape show better performance as compared to the systems with SRC pulse shape. We further observe that the presence of MTJ and MAI produces an irreducible noise floor at high values of signal-to-noise power ratio (SNR). Our numerical analysis shows that by incorporating a two-dimensional diversity scheme, we can significantly improve BER performance as compared with multipath diversity alone. We also observe that by increasing the number of diversity branches, the gap between BER plots of the SRC and BTD based systems increases.

We further extend our BER analysis for the case of multiuser detection based systems. We consider linear decorrelator-based systems over a frequency selective multipath fading channel. Both single and two-dimensional diversity schemes are employed. We incorporate both EGC and MRC based systems. From our numerical analysis, we observe that the decorrelator-based systems outperform the ones without it for both type of pulses, i.e., SRC and BTD.

After studying the system with single transmitter antenna per user with single or multiple antennas at the receiver side, we then extend our analysis to the case of multiple-input multiple-output (MIMO) systems. We incorporate space-time spreading transmit diversity scheme based on space-time block code (STBC) technique, with 2-transmitter and multiple receiver antennas [23]. We consider decorrelator and minimum mean-squared error (MMSE) based MUD schemes. Both slow and fast fading conditions are analyzed. We also consider flat and frequency-selective multipath fading channels. From the numerical analysis, we observe that this space-time spreading based temporal and
spatial diversity technique can exploit both temporal and spatial diversity to enhance system SINR. We also observe that the systems under fast fading conditions show better BER performance than the ones under slow fading conditions.

1.3 Thesis Outline

The thesis is organized as follows. Chapter 2 provides some theoretical background studies of the related topics, such as band-limited systems, generalized-\( K \) fading model, MTJ and MIMO systems based on the space-time transmit diversity scheme. Chapter 3 presents the BER analysis of asynchronous band-limited DS-CDMA systems. Space diversity over a flat-fading environment and multipath as well as two-dimensional diversity scheme over frequency-selective multipath channel is studied. BTD and SRC band-limited pulse shapes are considered in the numerical analysis. In Chapter 4, we extend the BER analysis in Chapter 3 to the case of decorrelator-based schemes. In Chapter 5, we first discuss the synchronous band-limited DS-CDMA systems over flat-fading channels with space-time transmit diversity scheme. We consider both slow and fast fading conditions. We then extend the BER analysis in Chapter 5 for the case of asynchronous systems over frequency-selective multipath channels. Finally, Chapter 6 gives the final conclusion and future research work.
Chapter 2

Theoretical Background

Direct-sequence code-division multiple-access (DS-CDMA) systems have good ability to combat interference and fading [6] as well as the capability of multiple access. Due to these attractive features, band-limited DS-CDMA has been proposed as the major multiple-access method in the third-generation wireless communication standards [15]. However, most of the reported theoretical works focused on DS-CDMA systems with rectangular pulse-shaping, while in practice, for example in the CDMA IS-95 standard, the band-limited pulse shapes are considered. Therefore, the performance analysis of band-limited systems is of significant interest [16]. In this chapter, we provide some theoretical backgrounds of band-limited DS-CDMA systems over an AWGN channel. We then describe the generalized-$K$ fading distribution in the following section. Next, we provide brief details about the multitone jamming (MTJ) model. Finally, in the last section of this chapter, an introduction to the multiple-input multiple-output (MIMO) based space-time spreading scheme is provided.

2.1 Overview of Band-limited DS-CDMA Systems

In DS-CDMA systems, data bits are spread by the pseudo-random code or pseudo-noise (PN) signal, which has a higher rate than the original signal [6]. The signal is then modulated and transmitted through the specified medium. Binary phase-shift keying (BPSK) is widely used as the digital modulation scheme for DS-CDMA systems. We will
consider BPSK as the modulation technique in this work. Once the modulated signal is received at the receiver, the signal is demodulated using a BPSK demodulator. This is then multiplied with the locally generated PN sequence. If the locally generated PN sequence is correlated with the one that was used in the transmitter, the original signal can be recovered. A DS-CDMA system can either be synchronous or asynchronous [6]. The uplink signal is often asynchronous in practice, while the downlink is synchronous [6]. In this chapter, we consider an asynchronous band-limited binary DS-CDMA system with $K_u$ users over an AWGN channel. The received signal can be written as [15]

$$s(t) = \sum_{k=1}^{K_u} A_k \cos(2\pi f_s t + \theta_k) \sum_{n=\infty}^{\infty} d_{n/N}^{(k)} h(t - \tau_k - nT_c) + n(t)$$

(2.1)

where $n(t)$ is the AWGN term with two-sided power spectral density (PSD) $N_0/2$, $\lfloor z \rfloor$ indicates the integer portion of $z$, $d_{n/N}^{(k)} \in \{+1,-1\}$ is the $k$-th user’s equiprobable data bit of duration $T_b$, $T_C$ is the chip duration and $c_n^{(k)} \in \{+1,-1\}$ is the $n$-th chip of the $k$-th user’s random spreading sequence. In (2.1), $A_k$ is the amplitude of the $k$-th user’s transmitted signal, $f_s$ is the carrier frequency and the spreading factor is given by $N = T_b/T_C$. The random variables $\tau_k$ and $\theta_k$ represent time delay and carrier phase of the $k$-th user, and are uniformly distributed over $[0,T_C]$ and $[0,2\pi]$, respectively [15].

The received baseband chip pulse is denoted by $h(t)$ and it satisfies the energy constraint of $\int_{-\infty}^{\infty} |h(t)|^2 dt = T_C$. The received signal is then passed through the correlator structure, as shown in Fig. 2.1. It consists of a down-converter, a matched filter $H^*(f)$, a sampler, despreaders and finally a summer, to give the final decision statistic. In Fig. 2.1, the
function $H^*(f)$ is the complex conjugate of $H(f)$ where $H(f)$ is the Fourier transform of $h(t)$. Without loss of generality, we assume that the transmitted bit is “+1” and user $k = 1$ is the desired user, with $\tau_1 = 0$ and $\theta_1 = 0$. In Fig. 2.1, the decision statistic of the correlator for our desired user is expressed as $y^1$, which can be expressed as [15]

$$y^1 = A_1 T_b + \Xi + \eta$$  \hspace{1cm} (2.2)

where $\eta$ is a zero-mean Gaussian random variable with variance [17]

$$\sigma^2_\eta = N_0 \times N \int_{-\infty}^{\infty} \left| h(t) \right|^2 dt = N_0 T_b$$  \hspace{1cm} (2.3)

and $\Xi$ is the MAI component given by $\Xi = \sum_{k=2}^{K_u} \Xi_k$, where the term $\Xi_k$ is defined as [15]

$$\Xi_k = A_k \cos(\theta_k) T_c \times \sum_{u=0}^{N-1} \sum_{n=-\infty}^{\infty} c_u^{(k)} b_n^{(k)} g((u-n) T_c - \tau_k).$$  \hspace{1cm} (2.4)

The function $g(t)$ in (2.4) is the band-limited Nyquist pulse shape given by

$$g(t) = F^{-1}\left(\left| H(f) \right|^2 / T_c \right),$$

where $F^{-1}(.)$ denotes the inverse Fourier transform operator. Also, $h(t) = F^{-1}\left(\sqrt{T_c G(f)} \right)$, where $G(f)$ is the Fourier transform of $g(t)$, and $b_n^{(k)} \in \{+1, -1\}$ is defined as $b_n^{(k)} = c_n^{(k)} d_{[n/N]}^{(k)}$ for $k = 2, \ldots, K_u$. 


In this research, we consider two types of band-limited pulse shapes for the numerical analysis, namely, the well-known spectrum raised cosine (SRC) [6] and newly proposed Beaulieu-Tan-Damen (BTD) [22] pulse. However, our BER analysis is valid for any type of band-limited pulse shape. The time functions of these pulses are defined as [6], [15], [22]

\[ g_{SRC}(t) = \frac{\sin \left( \frac{\pi t}{T_c} \right)}{\pi t/T_c} \times \frac{\cos \left( \frac{\pi \beta t}{T_c} \right)}{1 - 4 \left( \frac{\beta t}{T_c} \right)^2} \]

and

\[ g_{BTD}(t) = \frac{\sin \left( \frac{2\pi B t}{2\pi B t} \right)}{2\pi B t} \times \frac{4\pi t \sin \left( 2\pi B \beta t \right) + 2A^2 \cos \left( 2\pi B \beta t \right) - A^2}{A^2 + 4\left( \pi t \right)^2}, \]

respectively, where \( \beta \in [0,1] \) is the excess bandwidth of the pulse, \( B = 1/(2T_c) \) and \( A = \ln(2)/(\beta B) \). In Figs. 2.2 and 2.3, the time and frequency domain characteristics, respectively, are presented for both types of pulse shapes. In [22], it was shown with the help of receiver eye diagrams that the BTD pulse has a more open receiver eye and a smaller probability of error in the presence of symbol timing error for the same excess bandwidth. In [15], BER analysis of asynchronous band-limited DS-CDMA systems with both types of pulses in the presence of MAI over Nakagami fading channels was performed and discussed. In [15], it has been shown for the MAI that
\[
\gamma = \frac{2}{\beta} \left[ 1 - \frac{1}{T_C} \int_{-\infty}^{\infty} |H(f)|^4 \, df \right].
\]  

(2.5)

It can be observed that expression (2.5) depends on the frequency domain characteristics of the band-limited pulse shape. The effects of \( \gamma \) on the BER performance with respect to MAI will be discussed with the help of analytical expressions in the subsequent chapter.

Figure 2.2: Time-domain characteristics of SRC and BTD pulses for an excess bandwidth of \( \beta = 1 \).
Figure 2.3: Frequency-domain characteristics of SRC and BTD pulses for an excess bandwidth of \( \beta = 1 \).

The spectrum expressions of these pulse shapes are given by [6], [15], [22]

\[
G_{\text{SRC}}(f) = \begin{cases} 
T_c, & 0 \leq |f| \leq B(1 - \beta) \\
\frac{T_c}{2} \left[ 1 + \cos \left( \frac{\pi T_c}{\beta} \left( |f| - (1 - \beta)/2T_c \right) \right) \right], & B(1 - \beta) \leq |f| \leq B(1 + \beta) \\
0, & |f| > B(1 + \beta) 
\end{cases}
\]

and

\[
G_{\text{BTD}}(f) = \begin{cases} 
T_c, & 0 \leq |f| \leq B(1 - \beta) \\
T_c \exp \left\{ A(B(1 - \beta) - |f|) \right\}, & B(1 - \beta) \leq |f| \leq B \\
T_c - T_c \exp \left\{ A(|f| - B(1 + \beta)) \right\}, & B \leq |f| \leq B(1 + \beta) \\
0, & |f| > B(1 + \beta) 
\end{cases}
\]

respectively.
2.2 Multipath Fading

Fading refers to the distortion that a carrier-modulated signal experiences over certain propagation media [8]. In wireless communications, multipath is the propagation phenomenon that results in radio signals reaching the receiving antenna by two or more paths. Causes of multipath effects include ionospheric reflection and refraction, and the reflection from terrestrial objects such as mountains and buildings [6]. As a result, the receiver receives the superposition of multiple copies of the transmitted signal, each traversing through a different path. Each signal copy experiences different attenuation, delay and phase shift while traveling from the source to the receiver. This can result in either constructive or destructive interference, amplifying or attenuating the signal power seen at the receiver. Mathematically, fading is usually modeled as a time-varying random change in the amplitude and phase of the transmitted signal [24].

Fading can be either flat or frequency-selective, depending upon the coherence bandwidth [6] of the system. Coherence bandwidth is a statistical measurement of the range of frequencies over which the channel can be considered ‘flat’. In other words, it is the approximate maximum bandwidth over which various frequencies of a signal are likely to experience comparable amplitude fading. In flat fading, the coherence bandwidth of the channel is larger than the bandwidth of the signal. In frequency-selective fading, the coherence bandwidth of the channel is smaller than the bandwidth of the signal [6], [8]. Hence, different frequency components of the signal may experience different amount of fading. Fading can also be described in terms of distances, i.e., whether the observation of the fluctuations in the envelope of a signal has been made over short or long distances. For a wireless channel, the former case will show rapid fluctuations in the
signal’s envelope, while the latter will give a slowly varying and averaged view. For this reason, the first scenario is called small-scale fading, and the second scenario is referred to as shadowing [8]. Furthermore, with respect to the time variation of the channel characteristics, if the channel variations are faster than the symbol rate, the channel is a fast-fading channel; otherwise, it is a slow-fading channel.

A frequency-selective channel can be modeled as a finite impulse response (FIR) filter implemented with the tapped-delay line (TDL) model [6]. This TDL model consists of evenly spaced tap coefficients, each representing one resolved multipath. In this research, we assume a negative exponentially decaying multipath intensity profile (MIP) for the multipath gains given by [8]

\[ a_{k,l} = a_{k,1} \exp\left(-\eta_k (l-1)\right) \]  \hspace{1cm} (2.6)

for \( \eta_k \geq 0 \) and \( l = 1, \ldots, L_p \). In (2.6), \( a_{k,l} = E\left(X_{k,l}^2\right) \) where \( E(.) \) is the expectation operator and \( X_{k,l} \) is the random fading variable of the \( k \)-th user in the \( l \)-th multipath. From (2.6), we observe that the parameter \( a_{k,l} \) is the average fading power of the \( k \)-th user’s \( l \)-th resolvable multipath with respect to the first resolvable path’s power, i.e., \( a_{k,1} \). Also in (2.6), \( \eta_k \) is the rate of average power decay factor for the \( k \)-th user and \( L_p \) is the total number of resolvable paths. In this research, we assume \( \eta_k \) to have a common value for all users. Therefore, in our subsequent BER analysis we will use \( \eta \) instead of \( \eta_k \).

Fundamentally, fading causes poor BER performance in communication systems. The effects of fading can be combated by using diversity-combining techniques at the receiver. Modulation schemes such as DS-CDMA are well suited to utilize multipath diversity to provide robustness against fading conditions [24].
2.2.1 Generalized-K Model

Multipath fading is introduced due to the constructive and destructive combination of randomly delayed, reflected, scattered and diffracted signal components, while shadowing affects the link quality with slow variation of the mean level [8]. In many cases, multipath fading and shadowing occur simultaneously. This composite propagation environment consists of multipath fading superimposed by lognormal shadowing, resulting in lognormal based fading models, such as Rayleigh-, Ricean-, or Nakagami-lognormal fading channels [8]. However, such lognormal based fading models are analytically very difficult to handle and therefore rather complicated mathematical expressions have been derived for the performance of digital communication systems [25], [26]. An alternative approach is to employ the gamma distribution, which is mathematically a more versatile and accurate model to describe fading shadowing phenomena [27]. Based upon the gamma distribution, several generalized distributions have been proposed to serve useful composite fading channel models, e.g., the $K$ distribution [28], [29], the generalized-$K$ distribution [20], [21], [28], and the generalized-gamma distribution [30], [31]. Among them, the generalized-$K$ distribution, which includes the $K$ distribution as a special case, accurately approximates a great variety of fading and/or shadowing models [20], [28].

Based upon the Nakagami-$m$ distribution, the author in [20] derived the probability density function (PDF) of the generalized-$K$ distribution. The multipath fading observed in wireless systems is often modeled using the Nakagami-$m$ distribution because it can account for various types of small-scale fading distributions depending on the value of $m$ [8]. The probability density function (PDF) of the Nakagami-$m$ distribution is [8]
where $\Gamma(.)$ is the gamma function, $m \in [0.5, \infty)$ is the Nakagami-$m$ parameter and $\bar{y}$ is the average power given by $E\left(\bar{X}^2\right)$. In (2.7), $m = 1$ corresponds to Rayleigh statistics of the fading variable and $m > 1$ corresponds to Rician statistics. Values of $m$ lower than 1 corresponds to severe fading. Such short term fading conditions modeled using the Nakagami-$m$ distribution assumes that the average power received is fixed. In the absence of shadowing, the average power in (2.7) is deterministic. When shadowing or long term fading is present, $\bar{y}$ becomes a random variable. Thus, under conditions when shadowing also exists, (2.7) can be rewritten by conditioning the random fading variable as [20]

$$f_X(x | \bar{y}) = \frac{2m^m x^{2m-1} e^{-\frac{x^2}{\bar{y}}} \bar{y}^m}{\Gamma(m) \bar{y}^m}, \quad \text{for } x > 0 \text{ and } \bar{y} > 0 \quad (2.8)$$

Also, the PDF of the fading variable in combined fading and shadowing is [20]

$$f_X(x) = \int_0^\infty f_X(x | \bar{y}) f_{\bar{y}}(\bar{y}) \, d\bar{y} \quad (2.9)$$

where $f_{\bar{y}}(\bar{y})$ is the PDF of $\bar{y}$. The randomness of the average power is described as long term fading or shadowing and it is generally modeled in terms of a lognormal distribution for the average power [8]. Since shadowing and fading occur simultaneously, the Rayleigh-lognormal, and the Nakagami-lognormal models have been used to describe shadowed fading channels. All these models are hampered by the complicated mathematical form for the PDF. The gamma PDF is justified because the two-parameter
gamma PDF can be used as an approximate form of several probability density functions [20]. Therefore, \( f_T(y) \) can be expressed as

\[
f_T(y) = \left(\frac{y}{\gamma_0}\right)^{M-1} e^{-\frac{y}{\gamma_0}} \frac{1}{\Gamma(M) \gamma_0^M}, \quad \text{for } y > 0
\]

where \( M \) is the order of the gamma PDF and \( \gamma_0 \) is a measure of the mean power. Finally, with the help of (2.9) and (2.10), the PDF of generalized-\( K \) distribution \( f_X(x) \) is [20]

\[
f_X(x) = \frac{B^{M+m} x^{M+m-1}}{2^{M+m-2} \Gamma(M) \Gamma(m)} K_{M-m}(bx), \quad \text{for } x > 0
\]

where \( K_{M-m}(.) \) is the modified Bessel function of order \( M-m \). The parameter \( b \) in (2.11) is given as \( b = \sqrt{4m/\gamma_0} \) [20]. Various combinations of composite shadowing and fading conditions can be easily analyzed with the help of the generalized-\( K \) distribution. Note that in (2.11), \( m \) and \( M \), respectively, are the small-scale fading and shadowing parameters of the generalized-\( K \) distribution. In (2.11), parameters \( M \) and \( m \) reflect the shadowing and small-scale fading severity of the wireless channel, respectively. The parameters \( M \) and \( m \) together describe the amount of fading (AF) in a wireless channel. The amount of fading is a measure of the severity of the fading effects [8]. When \( m \to \infty \) and \( M \to \infty \), \( AF = 0 \), we have a channel without any small-scale fading or shadowing effects. Small values of \( m \) and \( M \) correspond to the channel with severe fading and shadowing conditions. On the other hand, when \( m \to \infty \) and \( M \to \infty \), it will approach a channel without any fading or shadowing conditions. Also, as \( M \to \infty \), it causes the absence of the shadowing effects in the wireless channel. Thus, making the wireless channel completely dependent on \( m \) and we have a pure Nakagami-\( m \) fading channel.
Hence, when $M \to \infty$ and $m = 1$, we have Rayleigh type channel. Similarly, when $M \to \infty$ and $m > 1$, we have Rician type characteristics for the wireless channel [20]. Under such condition, the relationship between the Rician $K$-factor and parameter $m$ is given as [8]

$$K_{Rician} = \frac{\sqrt{m^2 - m}}{m - \sqrt{m^2 - m}}, \quad m \geq 1. \quad (2.12)$$

In (2.12), $K_{Rician}$ is the Rician $K$-factor. Also, the $n$-th moment of the generalized-$K$ random variable $X$ can be expressed as [20]

$$E\left(X^n\right) = \frac{\Gamma\left(M + \frac{n}{2}\right)\Gamma\left(m + \frac{n}{2}\right)}{\Gamma\left(M\right)\Gamma\left(m\right)} \left(\frac{2}{b}\right)^n. \quad (2.13)$$

Expression (2.13) can be used to find the relationships between the shadowing parameter $M$ and various moments of the channel random fading variable $X$. Furthermore, by setting $n = 2$ in (2.13), we can obtain the relationship between parameter $b$ and the second moment of $X$, i.e., $b = \sqrt{4Mm/\overline{\Lambda}}$, where $\overline{\Lambda} = E\left(X^2\right)$ is the second moment of the random fading variable $X$ [20]. It has been discussed in [6] and [21] that under practical conditions the path loss at a particular location is random and distributed log-normally. However, as discussed previously, log-normal based shadowing model gives mathematically complicated composite models [20]. Hence, as described in (2.10), gamma PDF was employed to approximate the log-normal shadowing. The parameter $M$ is thus introduced as the order of the gamma PDF. In our subsequent BER analysis, we will incorporate generalized-$K$ distribution to include shadowing and small-scale fading effects. The severity of composite shadowing and small-scale fading effects are varied with the values of both shadowing and small-scale fading parameters, i.e., $M$ and $m$,.
respectively. In Fig. 2.4, the variation in the PDF shape of generalized-\(K\) distribution can be observed for various values of \(m\) and \(M\).

![Generalized-K probability density functions for different values of \(M\) and \(m\).](image)

**Figure 2.4:** Generalized-\(K\) probability density functions for different values of \(M\) and \(m\).

### 2.3 Multitone Jamming

DS-CDMA systems have wide transmission bandwidths [6]. Therefore, they are always susceptible to narrowband interference. Since the bandwidth of a DS-CDMA signal is much wider than that of narrowband interference or jammer, therefore narrowband interference can be approximated as multitone jamming (MTJ) [19]. Multitone jamming (MTJ) model is usually used to represent one or more interfering tones in the frequency band of a DS-CDMA system. Multitone jamming may arise from communication systems like frequency-hopping spread-spectrum (FH-SS) systems [32] and systems incorporating amplitude modulation (AM) or angle modulation. The MTJ term can be expressed as [6]
\[ I(t) = \sum_{i=1}^{J} \alpha_i \cos(2\pi f_i t + \varphi_i) \]  

(2.14)

where \( J \geq 1 \) represents the total number of independent jamming tones. The parameters \( \alpha_i, f_i \) and \( \varphi_i \) are the amplitude, frequency, and random phase of the \( i \)-th jamming tone, respectively. The parameter \( \varphi_i \) is assumed to be uniformly distributed over \([0, 2\pi]\).

### 2.4 MIMO Space-Time Spreading Scheme

With applications such as video conferencing, extensive web browsing and live video streaming, future wireless systems become extremely demanding in terms of their requirements for high data rates and improved signal quality. Wireless communication systems that employ multiple transmitter and/or receiver antennas, known as multiple-input multiple-output (MIMO) systems have been shown to offer higher data rates and improved signal reliability than single-input single-output (SISO) systems [33]. A major phenomenon limiting the performance of wireless systems is multipath fading. Transmitter diversity techniques are widely proposed as a way to improve the performance of a system with a limited number of receiver antennas as in the case of mobile users where unit size and power are two major limitations. Space-time coding (STC) techniques based on MIMO are known to provide spatial diversity [34]. Two major classes of STC are, space-time trellis code (STTC) which is a generalization of trellis coded modulation (TCM) to multiple transmitter antennas [34], and space-time block code (STBC) [35] which is generalization of Alamouti’s transmit diversity scheme [36] to multiple transmitter antennas. The application of STC with DS-CDMA, referred to as space-time spreading, was first introduced in [37]. In that work, the authors investigated
the performance of a new space-time spreading technique for DS-CDMA systems over quasi-static Rayleigh fading channels. The proposed space-time spreading technique was examined in a single-user DS-CDMA system where no multiuser interference was considered. In this research, we consider the space-time spreading scheme that was proposed in [23] and combines MIMO with multiuser access in a simple and effective way in the presence of MTJ over a generalized-$K$ channel. Similar to [23], the system under consideration employs $L_T = 2$ antennas at the transmitter side and $L_A$ antennas at the receiver side. The space-time spreading scheme in [23] can be described as follows. If we let $d_1$ and $d_2$ be the input bits of a user to the space-time encoder at the transmitter side, then each data symbol is modulated using two spreading codes, i.e., $s_i$, $i = 1, 2$. The encoder produces codewords $d_1s_1 + d_2s_2$ and $d_1s_2 - d_2s_1$ to be transmitted from antennas 1 and 2, respectively, during the first transmission period. In the second transmission period, these codewords are switched with respect to the antenna order. At the receiver side, each antenna has two correlators matched to each spreading sequence for the despreading purpose.
Chapter 3

BER Analysis of Diversity-Combining Receivers over Flat and Frequency-Selective Multipath Fading Channels

There are a variety of diversity-combining techniques available and the most frequently used ones are maximal-ratio combining (MRC) and equal-gain combining (EGC) [6]. The performance of these diversity-combining schemes in DS-CDMA systems has been studied in the literature [8]. In this chapter, we analyze the BER performance of MRC and EGC based techniques for asynchronous band-limited DS-CDMA systems. We study the BER performance of such diversity receivers under various scenarios of channel fading, shadowing, MAI, MTJ, and AWGN. In Section 3.1, we present an overview of the previous work and the contribution of our work. In Section 3.2, we present the BER analysis of band-limited systems over flat-fading channels with MRC and EGC based diversity systems. In Section 3.3, we present the BER analysis over frequency-selective multipath fading channels with single and two-dimensional techniques. Numerical results and discussions are presented in Section 3.4 with two types of band-limited pulse shapes, i.e., SRC [6] and BTD [22]. Finally, conclusions are drawn in Section 3.5.
3.1 Introduction

In this chapter, we investigate the BER performance of asynchronous band-limited DS-CDMA systems with various types of diversity-combining receivers over generalized-$K$ fading channels. The effects of slow flat and frequency-selective fading are considered with conventional matched-filter detection technique. In the literature, various diversity techniques have been discussed and the most commonly used ones are MRC and EGC [38]. In MRC, each signal branch is multiplied by a weight factor that is proportional to the signal amplitude, such that more emphasis is placed on stronger components and less on weaker ones when the outputs of the correlators are summed before making symbol decision [6]. Thus, MRC requires the desired user’s channel information. In EGC, each signal branch is weighted with the same factor, irrespective of the received signal amplitude [38]. Multi-dimensional diversity schemes involving the combination of two or more conventional means of realizing diversity (e.g., space and multipath) to provide better performance have recently received a good deal of attention [8]. For example, in the context of wideband CDMA, multi-dimensional diversity schemes are implemented in the form of two-dimensional RAKE receivers, consisting of an array of antennas, each followed by a conventional RAKE receiver [8].

Performance of various diversity schemes in wireless channels has been well studied in the literature [6]. Diversity receptions for DS-CDMA systems have been studied using various modulation techniques over a range of fading channels such as Rayleigh fading with lognormal shadowing, Rician fading and Nakagami fading [39]. In these works, non-return-to-zero (NRZ) pulse shapes were considered. However, as previously pointed out in Chapters 1 and 2, a practical DS-CDMA system usually employs pulse-shaping
filtering to restrict out-of-band radiation [40], [41]. In [42]-[43], the authors analyzed the BER performance of band-limited DS-CDMA systems with selection combining (SC), EGC and MRC over Nakagami fading channels. In [44], performance evaluation of a DS-CDMA system over frequency-selective Nakagami fading channels with RAKE combining was considered with various band-limited and time-limited pulses.

In this chapter, we study the BER performance of asynchronous band-limited DS-CDMA systems over generalized-$K$ fading channels with various diversity-combining receivers. We incorporate generalized-$K$ model in order to study the effects of composite shadowing and fading effects on the BER performance of the system. We analyze EGC and MRC based receivers for the space-diversity schemes over flat-fading channels as well as for the case of multipath frequency-selective fading channels. We consider both the single-dimensional and two-dimensional multipath diversity-combining schemes in our analyses. A two-dimensional diversity-combining scheme is a combination of two conventional means of realizing diversity, i.e., space and multipath [8]. Conventional matched-filter based system, random spreading, BPSK modulation scheme, asynchronous timing and independent generalized-$K$ fading variables are assumed. In [40]-[44], only MAI and AWGN were considered. However, a DS-CDMA based system, because of its inherent wideband nature and coexistence with various narrowband systems, can be jammed by narrowband interference or MTJ [45]. Techniques based on the Gaussian approximation (GA) [15] are employed for the BER performance analyses. Therefore, MTJ and MAI are assumed to follow Gaussian distribution [6]. We consider Gaussian approximation because of its simplicity and thus, it leads to mathematically tractable BER expressions for the system and channel model that are incorporated in this research. Our
analytical and numerical results are valid for arbitrary number of diversity branches and arbitrary value of generalized-$K$ fading parameters. In this chapter, we derive analytical BER expressions for asynchronous band-limited DS-CDMA systems employing conventional matched-filter based systems over generalized-$K$ fading channels. Both shadowing and small-scale fading effects are incorporated in the BER analysis. Diversity schemes based on MRC and EGC are considered in order to combat fading effects. Numerical results are presented and analyzed by employing two types of band-limited pulse shapes, namely, spectrum raised-cosine (SRC) and Beaulieu–Tan–Damen (BTD).

### 3.2 Diversity Combining in Flat Fading

#### 3.2.1 System Model

We consider an asynchronous band-limited DS-CDMA system with MTJ and AWGN over a generalized-$K$ flat-fading channel. We assume $K_u$ active users in the system. A unified representation of space diversity model with two types of diversity receptions, namely, EGC and MRC, is shown in Fig. 3.1a. The detailed model of the $l$-th correlator is shown in Fig. 3.1b. The receiver can combine receptions from $L_A$ independent space diversity branches. The $l$-th branch received signal after co-phasing can be written as [15], [43]

$$s_l(t) = \sum_{k=1}^{K_u} A_k X_{k,l} \cos \left(2\pi f_s t + \theta_{k,l}\right) \sum_{n=-\infty}^{\infty} d_{[n/N]_l}^{(k)} c_{n}^{(k)} h(t - \tau_k - nT_c) + I_l(t) + n_l(t)$$

(3.1)

where $I_l(t)$ is the MTJ term and $n_l(t)$ is the AWGN term with two-sided power spectral density (PSD) $N_o/2$. In (3.1), $d_{[n/N]_l}^{(k)} \in \{+1,-1\}$ is the $k$-th user’s equiprobable data bit.
of duration $T_b$, $[z]$ indicates the integer portion of $z$, and $c_{m}^{(k)} \in \{+1,-1\}$ is the $n$-th chip of the $k$-th user’s random spreading sequence. Furthermore, spreading factor is given by $N = \frac{T_b}{T_c}$ where $T_c$ is the chip duration, $A_k$ is the amplitude of the $k$-th user’s transmitted signal and $f_s$ is the carrier frequency. The received baseband chip pulse is denoted by $h(t)$ and it satisfies the energy constraint of $\int_{-\infty}^{\infty} |h(t)|^2 \, dt = T_c$. The random variables $\tau_k$ and $\theta_{k,l}$ represent time delay and phase of the $k$-th user in the $l$-th diversity branch, and are uniformly distributed over $[0,T_c]$ and $[0,2\pi]$, respectively [15]. The $k$-th user’s independent fading amplitude in the $l$-th diversity branch, $X_{k,l}$, follows the generalized-$K$ distribution [20]. We assume $k=1$ as our desired user with $\tau_1 = 0$ and $\theta_{1,l} = 0$. In Fig. 3.1a, the output from the correlator of the $l$-th space diversity branch is represented as $y^1_l$. The output from the $l$-th correlator stage when we employ EGC or MRC is represented as $y^1_{EGC,l}$ and $y^1_{MRC,l}$, respectively. In addition, the variables $y^1_{EGC}$ and $y^1_{MRC}$ represent the outputs from the diversity-combining stage for EGC or MRC, respectively. The parameter $\varrho_l$ in Fig. 3.1b is the diversity reception weight parameter for the $l$-th branch [42]. Note that $\varrho_1 = 1$ for EGC, while $\varrho_l = X_{1,l}$ for MRC [43]. The MTJ term in (3.1) can be expressed as [19]

$$I_l(t) = \sum_{i=1}^{J} \alpha_i \lambda_{i,l} \cos(2\pi f_i t + \varphi_{i,l})$$

(3.2)

where $J \geq 1$ represents the total number of independent jamming tones. The parameters $\alpha_i$ and $f_i$ are the amplitude and frequency of the $i$-th jamming tone, respectively. The
parameters $\lambda_{i,j}$ and $\varphi_{i,j}$ are the independent generalized-$K$ fading variable and random phase of the $i$-th jamming tone, respectively. The parameter $\varphi_{i,j}$ is assumed to be uniformly distributed over $[0, 2\pi]$. Without loss of generality, we assume that bit “+1” is being transmitted. The decision statistic of the received signal at the $l$-th space diversity branch can be expressed as [42]

$$y^l_i = D_i + \Xi_l + \tilde{I}_i + \eta_i$$  \hspace{1cm} (3.3)

where $D_i = \partial_i A_T X_{t,j}$, $\eta_i$ is a zero-mean Gaussian random variable with variance of [17]

$$\sigma^2_{i,\eta} = \partial_i^2 N_0 \times N \int_{-\infty}^{\infty} |h(t)|^2 dt = \partial_i^2 N_0 T_b.$$

In (3.3), $\Xi_l$ is the MAI component and is given by $\Xi_l = \sum_{k=2}^{K} \Xi_{k,l}$ where [15]

$$\Xi_{k,l} = \partial_i A_k N_{k,j} T_c \cos(\theta_{k,i}) \sum_{n=0}^{N-1} \sum_{m=-\infty}^{\infty} c_n^{(l)} b_n^{(k)} g((u-n)T_c - \tau_k).$$  \hspace{1cm} (3.5)

The function $g(.)$ in (3.5) denotes the band-limited Nyquist pulse shape [15] as discussed in Section 2.1 and the parameter $b_n^{(k)} \in \{+1, -1\}$ in (3.5) is defined as $b_n^{(k)} = c_n^{(k)} d_n^{(k)}$, where $\lfloor z \rfloor$ indicates the integer portion of $z$, and $k = 2, \ldots, K_u$. 
3.2.2 BER Analysis for Equal-Gain Combining

The BER performance of an $L_A$ branch EGC receiver for the band-limited DS-CDMA system is analyzed in this section. The EGC-based system coherently combines the signals from $L_A$ space diversity branches, to form the final decision statistic $y_{EGC}^l$ [42]. We assume that bit “+1” is being transmitted. The probability of bit error of the EGC-based system can be written as [43]

$$P_e = \Pr \left( y_{EGC}^l = D_{EGC,L_A} + \Xi_{EGC,L_A} + \hat{I}_{EGC,L_A} + \eta_{EGC,L_A} < 0 \right)$$  \hspace{1cm} (3.6)
where $D_{EGC,l_k} = \sum_{l=1}^{L_k} D_l$, $\Xi_{EGC,l_k} = \sum_{l=1}^{L_k} \Xi_l$, $\tilde{I}_{EGC,l_k} = \sum_{l=1}^{L_k} \tilde{I}_l$ and $\eta_{EGC,l_k} = \sum_{l=1}^{L_k} \eta_l$.

where $D_l$, $\Xi_l$, $\tilde{I}_l$ and $\eta_l$ are the data, MAI, MTJ and AWGN components in the $l$-th branch of the receiver, respectively. The characteristic function (CF) with Gaussian approximation (GA) approach is adopted here to obtain the final BER expression. The CF of the AWGN component is given as [17]

$$\Phi_\eta(\omega) = \exp\left(-\omega^2 \sigma_\eta^2 / 2\right)$$

(3.7)

where

$$\sigma_\eta^2 = N_0 \times N \int_{-\infty}^{\infty} |h(t)|^2 dt = N_0 T_h.$$  

(3.8)

The CF of the MAI component is

$$\Phi_\Xi(\omega) = \exp\left(-\omega^2 \sigma_\Xi^2 / 2\right).$$

(3.9)

Now, by assuming large values of $K_u$ and $N$, the MAI component is assumed to follow Gaussian distribution with zero mean and variance $\sigma_\Xi^2$ [15]. In (3.9), the variance $\sigma_\Xi^2$ of the MAI component is [15]

$$\sigma_\Xi^2 = \frac{1}{2} N \left[1 - \gamma \beta / 2\right] T_c^2 \sum_{k=2}^{K_u} A_k^2 E\left(X_k^2\right)$$

$$= 2N \left[1 - \gamma \beta / 2\right] T_c^2 \sum_{k=2}^{K_u} A_k^2 \frac{M_k m_k}{b_k^2}$$

(3.10)

where $\gamma = \frac{2}{\beta} \left[1 - \frac{1}{T_c^3} \int_{-\infty}^{\infty} \left|H(f)\right|^4 df\right]$ and $b_k = \sqrt{4M_k m_k / E\left(X_k^2\right)}$, $M_k$ and $m_k$ are the generalized-$K$ distribution parameters for the $k$-th $(k = 2, \ldots K_u)$ MAI component. Moreover, we assume that various random fading variables of the MAI component are
independent of each other. With the help of (3.10), the overall unconditional CF of the Gaussian distributed MAI component is [42], [43]

\[
\Phi_{Z}(\omega) = \prod_{k=2}^{K_u} \Phi_{Z_k}(\omega)
\]

\[
= \prod_{k=2}^{K_u} \exp \left(-\omega^2 N \left[ 1 - \frac{\gamma\beta}{2} \right] T_c^2 \frac{A_k^2 M_k m_k}{b_k^2} \right).
\] (3.11)

Next, we consider the MTJ component in (3.3) which can be expressed as [6], [17], [38]

\[
\tilde{I}_i = \sum_{i=1}^{J} \alpha_i \lambda_{i,i} \sum_{k=0}^{N-1} c_n \int_{-\infty}^{\infty} h(t - n T_c) \cos \left( 2\pi \Delta f_i t + \phi_{i,i} \right) dt.
\] (3.12)

In (3.12), the parameter \( \Delta f_i \) is defined as \( \Delta f_i = f_i - f_s \) where \( f_s \) is the system carrier frequency and \( f_i \) is frequency of the \( i \)-th jamming tone, respectively. By considering large \( N \) and by invoking the central limit theorem (CLT) [6], we can view MTJ component as a Gaussian random variable with zero mean and a variance given as [6], [15], [38]

\[
\sigma_i^2 = \frac{1}{2} N T_c \sum_{j=1}^{J} \left( \alpha_i^2 \frac{H(\Delta f_i)}{T_c} \right)^2 \left( \lambda_{i,i}^2 \right)
\]

\[
= \frac{1}{2} T_b \sum_{j=1}^{J} \alpha_i^2 G(\Delta f_i) \left( \lambda_{i,i}^2 \right)
\]

\[
= 2T_b \sum_{j=1}^{J} \left( \frac{\alpha_i^2 G(\Delta f_i) M(i) m(i)}{b(i)} \right).
\] (3.13)

where \( M(i) \), \( m(i) \) and \( b(i) = \sqrt{4M(i) m(i) / \left( \lambda_{i,i}^2 \right)} \) are the generalized-\( K \) fading parameters of the \( i \)-th jamming tone. Also, we assume various random fading variables of the MTJ component to be independent of each other. With the help of (3.13), the CF of the Gaussian distributed MTJ term is [6]
\[
\Phi_i(\omega) = \exp \left( -\omega^2 T_b \sum_{j=1}^{J} \frac{\alpha_j^2 G(\Delta f_j) M_{(j)} m_{(i)}}{b_{(i)}^2} \right)
\]
\[
= \prod_{j=1}^{J} \exp \left( -\omega^2 T_b \frac{\alpha_j^2 G(\Delta f_j) M_{(j)} m_{(i)}}{b_{(i)}^2} \right).
\]

Finally, the CF of \( D_i = A_i T_b X_{i,l} \) in (3.3) can be obtained as [46]
\[
\Phi_{i,l}(\omega) = E \{ \exp \left( j \omega X_{i,l} A_i T_b \right) \}
\]
\[
= \frac{b_{l,D}^{M_{l,D}+m_{l,D}}}{2^{M_{l,D}+m_{l,D}-2} \Gamma(m_{l,D}) \Gamma(M_{l,D})} \times \int_0^{\infty} x^{M_{l,D}+m_{l,D}-1} K_{M_{l,D}-m_{l,D}}(b_{l,D} x) \exp \left( j \omega A_i T_b x \right) dx
\]
\[
= \frac{\sqrt{\pi} 2^{-2m_{l,D}} b_{l,D}^{2M_{l,D}} \Gamma(2M_{l,D}) \Gamma(2m_{l,D})}{\Gamma(M_{l,D}) \Gamma(m_{l,D}) \Gamma(\Theta_{l,D})} \times \frac{\mu^{M_{l,D}}}{\Gamma(2M_{l,D})} \left[ b_{l,D}^2 + (A_i T_b \omega)^2 \right]^{M_{l,D}}
\]

(3.15)

where \( j = \sqrt{-1} \), \( \Gamma(\.) \) is the gamma function and \( _2F_1(\.) \) is the hypergeometric function given as [46]
\[
_2F_1(a, b; c; z) = \sum_{n=0}^{\infty} \frac{(a)_n (b)_n}{(c)_n} \frac{z^n}{n!},
\]

where \( (\.)_n \) is the Pochhammer symbol [46]. In (3.15), the parameters \( b_{l,D}, m_{l,D}, \) and \( M_{l,D} \) are the generalized-\( K \) distribution parameters for the random variable \( D_i \). Note that in (3.15),
\[ \Theta_{i,D} = M_{i,D} + m_{i,D} + 1/2. \] (3.16)

\[ \mathfrak{m}_{i,D} = M_{i,D} - m_{i,D} + 1/2 \] (3.17)

and

\[ \mu_{i,D} = \exp\left[j2\tan^{-1}\left(A\mathcal{T}_p\omega/b_{i,D}\right)\right]. \] (3.18)

The final BER expression for the EGC case can be obtained by using the inversion formula as [43], [47]

\[ P_e \approx 1 - \frac{1}{2\pi} \int_{0}^\infty \Phi_{L_A,\eta}(\omega) \Phi_{L_A,\pi}(\omega) \Phi_{L_A,\bar{z}}(\omega) \Im\left(\Phi_{L_A,D}(\omega)\right) d\omega \] (3.19)

where \( \Im(z) \) denotes the imaginary component of \( z \). Moreover, the integration in (3.19) can be solved by incorporating any suitable numerical technique. In (3.19), the characteristic functions are [8]

\[ \Phi_{L_A,D}(\omega) = \prod_{i=1}^{L_A} \Phi_{i,D}(\omega) \]

\[ = \prod_{i=1}^{L_A} \sqrt{\pi} 2^{-m_{i,D}} b_{i,D}^{2M_{i,D}} \Gamma\left(2M_{i,D}\right) \Gamma\left(2m_{i,D}\right) \]

\[ \times \frac{\Gamma\left(M_{i,D}\right) \Gamma\left(m_{i,D}\right) \Gamma\left(\Theta_{i,D}\right)}{\Gamma\left(M_{i,D}\right) \Gamma\left(m_{i,D}\right) \Gamma\left(\Theta_{i,D}\right)} \]

\[ \times \frac{\mu_{M_{i,D}}^{\mathfrak{m}_{i,D}} F_1\left(2M_{i,D}, \mathfrak{m}_{i,D}, \Theta_{i,D}, -\mu_{i,D}\right)}{\left[b_{i,D}^2 + (A\mathcal{T}_p\omega)^2\right]^\mathfrak{m}_{i,D}}, \] (3.20)
\[ \Phi_{L_A} (\omega) = \prod_{l=1}^{L_A} \Phi_{\Xi} (\omega) \]

\[ = \prod_{l=1}^{L_A} \prod_{k=2}^{\kappa_u} \exp \left( -\alpha^2 N \left[ 1 - \gamma_\beta / 2 \right] T_c A_k^2 \frac{M_k m_k}{b_k^2} \right) \]

\[ = \prod_{k=2}^{\kappa_u} \exp \left( -\alpha^2 N \left[ 1 - \gamma_\beta / 2 \right] T_c A_k^2 \frac{M_k m_k}{b_k^2} \right) \]

\[ = \prod_{k=2}^{\kappa_u} \exp \left( -\alpha^2 L_A N \left[ 1 - \gamma_\beta / 2 \right] T_c A_k^2 \frac{M_k m_k}{b_k^2} \right) \] (3.21)

\[ \Phi_{L_A} (\omega) = \prod_{l=1}^{L_A} \Phi_{\iota} (\omega) \]

\[ = \prod_{l=1}^{L_A} \prod_{i=1}^{J} \exp \left( -\alpha^2 T_b \frac{\alpha_i^2 G(\Delta f_i) M_{(i)m_{(i)}}}{b_{(i)}^2} \right) \]

\[ = \prod_{i=1}^{J} \exp \left( -\alpha^2 T_b \frac{\alpha_i^2 G(\Delta f_i) M_{(i)m_{(i)}}}{b_{(i)}^2} \right) \]

\[ = \prod_{i=1}^{J} \exp \left( -\alpha^2 L_A T_b \frac{\alpha_i^2 G(\Delta f_i) M_{(i)m_{(i)}}}{b_{(i)}^2} \right) \] (3.22)

and
\[ \Phi_{L_A, \eta}(\omega) = \prod_{l=1}^{L_A} \exp\left(-\omega^2 \sigma^2_{\eta} / 2\right) \]

\[ = \prod_{l=1}^{L_A} \exp\left(-\omega^2 N_0 T_b / 2\right) \]

\[ = \left[ \exp\left(-\omega^2 N_0 T_b / 2\right) \right]^{L_A} \]

\[ = \exp\left(-\omega^2 L_A N_0 T_b / 2\right). \] (3.23)

From (3.19), we observe that by using the generalized-$K$ distribution shadowing and fading effects can be incorporated in the BER analysis without much extra computational complexity.

### 3.2.3 BER Analysis for Maximal-Ratio Combining

The probability of bit error based on the final decision statistic for the MRC case is [43]

\[ P_e = \Pr\left(y_{\text{MRC}}^1 = D_{\text{MRC}, L_A} + \bar{\Xi}_{\text{MRC}, L_A} + \bar{I}_{\text{MRC}, L_A} + \eta_{\text{MRC}, L_A} < 0\right) \] (3.24)

where \( D_{\text{MRC}, L_A} = A T_b X_M \) and \( X_M = \sum_{j=1}^{L_A} X^2_{1j} \). The random variables \( \bar{\Xi}_{\text{MRC}, L_A} \), \( \bar{I}_{\text{MRC}, L_A} \) and \( \eta_{\text{MRC}, L_A} \) represent the MAI, MTJ and AWGN components, respectively. We observe from (3.24) that the weighted outputs from the \( L_A \) space diversity branches are coherently combined before the decision stage. Based on the approach presented in Section 3.2.2, by using Gaussian approximation, the variance expressions of AWGN, MAI, and MTJ components are [43]

\[ \sigma^2_{L_A, \eta} = X_M N_0 \times N \int_{-\infty}^{\infty} |h(t)|^2 dt = X_M N_0 T_b, \] (3.25)
\[
\sigma_{LA,\Xi}^2 = 2X_M N [1 - \gamma \beta / 2] T_c^2 \sum_{k=2}^{K} A_k^2 M_k m_k / b_k^2
\]  \hspace{1cm} (3.26)

and

\[
\sigma_{LA,i}^2 = 2T_b X_M \sum_{i=1}^{L} \alpha_i^2 G(\Delta f_i) M_{(i)} m_{(i)} / b_{(i)}^2.
\]  \hspace{1cm} (3.27)

respectively. Based on (3.24), the conditional BER expression for the MRC case is [43]

\[
P_e(\gamma_l) \approx Q\left( \sqrt{\frac{(A T_b)^2 X_M}{N_0 T_b + V_{\Xi} + V_Y}} \right)
\]

\[
= Q\left( \sqrt{\sum_{l=1}^{L} 2\gamma_l} \right)
\]  \hspace{1cm} (3.28)

where \(Q(x)\) is the Gaussian \(Q\) function [6] which can also be represented as [8]

\[
Q(x) = \frac{1}{\pi} \int_0^{\pi/2} \exp \left( -\frac{x^2}{2 \sin^2 \theta} \right) d\theta, \quad \text{for } x \geq 0.
\]  \hspace{1cm} (3.29)

In (3.28), \(V_{\Xi} = \sigma_{LA,\Xi}^2 / X_M\), \(V_Y = \sigma_{LA,i}^2 / X_M\), and \(2\gamma_l\) represents the output signal-to-interference-plus-noise ratio (SINR) at the \(l\)-th branch of the diversity receiver with \(\gamma_l = CX_{0,l}^2\), where

\[
C = \frac{(A T_b)^2}{2(N_0 T_b + V_{\Xi} + V_Y)}.
\]  \hspace{1cm} (3.30)

Now, by using the modified form of the Gaussian \(Q\) function, we can express (3.28) as
\[ P_e(\gamma_1) = \frac{1}{\pi} \int_0^{\pi/2} \exp \left( - \sum_{l=1}^{L_A} \frac{\gamma_l}{\sin^2 \theta} \right) d\theta \]

\[ = \frac{1}{\pi} \int_0^{\pi/2} \prod_{l=1}^{L_A} \exp \left( - \frac{\gamma_l}{\sin^2 \theta} \right) d\theta. \quad (3.31) \]

Using the moment generating function (MGF) based approach, the unconditional BER expression can be written as [8]

\[ P_e \approx \frac{1}{\pi} \int_0^{\pi/2} \prod_{l=1}^{L_A} \mathcal{X}_l(b_{l,D}, M_{l,D}, m_{l,D}, \theta) d\theta. \quad (3.32) \]

The integral in (3.32) can be solved with the help of numerical technique. In (3.32), the parameter \( \mathcal{X}_l(b_{l,D}, M_{l,D}, m_{l,D}, \theta) \) is given as [8], [46]

\[ \mathcal{X}_l(b_{l,D}, M_{l,D}, m_{l,D}, \theta) = \int_0^\infty \exp \left( - \frac{C x^2}{\sin^2 \theta} \right) f_{X_{l,D}}(x) \, dx \]

\[ = \left( \frac{b_{l,D} \sin \theta}{2C} \right)^{M_{l,D} + m_{l,D} - 1} \exp \left( \frac{b_{l,D}^2 \sin^2 \theta}{8C} \right) \times \exp \left( \frac{b_{l,D}^2 \sin^2 \theta}{8C} \right) \times W_{-\frac{1}{2}(M_{l,D} + m_{l,D} - 1), \frac{1}{2}(M_{l,D} - m_{l,D})} \left( \frac{b_{l,D}^2 \sin^2 \theta}{4C} \right); \quad (3.33) \]

In (3.33), \( W_{x,y}(z) \) is the Whittaker function and is defined as [46]

\[ W_{x,y}(z) = \exp \left( -\frac{z}{2} \right) z^{\frac{1}{2}} \int_0^{-x+y} \Gamma \left( \frac{1}{2} - x + y \right) \left( 1 + \frac{t}{z} \right)^{x+y-\frac{1}{2}} \exp (-t) \, dt. \quad (3.34) \]

Also, \( f_{X_{l,D}}(x) \) is the generalized-\( K \) distribution of the desired user’s random fading variable. It can be seen from (3.19) and (3.32) that the BER performance of EGC and MRC, respectively, can be computed for any arbitrary values of \( L_A \) and the generalized-\( K \)
distribution parameters. Also, by using the generalized-$K$ model, we can study the composite effects of shadowing and fading on BER performance with mathematical tractability and simplicity.

In the followings, we will consider a special scenario of the MRC based space diversity systems in the absence of shadowing effects, i.e., when $M \to \infty$. Under such conditions, the generalized-$K$ fading channel can be described as a Nakagami-$m$ fading channel [20]. We further assume random fading variables of the desired user’s signal in various branches of the receiver are independent and identically distributed. Under such conditions and with the help of [43], the probability density function of the random fading variable $X_M = \sum_{l=1}^{L_A} X_{1l}^2$ can be expressed as

$$f_{X_M}(x) = \frac{1}{\Gamma(m L_A)} \left( \frac{m}{\text{E}(X_1^2)} \right)^{m L_A} \exp \left( \frac{-m}{\text{E}(X_1^2)} \right) x^{m L_A - 1}, \quad \text{for } x > 0.$$  

By using the expression of $f_{X_M}(x)$, the unconditional BER expression is given as [43]

$$P_e \approx \int_0^\infty Q \left( \sqrt{2C X_M} \right) f_{X_M}(x) \, dx$$

$$= \frac{\Gamma \left( mL_A + \frac{1}{2} \right)}{2^{\frac{1}{2}m L_A} \Gamma(m L_A)} \times \left[ \frac{m}{C \text{E}(X_1^2)} \right]^{m L_A}$$

$$\times {}_2F_1 \left( mL_A, mL_A + \frac{1}{2}; mL_A + 1; \frac{-m}{C \text{E}(X_1^2)} \right)$$  \hspace{1cm} (3.35)
where $C$ in (3.35) follows the same definition as in (3.30), i.e., 
$$C = \frac{(A_T)^2}{2(N_v T_v + V_z + V_f)},$$
and $m$ is the small-scale fading parameter. The simplified BER expression in (3.35) is valid for arbitrary number of branches as well as arbitrary values of parameter $m$.

### 3.3 Diversity-Combining over Multipath Frequency-Selective Fading Channels

#### 3.3.1 Single-Dimensional Diversity with EGC

In this section, we consider an asynchronous DS-CDMA band-limited communication system with MTJ and AWGN over a frequency-selective generalized-$K$ fading channel. The received signal is [6]

$$r_i(t) = \sum_{k=1}^{K_p} \sum_{l=1}^{L_p} A_k X_{k,l} \cos(2\pi f_s t + \theta_{k,l}) \sum_{n=-\infty}^{\infty} a_{n[N]}^{(k)} \eta_n^{(k)} h(t - \tau_k - lT_c - nT_c) + I_i(t) + n_i(t)$$

(3.36)

where $I_i(t)$ and $n_i(t)$ are the MTJ and AWGN components, respectively. In (3.34), $L_p$ is the total number of resolvable paths and $X_{k,l}$ denotes the independent random fading variable for the $k$-th user in the $l$-th multipath. We assume a negative exponentially decaying multipath intensity profile (MIP) given by [8]

$$\mathcal{A}_{k,l} = \mathcal{A}_{k,1} \exp \left( -\eta \ (l-1) \right)$$

(3.37)

for $\eta \geq 0$ and $l = 1, \ldots, L_p$, where $\mathcal{A}_{k,l}$ is the average signal strength relative to the first resolvable multipath component, i.e., $\mathcal{A}_{k,1}$, $\eta$ is the rate of average power decay for the
system. In this research, we assume $\eta$ to have a common value for all users. The multipath fading variables are assumed to be independent of each other. The multipath receiver consists of a bank of $L_r$ filters, matched to the delayed versions of the user’s random signature waveform, where $L_r \leq L_p$. The BER performance of an $L_r$ branch EGC receiver for the band-limited DS-CDMA system is analyzed in this section. The EGC based system coherently combines the signals from $L_r$ multipath diversity branches, to form the final decision statistic $Z_{\text{EGC}}$ [42]. The probability of bit error based on the decision statistic for the EGC based system can be written as [6]

$$Z_{\text{EGC}} = D_{\text{EGC}} + I_{\text{MAI,EGC}} + I_{\text{SI,EGC}} + I_{\text{MTJ,EGC}} + I_{\eta,\text{EGC}} \quad (3.38)$$

where $D_{\text{EGC}}$, $I_{\text{SI,EGC}}$, $I_{\text{MAI,EGC}}$, $I_{\text{MTJ,EGC}}$ and $I_{\eta,\text{EGC}}$ are the desired data, self-interference, MAI, MTJ and Gaussian noise components, respectively. Note that

$$D_{\text{EGC}} = \sum_{l=1}^{L_r} D_l = \sum_{l=1}^{L_r} A_T b X_{1,l}, \quad I_{\text{SI,EGC}} = \sum_{l=1}^{L_r} I_{\text{SI,EGC},l}, \quad I_{\text{MAI,EGC}} = \sum_{l=1}^{L_r} I_{\text{MAI,EGC},l},$$

$$I_{\text{MTJ,EGC}} = \sum_{l=1}^{L_r} I_{\text{MTJ,EGC},l} \quad \text{and} \quad I_{\eta,\text{EGC}} = \sum_{l=1}^{L_r} I_{\eta,\text{EGC},l}, \quad \text{where} \quad I_{\text{SI,EGC},l}, \quad I_{\text{MAI,EGC},l},$$

$I_{\text{MTJ,EGC},l}$ and $I_{\eta,\text{EGC},l}$ are the self-interference, MAI, MTJ and AWGN components in the $l$-th branch of the receiver, respectively. The characteristic function (CF) with Gaussian approximation (GA) approach is adopted here. The variance expressions of the MAI and self-interference components are [44]

$$\sigma_{\text{MAI,EGC}}^2 = \frac{NT_c^2}{2} [1 - \eta \beta^2 / 2] q(L_p, \eta) \sum_{k=2}^{K_u} A_k^2 \mathcal{A}_{k,l} \quad (3.39)$$

and
\[\sigma_{SL,EGC}^2 = \frac{NT_c^2 A_s^2 A_{1,1}}{2} \left[ q(L_p, \eta) - 1 \right], \quad (3.40)\]

respectively. In (3.39) and (3.40), the parameter \(q(L_p, \eta)\) is defined as [44]

\[q(L_p, \eta) = \sum_{l=1}^{L_p} \exp(-\eta(l-1)) = \left[ \frac{1-\exp(-\eta L_p)}{1-\exp(-\eta)} \right] \quad (3.41)\]

and \(A_{1,l} = A_{1,1} \exp(-\eta(l-1))\) for \(\eta \geq 0\) and \(l = 1, \ldots, L_p\). The CF of the self-interference component is

\[\Phi_{SI,EGC}(\omega) = \exp\left(-\omega^2 \frac{N T_c^2 A_s^2 A_{1,1}}{4} \left[ q(L_p, \eta) - 1 \right] \right). \quad (3.42)\]

Similarly, the CF of the MAI component is given as

\[\Phi_{MAI,EGC}(\omega) = \prod_{k=2}^{K_u} \exp\left(-\omega^2 \frac{N T_c^2}{4} \left[ 1 - \gamma \beta / 2 \right] q(L_p, \eta) A^2 A_{1,1} \right). \quad (3.43)\]

The characteristic functions of the MTJ, Gaussian noise and the data term for the \(l\)-th diversity branch have the same form as the one shown in Section 3.2.2. Now, by assuming that all the fading variables are independent of each other, the final BER expression for the EGC case can be obtained by using the inversion formula as [42], [47]

\[P_e \approx \frac{1}{2} - \frac{1}{\pi} \int_0^\infty \frac{\Phi_{SI,EGC}(\omega) \Phi_{MAI,EGC}(\omega) \Phi_{MTJ,EGC}(\omega) \Phi_{D}(\omega) \mathcal{I}(\Phi_D(\omega))}{\omega} d\omega \quad (3.44)\]

The integral in (3.44) can be solved by using any suitable numerical technique. In (3.44), the characteristic functions of the data, MAI, MTJ, self-interference and Gaussian noise terms are
\[
\Phi_D(\omega) = \prod_{i=1}^{L_r} \Phi_{i,D}(\omega)
\]
\[
\Phi_D(\omega) = \prod_{i=1}^{L_r} \frac{\sqrt{\pi} 2^{2-2m_{1,i}} b_{i,j}^{2M_{r,i}} \Gamma(2M_{r,i}) \Gamma(2m_{1,i})}{\Gamma(M_{1,i}) \Gamma(m_{1,i}) \Gamma(\Theta_{1,i})} \times \mu_{i,j}^{M_{r,i}} F_i(2M_{r,i}, m_{1,i}, \Theta_{1,i}; -\mu_{i,j}) \left[ b_{i,j}^2 + (A_i T_o \omega)^2 \right]^{M_{r,i}}, \tag{3.45}
\]
\[
\Phi_{\text{MAI,EGC}}(\omega) = \prod_{k=2}^{K_u} \exp \left( -\omega^2 L_r \frac{N T_C^2}{4} \left[ 1 - \gamma \beta / 2 \right] q(L_p, \eta) A_k^2 \Omega_{k,1} \right), \tag{3.46}
\]
\[
\Phi_{\text{MTJ,EGC}}(\omega) = \prod_{i=1}^{J} \exp \left( -\omega^2 L_r T_b \frac{\alpha_{i}^2 G(D_i) M_{m(i)} m_{(i)}}{b_{(i)}^2} \right), \tag{3.47}
\]
\[
\Phi_{\text{SI,EGC}}(\omega) = \exp \left( -\omega^2 L_r \frac{N T_C^2 A_1^2 \Omega_{1,1}}{4} q(L_p, \eta) - 1 \right) \tag{3.48}
\]
\[
\Phi_{\theta,\text{EGC}}(\omega) = \exp \left( -\omega^2 L_r N_0 T_b / 2 \right), \tag{3.49}
\]
respectively.

### 3.3.2 Single-Dimensional Diversity with MRC

We incorporate MRC as the diversity-combining technique in this section. The individual matched-filter output is appropriately delayed in order to coherently combine the $L_r$ diversity paths. Assuming that bit “+1” is transmitted, the final decision statistic is [43]

\[
Z_{1,\text{MRC}} = D_{1,\text{MRC}} + I_{\text{MAI, MRC}} + I_{\text{SI, MRC}} + I_{\text{MTJ, MRC}} + I_{\eta,\text{MRC}} \tag{3.50}
\]

where $D_1 = A_i T_b \sum_{i=1}^{L_r} X_{1,i}^2$. In (3.50), the terms $I_{\text{MAI, MRC}}$, $I_{\text{SI, MRC}}$, $I_{\text{MTJ, MRC}}$, and $I_{\eta,\text{MRC}}$ represent the MAI, self-interference, MTJ, and Gaussian noise, respectively. Now, under
the assumption of random spreading sequences with large value of $N$ and with the help of central limit theorem, $I_{MAI,MRC}$, $I_{SI,MRC}$, $I_{MTJ,MRC}$, and $I_{\eta,MRC}$ can be approximated as Gaussian random variables with zero mean and variances of [6], [41], [44]

$$\sigma^2_{MAI,MRC} = \frac{NT_c^2}{2} \left[1 - \gamma \beta / 2\right] q(L_p, \eta) \sum_{k=2}^{K_t} A_k^2 \sum_{l=1}^{L_r} X^2_{1,l},$$  \hspace{1cm} (3.51)

$$\sigma^2_{SI,MRC} = \frac{NT_c^2 A^2 \alpha_{11}}{2} \left[q(L_p, \eta) - 1\right] \sum_{l=1}^{L_r} X^2_{1,l},$$  \hspace{1cm} (3.52)

$$\sigma^2_{MTJ,MRC} = 2T_b \sum_{i=1}^{J} \alpha_i^2 G(\Delta f_i) M_{(i)} m_{(i)} \sum_{l=1}^{L_r} X^2_{1,l}$$  \hspace{1cm} (3.53)

and

$$\sigma^2_{\eta,MRC} = N_0 T_b \sum_{l=1}^{L_r} X^2_{1,l},$$  \hspace{1cm} (3.54)

respectively. The BER expression based on the Gaussian approximation approach and conditioned on the set of fading magnitudes is given as [44]

$$P_e(\gamma_l) \approx Q\left(\sqrt{\frac{(A_T b)^2 \sum_{l=1}^{L_r} X^2_{1,l}}{N_0 T_b + V_{MAI} + V_{SI} + V_{MTJ}}}\right)$$

$$= Q\left(\sqrt{\sum_{l=1}^{L_r} 2\gamma_l}\right)$$  \hspace{1cm} (3.55)

where

$$V_{MAI,MRC} = \sigma^2_{MAI} / \sum_{l=1}^{L_r} X^2_{1,l}, \hspace{1cm} V_{SI} = \sigma^2_{SI,MRC} / \sum_{l=1}^{L_r} X^2_{1,l},$$

$$V_{MTJ} = \sigma^2_{MTJ,MRC} / \sum_{l=1}^{L_r} X^2_{1,l},$$

and $2\gamma_l$ represents the output SINR of the multipath receiver with $\gamma_l = C_R X^2_{1,l}$, where

$$C_R = \frac{(A_T b)^2}{2(N_0 T_b + V_{MAI} + V_{SI} + V_{MTJ})}.$$  \hspace{1cm} (3.56)
Now, based on the assumption that all the random variables $X_{i,j}$ are independent of each other, the unconditional BER expression can be obtained with the help of MGF based approach as [6], [44]

$$P_e \approx \frac{1}{\pi} \int_{0}^{\pi/2} \prod_{l=1}^{L} \overline{X}_l (\varpi_{l,i}, M_{l,i}, m_{l,j}, \theta) \, d\theta$$

(3.57)

where $\overline{X}_l (\varpi_{l,i}, M_{l,i}, m_{l,j}, \theta)$ can be obtained as [46]

$$\overline{X}_l (\varpi_{l,i}, M_{l,i}, m_{l,j}, \theta) = \left( \frac{\sqrt{M_{l,i}m_{l,j}} \times \sin \theta}{\sqrt{\varpi_{l,i}C_R}} \right)^{M_{l,i}+m_{l,j}-1} \exp \left( \frac{M_{l,i}m_{l,j} \sin^2 \theta}{2\varpi_{l,i}C_R} \right)$$

$$\times W_{-(M_{l,j}+m_{l,j}-1)/2,M_{l,j}+m_{l,j})/2} \left( \frac{M_{l,i}m_{l,j} \sin^2 \theta}{\varpi_{l,i}C_R} \right).$$

(3.58)

The integral in (3.57) can be solved by using any numerical technique.

### 3.3.3 Two-Dimensional Diversity with EGC

In this section, we will extend the analysis of Section 3.3.1 to the case of a two-dimensional diversity system, i.e., space and multipath [8]. A two-dimensional diversity scheme can be viewed as a composite microscopic plus macroscopic diversity designed to provide improved performance over a fading channel [8]. A unified representation of space diversity model with two types of diversity receptions, namely, EGC and MRC, is shown in Fig. 3.2a. The detailed model of the $A$-th multipath correlators bank is shown in Fig. 3.2b. We consider a two-dimensional diversity system consisting of an array of $A$ antennas or space diversity branches each followed by a $L_e$ finger multipath receiver. Now, by assuming that all the fading variables are independent of each other, the final
BER expression for the EGC case can be obtained by using the inversion formula as [42], [47]

\[
P_e \approx \frac{1}{2} - \frac{1}{\pi} \int_0^\infty \frac{\Phi_{\eta,\text{EGC}}(\omega) \Phi_{\text{SI,EGC}}(\omega) \Phi_{\text{MAI,EGC}}(\omega) \Phi_{\text{MTJ,EGC}}(\omega) \Phi_D(\omega)}{\omega} d\omega \tag{3.59}
\]

The integration in (3.59) can be found by using any numerical technique. Also, in (3.59), MAI, MTJ, self-interference and noise components are assumed to follow Gaussian distribution. In (3.59), the characteristic functions of the data, MAI, MTJ, self-interference and Gaussian noise terms are given as

\[
\Phi_D(\omega) = \prod_{l=1}^{L_\eta} \prod_{j=1}^{L_r} \Phi_{1,l,d,j}(\omega)
\]

\[
= \prod_{l=1}^{L_\eta} \prod_{j=1}^{L_r} \sqrt{\pi} 2^{2-2m_{l,d,j}} b_{l,d,j}^{2M_{l,d,j}} \Gamma(2M_{l,d,j}) \Gamma(m_{l,d,j}) \Gamma(\Theta_{l,d,j}) \times \\
\frac{\mu_{M_{l,d,j},\Theta_{l,d,j}}^{M_{l,d,j}} F_1\left(2M_{l,d,j},\Theta_{l,d,j};\Theta_{l,d,j};-\mu_{l,d,j}\right)}{\left[b_{l,d,j}^2 + (A_T l_\omega)^2\right]^{M_{l,d,j}}}, \tag{3.60}
\]

\[
\Phi_{\text{MAI,EGC}}(\omega) = \prod_{k=2}^{K} \exp\left(-\omega^2 L_A L_r \frac{N T_C^2}{4} \left[1 - \gamma \beta / 2\right] q(L_p, \eta) A_k^2 \Omega_{k,l}\right), \tag{3.61}
\]

\[
\Phi_{\text{MTJ,EGC}}(\omega) = \prod_{l=1}^{L} \exp\left(-\omega^2 L_A L_r T_b \frac{\alpha l^2 G(\Delta f_i) M_{l,m_{(l)}}}{b_{(l)}}\right), \tag{3.62}
\]

\[
\Phi_{\text{SI,EGC}}(\omega) = \exp\left(-\omega^2 L_A L_r \frac{N T_C^2 A_{k,1}^2 \Omega_{1,l}}{4} \left[q(L_p, \eta) - 1\right]\right) \tag{3.63}
\]

and,
\[ \Phi_{\eta,\text{EGC}}(\omega) = \exp\left(-\omega^2 L_A L_T N_0 T_b / 2 \right), \quad (3.64) \]

respectively.

In Fig. 3.2, the received signal \( r(t) \) in the \( l_A \)-th spatial branch is defined in (3.36). The output from the \( l_A \)-th stage when we employ EGC or MRC is represented as \( Z_{1,\text{EGC},l_A} \) and \( Z_{1,\text{MRC},l_A} \), respectively. The parameter \( \partial \) in Fig. 3.2b is the diversity reception weight parameter for the \( l \)-th multipath diversity branch. Note that \( \partial = 1 \) for EGC, while \( \partial = X_{1,l} \) for MRC.

### 3.3.4 Two-Dimensional Diversity with MRC

We consider MRC as the diversity-combining scheme in this section. For the independent fading case, we can extend the BER analysis in (3.57) to the two-dimensional diversity system as [8]

\[
P_e \approx \frac{1}{\pi} \int_0^{\pi/2} \prod_{i=1}^{L_A} \prod_{j=1}^{L_L} \overline{X}_{l_A,l} \left( \mathcal{A}_{l_A,l}, M_{l_A,I}, m_{l_A,I}, \theta \right) d\theta \quad (3.65)
\]

where the function \( \overline{X}_{l_A,l} \left( \mathcal{A}_{l_A,l}, M_{l_A,I}, m_{l_A,I}, \theta \right) \) can be obtained as [46]

\[
\overline{X}_{l_A,l} \left( \mathcal{A}_{l_A,l}, M_{l_A,I}, m_{l_A,I}, \theta \right) = \left( \frac{\sqrt{M_{l_A,I} m_{l_A,I} \sin \theta}}{\mathcal{A}_{l_A,l} C_R} \right)^{M_{l_A,I} + m_{l_A,I} - 1} \times \exp \left( \frac{M_{l_A,I} m_{l_A,I} \sin^2 \theta}{2 \mathcal{A}_{l_A,l} C_R} \right) \times W_{-(M_{l_A,I} + m_{l_A,I} - 1)/2, (M_{l_A,I} + m_{l_A,I})/2} \left( \frac{M_{l_A,I} m_{l_A,I} \sin^2 \theta}{\mathcal{A}_{l_A,l} C_R} \right). \quad (3.66)
\]

The integration in (3.65) can be solved by using numerical technique. It should also be noted that in (3.66) \( W_{x,y}(\cdot) \) is the Whittaker function defined in (3.34) and [46].
Figure 3.2: Receiver block diagram of a two-dimensional diversity system: (a) Block diagram with $L_A$ multipath correlators banks, (b) Block diagram of the $l_A$-th bank of multipath correlators.

Now, due to the complexity of the problem considered in this chapter, the final BER expressions presented cannot be further simplified analytically. Therefore, such BER expressions can be solved by using numerical techniques. However, with the help of our theoretical BER expressions, various scenarios of small-scale fading, shadowing and interference for the band-limited DS-CDMA systems can be analyzed. Also, with the help of our BER expressions, we can study the performance of system under low BER ranges, where simulation is time consuming.
3.4 Numerical Results and Discussions

In this section, we present numerical results based on the BER expressions presented in Sections 3.2 and 3.3. The BER results with SRC and BTD pulses are presented under various conditions of small-scale fading and shadowing. The effects of AWGN, MTJ and MAI are also considered. In our analytical and simulation results, we assume $\beta = 1$, i.e., excess bandwidth to be 100%. However, our BER analysis is applicable for any $\beta \in [0,1]$. We also assume perfect power control, although our results can also be extended to non-uniform power cases. A processing gain of $N = 31$ is assumed for the system with random spreading sequences with BPSK modulation scheme. However, our BER expressions can incorporate any value of $N$. Based on the analysis in [20], we consider $M = 4$ in order to incorporate shadowing effects, whereas for negligible shadowing effects, $M$ is set to 12. We assume that the total jamming power is uniformly distributed among all jamming tones. We consider $J = 3$ jamming tones in our numerical analysis with shadowing parameter fixed at $M_{(i)} = 12$ for $i = 1, 2$ and 3. The small-scale fading parameters for the three jamming tones are set at $m_{(1)} = 2$, $m_{(2)} = 1$ and $m_{(3)} = 4$. We also fix the shadowing parameter for other users at $M_k = 12$ and the small-scale fading parameter at $m_k = 3$, for $k = 2, \ldots, K_u$. For the case of frequency-selective fading case, we assume the total number of resolvable multipaths to be $L_p = 10$ and $\eta = 0.2$. Furthermore, in our simulations, we also assume to have perfect knowledge of various channel fading parameters in order to incorporate MRC, and all fading variables are assumed to be fixed for a bit duration in order to have a coherent reception. In addition, fading variables of all $K_u$ users are assumed to be independent of each other and vary.
independently from one bit to another. The jamming tones are assumed to be uniformly distributed over the spectrum of the desired user and the total jamming power is assumed to be equally distributed among all jamming tones. In Figs. 3.3 to 3.12, we present BER performance of flat-fading systems incorporating space diversity scheme based on MRC and EGC techniques. In Figs. 3.13 to 3.21, we present BER performance over frequency-selective multipath fading channels. The multipath receiver incorporates both MRC and EGC based techniques to combat fading. We compare the BER performance of systems with single-dimensional and two-dimensional diversity combining schemes.

In Fig. 3.3, analytical and simulation results are presented for EGC and MRC based systems. Only systems with BTD pulse are considered. We assume \( K_u = 11 \) and the total signal-to-jamming power ratio (SJR) is fixed at -10 dB. We observe a close match between the simulation and analytical results. It validates the BER expressions presented in Section 3.2. Note that the slight deviation between analytical and simulation results is due to the fact that we have used Gaussian approximation in our analysis. We also observe that the systems with MRC outperform the ones with EGC in the presence of MAI and MTJ. Furthermore, we also observe flattening of the BER plots as \( E_b/N_0 \) value increases, due to the jamming effects of MAI and MTJ. In Fig. 3.4, we compare the BER performance of EGC and MRC based systems under shadowing conditions while keeping other channel parameters fixed. From the figure, we observe that under shadowing conditions, system BER performance degrades due to the worsening of system SINR. As described in [20], when the value of \( M \) increases, the shadowing effect of the wireless channel diminishes. In Fig. 3.5, we compare the BER performance when the number of space diversity branches is increased from \( L_A = 2 \) to \( L_A = 4 \).
Figure 3.3: BER performance of EGC and MRC based systems with BTD pulse, $K_u = 11$, $m_{t,D} = 3$, $M_{t,D} = 4$, $L_A = 3$ and SJR = -10 dB.

Figure 3.4: BER performance of EGC and MRC systems with BTD pulse and various shadowing conditions, $K_u = 11$, $m_{t,D} = 3$, $L_A = 3$ and SJR = -10 dB.
We observe that the BER performance is improved when the number of space diversity branches is increased. This is due to improved SINR conditions. We further observe that the BER plots do not show noticeable increase in the slopes with the increase of the diversity branches. This is due to the presence of interference contributed by MTJ and MAI, causing the flattening effect of the BER plots at higher values of $E_b/N_0$, where $E_b$ is the bit energy.

![BER performance of band-limited systems employing BTD pulse](image)

**Figure 3.5**: BER performance of band-limited systems employing BTD pulse, $K_u = 11$, $m_{t,D} = 3$, $M_{t,D} = 12$ and SJR = -10 dB.

In Fig. 3.6, BER performance of space diversity systems with various combinations of small-scale fading and shadowing is shown. From Fig. 3.6, it is clear that for the smaller values of $M$ and $m$, the BER performance is degraded. However, as the values of $M$ and $m$ increase, improvement in BER performance is observed due to less severe fading and shadowing conditions of the wireless channel.
Figure 3.6: BER performance of MRC combining technique and BTD pulse shape, 
$K_u = 11$, $L_A = 4$ and SJR = -10 dB.

In Fig. 3.7, we present the BER performance with BTD and SRC pulses for $L_A = 4$ diversity branches. We include both diversity-combining schemes, i.e., EGC and MRC. It can be observed that the systems with BTD pulses show better BER performance than the ones with SRC pulses for both diversity-combining schemes. The superior BER performance shown by the BTD based systems is due to the fact that the BTD pulse has better correlation properties as compared to SRC pulse [15]. It can be observed that the BTD based systems demonstrate an improvement of approximately 1 dB in $E_b/N_0$ at the BER value of $10^{-3}$.
In Fig. 3.8, we compare the BER performance of band-limited DS-CDMA systems employing both types of pulses under various SJR conditions. From Fig. 3.8, we observe that the BER performance degrades as the total jamming power is increased. We also observe that at higher value of shadowing parameter, i.e., $M = 12$, all systems show better BER performance due to less severe shadowing effects. Furthermore, under similar conditions of jamming and interference, BTD based systems show better performance than that of SRC based systems. In Fig. 3.9, we plot BER performance of both diversity-combining techniques versus the number of users. We fix SJR at -5 dB and consider $L_A = 3$ space diversity branches. We only consider BTD pulse shape. From Fig. 3.9, we observe that the BER performance is degraded when the number of users is increased due to higher MAI level.
Figure 3.8: BER analysis of MRC based space diversity scheme with various SJR conditions, $K_u = 11$, $m_{LD} = 7$, $L_A = 3$ and $E_b/N_0 = 10$ dB.

Figure 3.9: BER performance of EGC and MRC based systems with BTD pulse, $m_{LD} = 5$, $L_A = 3$, $E_b/N_0 = 10$ dB and SJR = -5 dB.
In Fig. 3.10, we compare the BER performance of band-limited systems employing BTD pulse shape under various system loads and jamming power conditions. We observe that BER performance degrades as we increase the total jamming and MAI power. This is because the SINR condition deteriorates with the increase in the interference power contributed by both MTJ and MAI components.

In Fig. 3.11, we study the effect of the number of diversity branches on the BER performance of MRC based system. We fix SJR at -5 dB and incorporate BTD pulse shape. We observe that BER performance is improved as we increase the number of diversity branches from 2 to 3. This is because the system SINR is improved as we increase the number of diversity branches. In Fig. 3.12, BER results are presented for the case of DS-CDMA system with $K_u = 1$ to $K_u = 31$. We also consider various conditions of shadowing and small-scale fading.
Figure 3.11: BER performance of MRC based systems, BTD pulse, $m_{I,D} = 7$, $M_{I,D} = 12$, $E_b/N_0 = 10$ dB and SJR = -5 dB.

Figure 3.12: BER performance of MRC based systems, BTD pulse, $E_b/N_0 = 16$ dB and SJR = -12 dB.
From the figure, we observe flattening of BER plots as the MAI power in the system increases, i.e., $K_u$ increases. Furthermore, we also observe that the system BER performance improves with higher values of $M$ and $m$, i.e., less severe shadowing and fading conditions.

Figure 3.13: Comparison of analytical and simulation results over frequency-selective multipath channels with $K_u = 11$, $L_r = 5$, $L_A = 2$, $m_{i,j} = 7$, $M_{i,j} = 12$ and SJR= -5 dB.

In Fig. 3.13, analytical and simulation results are presented for EGC and MRC based systems over frequency-selective multipath channels. The close match between both analytical and simulation results validates the BER expressions presented in Section 3.3. Also, the slight deviation between analytical and simulation results is due to the Gaussian approximation. Furthermore, flattening of BER plots is observed as $E_b/N_0$ value is increased. This is due to reason is the increase in the jamming power of the interference components, i.e., self-interference, MAI and MTJ. We also observe that the MRC-based
system outperforms the one with EGC. In Fig. 3.14, we compare the BER performance of systems incorporating both SRC and BTD pulses with two-dimensional diversity. We consider both EGC and MRC based systems. From Fig. 3.14, we observe that the systems with BTD pulses and MRC based combining technique outperform the ones incorporating EGC and SRC pulses. We also observe that by increasing the number of spatial diversity branches, the BER performance is improved due to the improvement in the SINR conditions.

![Figure 3.14: BER performance of two-dimensional systems, $K_u = 11$, $L_r = 3$, $m_1, l = 6$, $M_1, l = 12$ and SJR= -10 dB.](image)

In Fig. 3.15, we compare the BER performance of both the single-dimensional and two-dimensional diversity based systems. We consider both types of pulses and only MRC-based combining technique is considered. From Fig. 3.15, we observe that the system with two-dimensional diversity outperforms the one with multipath diversity. We also observe that the system with BTD pulse outperforms the one with SRC pulse for both
types of diversity schemes. Thus, by combining multipath and spatial diversity schemes, a noticeable improvement in the BER performance can be achieved.

![Figure 3.15: BER performance comparison of single-dimensional and two-dimensional systems with MRC, $K_u=11$, $L_r=3$, $m_{1,l}=6$, $M_{1,l}=12$ and SJR= -10 dB.](image)

In Fig. 3.16, we compare the BER performance under various shadowing conditions. Only BTD pulse is employed. Two-dimensional diversity scheme with MRC-based system is considered. It is observed that the presence of shadowing degrades the BER performance. However, by increasing the number of spatial branches, the BER performance can be further improved. In Fig. 3.17, we present the BER performance of single-dimensional and two-dimensional systems versus the number of users in the system. Only BTD pulse is considered and SJR is fixed at -10 dB. We consider both MRC and EGC based systems. We fix the number of multipath diversity branches at $L_r=5$. From Fig. 3.17, we observe that as the system load increases, the BER performance degrades. The reason of such behavior is due to increase in the MAI power.
Figure 3.16: BER performance comparison of two-dimensional systems under various shadowing conditions with MRC, BTD pulse, $K_u = 11$, $L_r = 3$, $m_{1,l} = 6$ and SJR = -5 dB.

Figure 3.17: BER performance of single-dimensional and two-dimensional systems with various system loads, BTD pulse, $L_r = 5$, $m_{1,l} = 2$, $M_{1,l} = 12$, $E_b/N_0 = 10$ dB and SJR = -10 dB.
Furthermore, we also observe that the systems with MRC-based combining technique, BTD pulse shape and the highest number of diversity branches, i.e., $L_A = 3$, show best BER performance. In Fig. 3.18, we analyze BER performance with various shadowing and load conditions. We consider both types of diversity-combining techniques as well as both types of pulses. From Fig. 3.18, it is clear that under various MAI and shadowing conditions, systems employing BTD pulse and MRC show the best BER performance.

![Figure 3.18: BER performance of two-dimensional systems, $L_s = 5$, $L_A = 3$, $m_{ij} = 2$, $E_b/N_0 = 10$ dB and SJR = -5 dB.](image)

In Fig. 3.19, we compare the BER performance of single-dimensional and two-dimensional systems with both types of pulse shapes while keeping other system parameters fixed. We fix $E_b/N_0$ at 10 dB and SJR at -10 dB. From Fig. 3.19, we observe that the combination of spatial and multipath diversity techniques can effectively combat the fading as well as interference.
Figure 3.19: BER performance of single-dimensional and two-dimensional systems for both types of pulses with MRC, $L = 5$, $m_1, l = 5$, $M_1, l = 12$, $E_b/N_0 = 10$ dB and SJR = -10 dB.

In Fig. 3.20, BER results of two-dimensional systems with both types of pulse shapes are plotted against various SJR levels. We have fixed $E_b/N_0$ at 10 dB. From the figure, it is clear that by increasing the number of diversity branches, the BER performance is improved. Also, as we increase the diversity level of the system, the gap between the BER plots of the BTD-based systems and the SRC-based systems increases. In Fig. 3.21, we observe improvement in the BER performance with both types of pulse shapes as the number of multipath diversity branches is increased while keeping the number of spatial diversity branches, interference powers, and channel fading and shadowing parameters unchanged.
Figure 3.20: BER performance of two-dimensional MRC-based systems with various jamming power conditions, \( K_u = 11, L_r = 5, m_{1,l} = 7, M_{1,l} = 12 \) and \( E_b/N_0 = 10 \) dB.

Figure 3.21: BER performance of two-dimensional MRC-based systems with various number of multipath diversity branches, \( K_u = 11, L_A = 3, m_{1,l} = 6, M_{1,l} = 12 \) and SJR = -10 dB.
3.5 Conclusion

In this chapter, we have presented the BER performance analyses of band-limited asynchronous DS-CDMA systems over generalized-$K$ fading channels in the presence of MTJ, MAI and AWGN. Both flat and frequency-selective multipath fading conditions have been considered. With the help of our theoretical BER expressions, various scenarios of small-scale fading and shadowing for the band-limited DS-CDMA systems are analyzed. We have shown that various combinations of wireless channel fading and shadowing can be easily included in the BER analysis by incorporating the generalized-$K$ distribution without much increase in the mathematical complexity. With the help of our BER expressions, we have studied the performance of various systems under low BER ranges, where simulation is time consuming. From our numerical analysis, we observe that band-limited DS-CDMA systems with BTD pulses demonstrate better BER performance as compared to the ones with SRC pulses under various conditions of shadowing and fading due to its better correlation properties. Moreover, we also observe that under frequency-selective multipath channels, the two-dimensional diversity based receiver gives better BER performance as compared to the one that incorporates only multipath diversity. This is because the receivers employing two-dimensional diversity scheme incorporate both spatial as well as the multipath diversity to combat shadowing and the small-scale fading effects, and thus improve the system SINR conditions. We also observe that the presence of MTJ and MAI in the system introduces a noise floor at high levels of $E_b/N_0$. We observe that for the smaller values of $M$ and $m$, the BER performance is degraded. However, for the large values of $M$ and $m$, improvement in BER
performance is observed due to less severe fading and shadowing conditions of the wireless channel.
Chapter 4

BER Analysis for Decorrelator-Based Multiuser Detector

In this chapter, we investigate the BER performance of decorrelator-based multiuser receivers for asynchronous band-limited DS-CDMA systems. We focus on the BER performance over frequency-selective multipath fading channels. Multipath diversity schemes based on MRC and EGC techniques are employed to combat fading effects. Our analytical expressions are valid for arbitrary diversity levels and fading parameters with both types of diversity-combining techniques. The remainder of this chapter is organized as follows. In Section 4.1, we present a brief overview of the previous work and the contributions of our work. In Section 4.2, analytical BER expressions of EGC and MRC based schemes are presented. Numerical results and conclusions are given in Sections 4.3 and 4.4, respectively.

4.1 Introduction

The BER performance of multiuser detection techniques for DS-CDMA systems has been extensively studied in the literature [10]-[12]. Various optimal and sub-optimal multiuser detectors have been proposed to suppress MAI and alleviate the near-far problem [48]. However, the complexity of the receiver using optimal multiuser detection is very high and the complexity exponentially increases with the number of the users [12]. The computational complexity of the optimum multiuser receivers prompted the development
of high performance sub-optimal receivers with practical complexity [48]-[52]. Consequently, sub-optimal linear detectors with a good tradeoff between complexity and performance have been proposed in the literature [48]-[57]. Among such receivers, the decorrelator detector [48] is perhaps the simplest in structure and is reasonably easy to implement [55]. In addition to its simplicity, the decorrelator-based system does not require the knowledge of the received signal strengths. The BER performance of the decorrelator is independent of the interferer's received energies, and hence is near-far resistant [48]. Various schemes have been studied in the literature for DS-CDMA systems employing decorrelator-based detection over multipath fading channels [54]-[57]. However, most of the systems in the literature have employed rectangular pulse shape [6]. Therefore, in this chapter, we analyze the BER performance of band-limited DS-CDMA systems incorporating decorrelator-based schemes. We incorporate generalized-$K$ distribution in order to analyze the BER performance under various channel shadowing and fading conditions. We extend the BER analysis of band-limited DS-CDMA systems as discussed in previous chapter to the case of decorrelator-based schemes. We compare the BER performance of both SRC and BTD based systems under various channel shadowing and fading conditions. Analytical BER expressions are derived based on the Gaussian approximation technique. Various fading and shadowing scenarios of multipath generalized-$K$ channel are analyzed with the decorrelator-based scheme. Furthermore, based on the principles of MRC and EGC techniques, we consider both single-dimensional and two-dimensional diversity schemes in our BER analysis. With the help of our theoretical BER expressions, various scenarios of small-scale fading, shadowing and MTJ for the decorrelator-based band-limited DS-CDMA systems are analyzed.
4.2 System Model and BER Analysis

4.2.1 System Model

We consider an asynchronous band-limited DS-CDMA system with $K_u$ active users. The desired signal is assumed to undergo independent multipath frequency-selective generalized-$K$ fading in the presence of MTJ and AWGN. We assume binary phase-shift keying (BPSK) as the modulation scheme in our analysis. The low-pass equivalent representation of channel impulse response encountered by the $k$-th user with $L_p$ resolvable multipaths is considered here. We assume a negative exponentially decaying multipath intensity profile (MIP) as described in Section 3.3.1. The detector consists of a bank of $K_u \times L_p$ filters matched to the delayed versions of the users’ signature waveforms. The $l$-th branch received signal after co-phasing is [15]

$$r_l(t) = \sum_{k=1}^{K_u} \sum_{l=1}^{L_p} A_k X_{k,l} \cos \left(2\pi f_s t + \theta_{k,l}\right) \sum_{n=-\infty}^{\infty} d_{n[N]}^{(k)} c_{n}^{(k)} h(t - \tau_k - lT_c - nT_c) + I_l(t) + n_l(t)
$$

(4.1)

where $I_l(t)$ is the MTJ term and $n_l(t)$ is the AWGN term with two-sided power spectral density (PSD) $N_0/2$. The MTJ term in (4.1) follows the same form as described by (3.2) in Section 3.2.1. The parameters $d_{n[N]}^{(k)}$, $c_{n}^{(k)}$, $\theta_{k,l}$, $N$, $T_C$, $T_b$, $A_k$, $\tau_k$, $h(t)$ and $f_S$ follow the same definitions as described in Section 3.2.1. Moreover, $X_{k,l}$ is the independent generalized-$K$ random fading variable for the $k$-th user in the $l$-th multipath. The matrix representation of the output from the bank of matched filters is [48]

$$y = RACd + n + I_{MTJ}
$$

(4.2)
where \( \mathbf{n} \) and \( \mathbf{I}_{MTJ} \) are \( K_u L_p \times 1 \) Gaussian noise and MTJ column vectors, respectively. The vectors \( \mathbf{n} \) and \( \mathbf{I}_{MTJ} \) consist of the correlation terms of Gaussian noise and MTJ signals with the band-limited pulse template \( h(t) \) from all \( K_u L_p \) matched filters [16].

The diagonal matrices \( \mathbf{A} \) and \( \mathbf{C} \) in (4.2) are defined as

\[
\mathbf{A} = \operatorname{diag}[A_1 \mathbf{I}_{L_p}, \ldots, A_{K_u} \mathbf{I}_{L_p}]
\]

where \( \mathbf{I}_{L_p} \) is an \( L_p \times L_p \) identity matrix and \( \mathbf{C} = \operatorname{diag}[X_{1,1}, X_{1,2}, \ldots, X_{K_u, L_p-1}, X_{K_u, L_p}] \).

The vector \( \mathbf{d} \) in (4.2) is defined as

\[
\mathbf{d} = \left[ d^{(1)} \mathbf{1}, \ldots, d^{(K_u)} \mathbf{1} \right]^T
\]

where \( \mathbf{1} \) is a \( 1 \times L_p \) vector of ones and \((\cdot)^T\) represents the transpose operation, hence, the dimension of vector \( \mathbf{d} \) is \( K_u L_p \times 1 \). The matrix \( \mathbf{R} \) is the \( K_u L_p \times K_u L_p \) dimensional correlation matrix defined as [6]

\[
\mathbf{R} = \begin{bmatrix}
\psi_{1,1} & \beta_{1,2} & \beta_{1,3} & \cdots & \beta_{1,K_u} \\
\beta_{2,1} & \psi_{2,2} & \beta_{2,3} & \cdots & \beta_{2,K_u} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\beta_{K_u,1} & \beta_{K_u,2} & \cdots & \cdots & \psi_{K_u,K_u}
\end{bmatrix}.
\]  

(4.3)

In (4.3), \( \psi_{y,y} \) is the self-correlation sub-matrix of dimension \( L_p \times L_p \). It consists of correlation elements among the same \( y \)-th user from its various multipaths. The \( (u,w) \)-th element of the self-correlation sub-matrix is defined as [6], [15], [58]

\[
\gamma_{u,w}^{y,y} = T_c \cos \left( \theta_{u,w} \right) \sum_{r=0}^{N-1} \sum_{v=0}^{N-1} c_r^{(u)} c_v^{(w)} g \left( (r-v)T_c - (u-w)T_c \right)
\]

(4.4)

where \( c_r^{(u)} \in \{+1, -1\} \) and \( c_v^{(w)} \in \{+1, -1\} \) are respectively the \( r \)-th and \( v \)-th chips of the random sequences corresponding to the \( (u,w) \)-th element of the sub-matrix. Also, \( \theta_{u,w} \) is the random phase uniformly distributed over \([0, 2\pi]\) for the \( (u,w) \)-th element of the sub-
matrix. Moreover, in (4.3), $\beta_{y,z}$ is the cross-correlation sub-matrix and it consists of the correlation elements between the $y$-th and the $z$-th users. The $(u,w)$-th elements of the cross-correlation sub-matrix are defined as [6], [15], [58]

$$\beta_{u,w}^{y,z} = T_C \cos \left( \theta_{u,w} \right) \sum_{r=0}^{N-1} \sum_{v=0}^{N-1} \sum_{x=0}^{N-1} \sum_{y=0}^{N-1} c_r^{(u)} c_v^{(w)} g \left( (r-v)T_C - (u-w)T_C - \tau_{y,z} \right).$$

(4.5)

In (4.5), the random variable $\tau_{y,z}$ represents the random time delay between the $y$-th and $z$-th users’ chip and is uniformly distributed over $[0,T_C]$ [15]. The entries of the correlation matrix $R$ can be determined numerically with the help of (4.4) and (4.5). The outputs from the bank of matched filters in (4.3) are then processed by the decorrelating stage as [48]

$$R^{-1}y = ACd + R^{-1}n + R^{-1}I_{MTJ}.$$  

(4.6)

In our following BER analysis for the EGC and MRC based systems, we assume bit “+1” is transmitted and $k = 1$ as the desired user. The entries of matrix $R^{-1}$ can be determined numerically.

### 4.2.2 BER Analysis for Equal-Gain Combining

In this section, BER performance of a $L_r$-branch EGC receiver is analyzed, where $L_r \leq L_p$. Based on the principle of EGC, we set the weighting parameter of each branch of the multipath diversity receiver to unity. Hence, the outputs from the decorrelator stage in (4.6) are coherently combined to form the final decision statistic. After some algebraic manipulations, the conditional SINR for the EGC-based system is [8]

$$\text{SINR}_{EGC} = \frac{C_D^2}{\sum_{i=1}^{L_r} \sum_{j=1}^{L_r} R_{ij}^{-1} + \sigma^2}.$$
\[
\text{SINR}_{\text{EGC}} = \frac{\left( A \sum_{l=1}^{L_r} X_{l,j} \right)^2}{\sigma_{N,\text{EGC}}^2 + \sigma_{\text{MTJ},\text{EGC}}^2}. \tag{4.7}
\]

In (4.7), the MTJ term is assumed to follow Gaussian distribution with zero mean and variance \(\sigma_{\text{MTJ},\text{EGC}}^2\). Also in (4.7), \(\sigma_{N,\text{EGC}}^2\) is the variance of the Gaussian noise term. These two variance terms are given by [48]

\[
\sigma_{N,\text{EGC}}^2 = N_0 \sum_{l=1}^{L_r} \left( R^{-1} \right)_l, 
\tag{4.8}
\]

and

\[
\sigma_{\text{MTJ},\text{EGC}}^2 = \sum_{l=1}^{L_r} [M]_l, 
\tag{4.9}
\]

respectively, where the notation \([B]_{x,y}\) represents the \((x,y)\)-th component of matrix \(B\). In (4.9), the matrix \(M\) is defined as \(M = R^{-1} X (R^{-1})^T\), where \(X\) is the MTJ correlation matrix. The MTJ correlation matrix \(X\) is defined in a similar manner as that of \(R\). The \((u,w)\)-th entry of the MTJ cross-correlation sub-matrix is [6], [15], [48]

\[
\zeta_{u,w}^{x,z} = \frac{T_c}{2} \sum_{i=1}^{J} \alpha_i^2 \mathbb{E} \left( \xi_{i,j}^2 \right) G(\Delta f_i) \sum_{r=0}^{N-1} \sum_{v=0}^{N-1} c_r^{(u)} c_v^{(w)} 
\times \cos \left[ 2\pi \Delta f_i \left\{ (r-v)T_c - (u-w)T_c - \tau_{y,z} \right\} - \theta_{u,w} \right]. 
\] \tag{4.10}

Similarly, the \((u,w)\)-th entry of the MTJ self-correlation sub-matrix is
\[
\chi_{u,w}^{y,x} = \frac{T_c}{2} \sum_{i=1}^{L} \alpha_i^2 \mathbb{E}(\hat{\kappa}_{i,j}) G(\Delta f_i) \sum_{r=0}^{N-1} \sum_{v=0}^{N-1} c_{r}^{(u)} c_{v}^{(w)} \times \cos \left[ 2\pi \Delta f_i \left\{ (r - v) T_c - (u - w) T_c \right\} - \theta_{u,w} \right]
\]

\[
= T_c \sum_{i=1}^{L} \alpha_i^2 G(\Delta f_i) \frac{M_{(i)}}{b_{(i)}^2} \sum_{r=0}^{N-1} \sum_{v=0}^{N-1} c_{r}^{(u)} c_{v}^{(w)} \times \cos \left[ 2\pi \Delta f_i \left\{ (r - v) T_c - (u - w) T_c \right\} - \theta_{u,w} \right].
\] (4.11)

In (4.10) and (4.11), the parameters \( \alpha_i, G(\Delta f_i), J, M_{(i)}, b_{(i)}, \hat{\kappa}_{i,j} \) and \( \Delta f_i \) follow the same definition as in Section 3.2. The values of matrices \( R \) and \( X \) can be determined numerically. Here, we incorporate characteristic function with Gaussian approximation approach. Now, by assuming that all the fading variables are independent of each other, the final BER expression for the EGC case can be obtained by using the inversion formula technique as in Sections 3.2 and 3.3, and [47]

\[
P_e \approx 1 - \frac{1}{\pi} \int_{0}^{\infty} \Phi_{N,EGC}(\omega) \Phi_{MTJ,EGC}(\omega) \Im \left\{ \Phi_{D,EGC}(\omega) \right\} d\omega.
\] (4.12)

The integral in (4.12) can be evaluated by using any suitable numerical technique. Following the approach of Section 3.2.2, the characteristic function of the data term in (4.12) is given as
\[
\Phi_{D, EGC} (\omega) = \prod_{l=1}^{L} \frac{\sqrt{\pi} 2^{-2m_{ij}} b_{ij}^{2M_{ij}} \Gamma \left( 2M_{ij} \right) \Gamma \left( 2m_{ij} \right)}{\Gamma \left( M_{ij} \right) \Gamma \left( m_{ij} \right) \Gamma \left( \Theta_{ij} \right)} \times \mu_{M_{ij}}^{M_{ij}} F_{1} \left( 2M_{ij}, \mathcal{M}_{ij}; \Theta_{ij}; -\mu_{ij} \right) \left[ b_{ij}^{2} + (A_{i} \omega)^{2} \right]^{M_{ij}}, \tag{4.13}
\]

where
\[
\Theta_{ij} = M_{ij} + m_{ij} + \frac{1}{2}, \tag{4.14}
\]
\[
\mathcal{M}_{ij} = M_{ij} - m_{ij} + \frac{1}{2} \tag{4.15}
\]

and
\[
\mu_{ij} = \exp \left[ j 2 \tan^{-1} \left( A_{i} \omega / b_{ij} \right) \right]. \tag{4.16}
\]

In (4.14)-(4.16), \( M_{ij}, m_{ij} \) and \( b_{ij} \) are the generalized-\( K \) parameters of the desired data term. In (4.12), MTJ and noise components are assumed to follow Gaussian distribution. Hence, the characteristic functions of the MTJ and Gaussian noise terms are [6], [48]
\[
\Phi_{MTJ, EGC} (\omega) = \exp \left( -\frac{\omega^{2}}{2} \sum_{l=1}^{L} [M]_{l,j} \right)
\]
\[
= \prod_{l=1}^{L} \exp \left( -\frac{\omega^{2}}{2} [M]_{l,j} \right), \tag{4.17}
\]
and
\[
\Phi_{N, EGC} (\omega) = \exp \left( -\frac{\omega^{2} N_{0}}{2} \sum_{l=1}^{L} \left( R^{-1} \right)_{l,j} \right)
\]
\[
= \prod_{l=1}^{L} \exp \left( -\frac{\omega^{2} N_{0}}{2} \left( R^{-1} \right)_{l,j} \right), \tag{4.18}
\]
respectively. We now consider a two-dimensional diversity system consisting of an array of \( L_A \) antennas or space diversity branches each followed by a decorrelator-based multipath receiver. The final BER expression for the two-dimensional diversity system by employing characteristic function with Gaussian approximation approach is [47]

\[
P_e \approx \frac{1}{2} - \frac{1}{\pi} \int_0^\infty \frac{\Phi_{N,EGC,2D}(\omega) \Phi_{MTJ,EGC,2D}(\omega) \Im\left(\Phi_{D,EGC,2D}(\omega)\right)}{\omega} \, d\omega. \quad (4.19)
\]

In (4.19), the characteristic function of the data term is

\[
\Phi_{D,EGC,2D}(\omega) = \prod_{d=1}^{L_A} \prod_{l=1}^{L_r} \sqrt{\pi} 2^{2-2m_{i,d,l}} b_{i,d,l} 2^{2M_{i,d,l}} \Gamma(2M_{i,d,l}) \Gamma(2m_{i,d,l}) \Gamma(\Theta_{i,d,l}) \Gamma(\Theta_{i,d,l})
\]

\[\times \mu_{i,d,l}^{M_{i,d,l}} \frac{\omega^{2M_{i,d,l}}}{\left(b_{i,d,l}^2 + (A_{i,l})^2\right)^{M_{i,d,l}}} \] \( (4.20) \)

where

\[
\Theta_{i,d,l} = M_{i,d,l} + m_{i,d,l} + 1/2, \quad (4.21)
\]
\[
\Theta_{i,d,l} = M_{i,d,l} - m_{i,d,l} + 1/2, \quad (4.22)
\]

and

\[
\mu_{i,d,l} = \exp\left[-j2\tan^{-1}\left(A_{i,l}/b_{i,d,l}\right)\right]. \quad (4.23)
\]

Furthermore, the characteristic functions of the MTJ and Gaussian noise terms can be expressed as

\[
\Phi_{MTJ,EGC}(\omega) = \exp\left(-\frac{\omega^2}{2} L_A \sum_{l=1}^{L_r} [M]_{l,l}\right)
\]

\[= \prod_{l=1}^{L_r} \exp\left(-\frac{\omega^2}{2} L_A [M]_{l,l}\right) \quad (4.24)\]
and

$$\Phi_{N,EGC}(\omega) = \exp\left(-\frac{\omega^2 N_0 L_A}{2} \sum_{i=1}^{I_r} \left[ (R^{-1})^T \right]_{i,1,1} \right)$$

$$= \prod_{i=1}^{I_r} \exp\left(-\frac{\omega^2 N_0 L_A}{2} \left[ (R^{-1})^T \right]_{i,1,1} \right)$$

(4.25)

respectively.

### 4.2.3 BER Analysis for Maximal-Ratio Combining

In this section, we use MRC as the diversity-combining technique. Based on the principle of MRC, we set the weighting parameter of each branch to be the corresponding fading variable, i.e., $X_{1,j}$ [8]. The outputs from the decorrelator stage in (4.6) are first weighted by their respective fading gains and are then coherently combined to form the final decision statistic. After some algebraic manipulations, the conditional SINR for the system is [6]

$$SINR_{MRC} = \frac{\left( A \sum_{i=1}^{I_r} X_{1,j}^2 \right)^2}{\sigma_{N,MRC}^2 + \sigma_{MTJ,MRC}^2}$$

(4.26)

where

$$\sigma_{N,MRC}^2 = N_0 \sum_{i=1}^{I_r} \left[ (R^{-1})^T \right]_{i,1,1} X_{1,j}^2$$

(4.27)

and

$$\sigma_{MTJ,MRC}^2 = \sum_{i=1}^{I_r} [M]_{i,1,1} X_{1,j}^2.$$ 

(4.28)

In (4.26), we assume that AWGN and MTJ terms follow Gaussian distribution with zero mean and variances defined in (4.27) and (4.28), respectively. Here, we use the
characteristic function with Gaussian approximation technique. By the inversion formula, the final BER expression for the MRC case is given by [47]

\[
P_e \approx \frac{1}{2} - \frac{1}{\pi} \int_0^{\infty} \frac{\Phi_{N,MRC}(\omega) \Phi_{MTJ,MRC}(\omega) \Im(\Phi_{D,MRC}(\omega))}{\omega} d\omega.
\] (4.29)

The integral in (4.29) can be evaluated by using numerical technique. In (4.29), the characteristic function of the desired data term is [6], [46]

\[
\Phi_{D,MRC}(\omega) = \prod_{i=1}^{L} \mathbb{E}\left\{\exp\left(j\omega A_i X_{1,i}^2\right)\right\}
\]

\[
= \prod_{i=1}^{L} \frac{b_{i,D}^{M_{i,D}+m_{i,D}}}{2^{M_{i,D}+m_{i,D}-2} \Gamma\left(m_{i,D}\right)\Gamma\left(M_{i,D}\right)}
\]

\[
\times \int_0^{\infty} x^{M_{i,D}+m_{i,D}-1} K_{M_{i,D}-m_{i,D}}(b_{i,D} x) \exp\left(j\omega x^2 A_i\right) dx
\]

\[
= \prod_{i=1}^{L} \left( j \frac{b_{i,D}^2}{4 A_i^2 \omega} \right)^{1/2(M_{i,D}+m_{i,D}-1)} \times \exp\left( j \frac{b_{i,D}^2}{8 A_i^2 \omega} \right)
\]

\[
\times W_{-\frac{1}{2}(M_{i,D}+m_{i,D}-1),\frac{1}{2}(M_{i,D}-m_{i,D})} \left( j \frac{b_{i,D}^2}{4 A_i^2 \omega} \right).
\] (4.30)

Finally, the characteristic functions of the Gaussian noise and MTJ terms are [6], [46]
\[ \Phi_{N,MRC} (\omega) = \prod_{i=1}^{L_1} E \left\{ \exp \left( -\frac{\omega^2 N_0}{2} \left( \mathbf{R}^{-1} \right)^T_{i,i} X_{i,j}^2 \right) \right\} \]

\[ = \prod_{i=1}^{L_1} \left( \frac{b_{i,j}^2}{2\omega^2 N_0 \left( \mathbf{R}^{-1} \right)^T_{i,i}} \right)^{1/2[M_{j,j}+m_{j,j}-1]} \times \exp \left( \frac{b_{i,j}^2}{4\omega^2 N_0 \left( \mathbf{R}^{-1} \right)^T_{i,i}} \right) \times W \left[ \frac{b_{i,j}^2}{2\omega^2 N_0 \left( \mathbf{R}^{-1} \right)^T_{i,i}} \right] \left( \frac{b_{i,j}^2}{2\omega^2 N_0 \left( \mathbf{R}^{-1} \right)^T_{i,i}} \right) \] (4.31)

and

\[ \Phi_{MTJ,MRC} (\omega) = \prod_{i=1}^{L_1} E \left\{ \exp \left( -\frac{\omega^2 [M]_{i,i}}{2} X_{i,j}^2 \right) \right\} \]

\[ = \prod_{i=1}^{L_1} \left( \frac{b_{i,j}^2}{2\omega^2 [M]_{i,i}} \right)^{1/2[M_{j,j}+m_{j,j}-1]} \times \exp \left( \frac{b_{i,j}^2}{4\omega^2 [M]_{i,i}} \right) \times W \left[ \frac{b_{i,j}^2}{2\omega^2 [M]_{i,i}} \right] \left( \frac{b_{i,j}^2}{2\omega^2 [M]_{i,i}} \right) \] (4.32)

respectively. We now extend our analysis to two-dimensional diversity systems with \( L_A \) space diversity branches each followed by a decorrelator based receiver. The final BER expression for the two-dimensional diversity system is [8], [47]

\[ P_e \approx \frac{1}{2} \frac{1}{\pi} \int_0^{\infty} \frac{\Phi_{N,MRC,2D}(\omega) \Phi_{MTJ,MRC,2D}(\omega) \Im \left( \Phi_{D,MRC,2D}(\omega) \right)}{\omega} \, d\omega. \] (4.33)

In (4.33), the characteristic function of the data is [8], [46]
\[
\Phi_{D,\text{MRC},2D}(\omega) = \prod_{d=1}^{L_d} \prod_{l=1}^{L_l} \left( j \frac{b_{l,d,l}^2}{4A_l^2\omega} \right)^{1/2 (M_{l,d,l}+m_{l,d,l}-1)} \times \exp \left( j \frac{b_{l,d,l}^2}{8A_l^2\omega} \right) \\
\times W_{-\frac{1}{2}(M_{l,d,l}+m_{l,d,l}-1)} W_{-\frac{1}{2}(M_{l,d,l}-m_{l,d,l})} \left( j \frac{b_{l,d,l}^2}{4A_l^2\omega} \right).
\]

Moreover, the characteristic functions of the Gaussian noise and MTJ terms in (4.33) are given by [8], [46]

\[
\Phi_{N,\text{MRC},2D}(\omega) = \prod_{d=1}^{L_d} \prod_{l=1}^{L_l} \left( \frac{b_{l,d,l}^2}{2\omega^2 N_0 \left( \mathbf{R}^{-1} \right)^t} \right)^{1/2 (M_{l,d,l}+m_{l,d,l}-1)} \exp \left( \frac{b_{l,d,l}^2}{4\omega^2 N_0 \left( \mathbf{R}^{-1} \right)^t} \right)
\times W_{-\frac{1}{2}(M_{l,d,l}+m_{l,d,l}-1)} W_{-\frac{1}{2}(M_{l,d,l}-m_{l,d,l})} \left( \frac{b_{l,d,l}^2}{2\omega^2 N_0 \left( \mathbf{R}^{-1} \right)^t} \right)
\]

and

\[
\Phi_{\text{MTJ},\text{MRC},2D}(\omega) = \prod_{d=1}^{L_d} \prod_{l=1}^{L_l} \left( \frac{b_{l,d,l}^2}{2\omega^2 \mathbf{M}_{l,d,l}} \right)^{1/2 (M_{l,d,l}+m_{l,d,l}-1)} \exp \left( \frac{b_{l,d,l}^2}{4\omega^2 \mathbf{M}_{l,d,l}} \right)
\times W_{-\frac{1}{2}(M_{l,d,l}+m_{l,d,l}-1)} W_{-\frac{1}{2}(M_{l,d,l}-m_{l,d,l})} \left( \frac{b_{l,d,l}^2}{2\omega^2 \mathbf{M}_{l,d,l}} \right)
\]

respectively. The entries of matrices \( \mathbf{R}^{-1} \) and \( \mathbf{M} \) can be determined numerically. Due to the complex nature of the problem considered in this chapter, the BER expressions presented cannot be further simplified analytically. Therefore, numerical techniques are required to generate numerical results. However, with the help of our BER expressions, we can analyze the BER performance under low BER ranges, where the simulation is time consuming.
4.3 Numerical Results and Discussions

In this section, we present numerical results based on the BER expressions presented in Section 4.2. Both SRC and BTD pulses are considered here. We assume $\beta = 1$, i.e., the excess bandwidth is 100%. We also assume perfect power control, though our results can be easily extended to non-uniform power scenarios. To be consistent, we consider $N = 31$ with random spreading sequences as in Section 3.4. However, our expressions are valid for any value of $N$. In Figs. 4.1 to 4.7, we consider $K_u = 5$ users in the system. We assume the total jamming power to be uniformly distributed among all jamming tones [6]. To be consistent, we consider similar condition for the MTJ as in Section 3.4, i.e., $J = 3$ jamming tones with shadowing parameter fixed at $M(i) = 12$ for $i = 1, 2$ and 3, and the small-scale fading parameters for the three jamming tones are set at $m_{(1)} = 2$, $m_{(2)} = 1$ and $m_{(3)} = 4$. In Figs. 4.1 to 4.7, we consider $L_p = 3$, $L_r = 3$ and $\eta = 0.2$. We present the BER plots by averaging over various combinations of random spreading codes for each user. Furthermore, in our simulations, we also assume to have perfect knowledge of channel fading parameters at the receiver side in order to incorporate MRC. Furthermore, all random fading variables are assumed to be fixed for a bit duration in order to have a coherent reception. In addition, fading variables of all $K_u$ users are assumed to be independent of each other and vary independently from one bit to another. The jamming tones are assumed to be uniformly distributed over the spectrum of the desired user and the total jamming power is assumed to be equally distributed among all jamming tones. In Fig. 4.1, analytical and simulation results are presented for both EGC and MRC based systems with BTD pulses. We fix SJR at -10 dB. We observe a close match between the
simulation and analytical results. This validates the BER expressions presented in Section 4.2. We observe that since we incorporate Gaussian approximation in our analytical analysis, therefore, there is a slight deviation between the analytical and simulation results. We also observe that the system with MRC shows better BER performance as compared to the one with EGC. Furthermore, we also observe flattening of the BER plots as $E_b/N_0$ value increases, due to the dominating effect of MTJ.

![Graph showing BER performance comparison](image)

Figure 4.1: Comparison of analytical and simulation results for systems with BTD pulses, $m_{ij} = 3, M_{ij} = 4, L_A = 1$ and SJR = -10 dB.

In Fig. 4.2, we compare the BER performance of EGC and MRC based system with both types of band-limited pulses. From the figure, we observe that with both diversity-combining techniques and under identical scenarios of fading and jamming, systems with BTD pulse outperform the ones with SRC pulse. Hence, with the decorrelator-based systems, BTD pulse gives better BER performance due to its superior correlation properties. In Fig. 4.3, we compare BER performance of EGC and MRC based systems...
Figure 4.2: BER performance comparison of EGC and MRC based systems with two types of pulses, $m_{t,j} = 3$, $M_{t,j} = 4$, $L_A = 1$ and SJR = -10 dB.

Figure 4.3: BER performance comparison of EGC and MRC based systems under various shadowing conditions with BTD pulses, $m_{t,j} = 4$, $L_A = 1$ and SJR = -10 dB.
under shadowing and negligible shadowing conditions. From Fig. 4.3, we observe that both EGC and MRC decorrelator-based systems show degradation in BER performance under shadowing conditions. This is because the overall system SINR suffers as the wireless channel exhibits severe shadowing conditions [8]. In Fig. 4.4, we analyze the effects of various small-scale fading parameters on the BER performance of MRC-based receiver. Only BTD pulse shape is considered. It can be observed that by increasing the small-scale fading parameter, the BER performance is improved due to the improved fading conditions of the wireless channel [20]. From Figs. 4.1 to 4.4, we observe that the BER curves show flattening effect at higher values of \( \frac{E_b}{N_0} \). Such behavior is due to the presence of interference contributed by the MTJ.

![Figure 4.4: BER performance of MRC based systems with BTD pulse, \( M_{1,f} = 12, L_A = 1 \), SJR = -10 dB, and various small-scale fading parameters.]

In Fig. 4.5, we compare the BER performance of systems with a decorrelator stage and the ones without it. From the figure, we observe that the systems with decorrelator
stage outperform the ones without it. We further observe that at high $E_b/N_0$ levels, due to the presence of MAI and MTJ, the systems without decorrelator stage show more flattening of the BER curves as compared to the ones with decorrelator stage. Thus, the presence of combined effects of the interference caused by MAI, self-interference and MTJ not only degrades the BER performance but also introduces a quicker flattening effect of BER plots. Hence, by introducing a decorrelator stage, we not only improve the BER performance but also reduce the flattening effects of the BER plot caused by the combined effects of interference.

![Figure 4.5: Performance comparison of systems with and without decorrelator stage, $m_{i,j} = 3$, $M_{i,j} = 12$, $L_A = 1$ and SJR = -10 dB.](image)

In Fig. 4.6, we compare the BER performance of single-dimensional diversity scheme, i.e., multipath-only, and the two-dimensional diversity based systems. Both types of combining schemes as well as both pulse shapes are considered. From the figure, it is
clear that the band-limited systems with two-dimensional diversity scheme, i.e., the combination of space and multipath, outperform the ones with single-dimensional diversity. This is due to the improved SINR conditions under the two-dimensional scheme.

Figure 4.6: Performance comparison between single-dimensional and two-dimensional systems with $m_{1,d} = 2$, $M_{1,d} = 12$ and SJR = -10 dB.

We further observe that the BER plots do not show noticeable increase in the slopes with the increase of the diversity branches due to the presence of MTJ.

In Fig. 4.7, we analyze the effects of various jamming power conditions on the BER performance of the system. We consider a MRC-based two-dimensional diversity system with BTD pulse. From Fig. 4.7, we observe the BER performance is degraded when the jamming power is increased. We also notice an increase in the flattening of BER curves.
for the systems under higher jamming power scenarios. In Fig. 4.8, we present the BER performance under various system load conditions. We consider a MRC-based system with $L_A = 1$, $L_p = L_r = 2$ and with BTD pulse shape. We fix $E_b/N_0$ at 14 dB and assume SJR to be -11 dB. From the figure, it can be observed that as load increases, BER performance degrades due to noise enhancement effects of the decorrelator. Furthermore, we also observe improvement in BER performance as the values of $M$ and $m$ are increased, i.e., when channel shadowing and fading conditions are improved. We observe this improvement in BER performance under various system loading conditions.

Figure 4.7: BER performance with various jamming power conditions for MRC based systems with BTD pulse, $L_A = 2$, $m_{1J} = 5$ and $M_{1J} = 12$. 
Figure 4.8: BER performance of MRC based systems, BTD pulse, $L_A = 1$, $L_p = L_r = 2$, $E_b/N_0 = 14$ dB and SJR = -11 dB.

4.4 Conclusion

In this chapter, we have presented the BER performance analyses of band-limited asynchronous DS-CDMA systems with decorrelator-based systems. Analytical BER expressions with the help of Gaussian approximation are presented as a function of generalized-$K$ distribution parameters, number of multipaths and the number of space diversity branches at the receiver side. Due to the complexity of the problem considered in this chapter, our BER expressions cannot be further simplified by using analytical approaches. Hence, numerical techniques are incorporated to generate numerical results. However, with the help of our BER expressions, we have analyzed the BER performance under low BER ranges, where the simulation is time consuming. Numerical results have
shown that the systems with BTD pulses have demonstrated better BER performance as compared to the ones with SRC pulses under various scenarios of fading and shadowing. Moreover, we also observe that the two-dimensional diversity receivers outperform the multipath-only receivers. This is because the receivers employing two-dimensional diversity scheme incorporate both spatial as well as the multipath diversity to combat shadowing and the small-scale fading effects. It has also been observed that the presence of MTJ in the system introduces a noise floor at high levels of $E_b/N_0$. We have also shown that various combinations of wireless channel fading and shadowing can be easily analyzed by incorporating the generalized-$K$ distribution.
Chapter 5

Performance Analysis of Multiuser Band-limited MIMO DS-CDMA Systems

In this chapter, we study the BER performance of space-time transmit diversity scheme for synchronous and asynchronous band-limited DS-CDMA systems over generalized-$K$ flat as well as frequency-selective multipath fading channels. We consider a space-time system with two transmitter and multiple receiver antennas. Both slow and fast fading conditions are analyzed. It has been shown in the previous chapters that the systems with MRC-based combining technique outperform the ones with EGC, therefore, for the space-time transmit diversity scheme, we only incorporate MRC. However, our BER analysis can be easily extended to the EGC case as well. This chapter is organized as follows. In Section 5.1, we present an overview of the previous work and the contributions of our work. In Section 5.2, analytical BER analysis of the MRC-based scheme is presented for synchronous DS-CDMA systems with decorrelator and MMSE based system. In Section 5.3, we extend our analytical BER analysis to asynchronous DS-CDMA systems over frequency-selective multipath fading channels. Numerical results and conclusions are given in Sections 5.4 and 5.5, respectively.
5.1 Introduction

With the large demand for high data rate applications and improved signal quality over wireless channels, much research has been conducted to fulfill the promises of future wireless systems [34]. One solution to these problems resides in the use of multiple antennas at the transmitter and/or receiver sides, referred as multiple-input multiple-output (MIMO) systems. Space-time coding (STC) techniques that are based on MIMO systems were introduced in [34], where it was shown that they can provide both spatial diversity and coding gain. By exploiting the independent fading between channels of different transmitter and receiver antennas, spatial diversity can be achieved. One major class of STC is space-time trellis code (STTC) [34]. Although offering tremendous performance improvement over fading channels, STTC present major complexity issues. Another class of STC is referred to as space-time block code (STBC) [35]. These are known to provide the same system diversity but with much less complexity than STTC. An example of STBC was first introduced by Alamouti [36] as a simple space-time transmit diversity scheme, which is based on two transmitter and multiple receiver antennas. Within the framework of space-time coding, many researchers have recently focused on the application of such codes in DS-CDMA systems [59]-[63]. The authors in [23] proposed a space-time spreading scheme suitable for DS-CDMA systems over Rayleigh fast-fading channels. The scheme in [23] considers a space-time spreading technique where each user is assigned a pair of code sequences to provide the full temporal and spatial diversity of the system. In [23], space-time transmit diversity scheme for DS-CDMA systems was examined for Rayleigh flat-fading channels. In [64] and [65], the authors incorporated this scheme for DS-CDMA systems with linear multiuser
detection schemes over Rayleigh and Nakagami flat-fading channels, respectively. The underlying space-time system employed 2 transmitter and $L_A$ receiver antennas. In [64], it has been shown that the full diversity orders of $2 \times 2L_A$ for fast-fading and $2L_A$ for slow-fading channels can be achieved for the Rayleigh fading case. Recently, some efforts have aimed at the integration of STC with direct-sequence code-division multiple-access (DS-CDMA) systems over frequency-selective fading channels [37]. In [66], it was shown that for the space-time transmit diversity scheme with two transmitter antennas, one receiver antenna and $L_p$ resolvable multipaths over a frequency-selective Rayleigh fast fading channel, a full diversity-order of $2 \times 2L_p$ can be achieved with decorrelator detector. Motivated by [23] and [64]-[66], we perform BER analysis of this transmit diversity scheme for the case of band-limited DS-CDMA systems. We consider a synchronous as well as asynchronous band-limited DS-CDMA system over flat and frequency-selective generalized-$K$ fading channels.

### 5.2 BER Performance of Synchronous Space-Time Multiuser Systems

We consider a synchronous band-limited DS-CDMA system with two transmitter and $L_A$ receiver antennas. The transmitter employs STBC-based space-time spreading transmit diversity scheme as defined in [64]. A flat fast-fading channel is assumed in this section. There are $K_u$ users transmitting data. Based on the encoder model described in [64], data bits are encoded with two spreading codes $s_1$ and $s_2$ for each user. The encoder produces codewords
\[ d_1s_1 + d_2s_2 \]  

(5.1)

and

\[ d_1s_2 - d_2s_1 \]  

(5.2)

where \( d_1 \in \{+1,-1\} \) and \( d_2 \in \{+1,-1\} \) are equal-probable data bits of duration \( T_b \). These codewords are then transmitted from antenna 1 and 2, respectively, during the first transmission period. In the second transmission period, these codewords are switched with respect to the antenna order. We employ random non-orthogonal spreading codes [64] and use linear multiuser detection schemes to combat the MAI. BPSK is considered as the modulation technique. The transmitted signals are captured by each of the \( L_A \) receiver antennas in the presence of MTJ and AWGN. Each antenna has a pair of matched filters, matched to the spreading codes. The received signal of the \( l \)-th antenna after co-phasing, down-conversion and demodulation from each of the two matched filters can be written in a matrix form as [65]

\[ Y_v^t = RAH_v^t d + I_v^t + N_v^t \]  

(5.3)

where the subscript \( v = 0 \) and 1 denotes the time instance \( t \) and \( t + T_b \) respectively, \( Y_v^t \) is a \( 2K_u \times 1 \) vector of the output from the matched filters, \( R \) is a \( 2K_u \times 2K_u \) cross-correlation matrix [64], \( A \) is the \( 2K_u \times 2K_u \) diagonal matrix containing all \( K_u \) users’ amplitudes, \( d \) is the \( 2K_u \times 1 \) vector containing bits \( d_1 \) and \( d_2 \) of all users, and \( I_v^t, N_v^t \) are the \( 2K_u \times 1 \) MTJ and Gaussian noise vectors, respectively. The channel matrix \( H_v^t \) is a \( 2K_u \times 2K_u \) diagonal matrix defined as [64]

\[ H_v^t = \text{diag}[h_v^t, \ldots, h_v^{t,k}] \]  

(5.4)
The $2 \times 2$ matrices $\mathbf{h}_{v,k}^l$ are [64]

$$
\mathbf{h}_{0,k}^l = \begin{bmatrix}
X_{0,1,l,k} & -X_{0,2,l,k} \\
X_{0,2,l,k} & X_{0,1,l,k}
\end{bmatrix}
$$

(5.5)

and

$$
\mathbf{h}_{1,k}^l = \begin{bmatrix}
X_{1,2,l,k} & -X_{1,1,l,k} \\
X_{1,1,l,k} & X_{1,2,l,k}
\end{bmatrix}
$$

(5.6)

where the entry $x_{v,p,l,k}$ is an independent random variable that follows the generalized-$K$ distribution, and the subscripts $v$, $p$, $l$ and $k$ indicate the time index, transmitter antenna, receiver antenna and the user, respectively. We assume user 1 as our desired user and $d_i = +1$ as the transmitted bit. We also assume various random variables to be independent of each other. Based on the assumption that we have perfect channel information at the receiver side, we incorporate MRC in our analysis. Now, by applying decorrelation operation on (5.3) and combining the outputs based on the principle of MRC as described in [64], the conditional SINR expression is [65]

$$
\text{SINR} = \frac{\left( A_i / \sqrt{2} \right)^2 \left( \sum_{l=1}^{N_a} \sum_{p=1}^{2} \sum_{v=0}^{1} x_{v,p,l}^2 \right)^2}{\sigma_{N,\text{decorr}}^2 + \sigma_{I,\text{decorr}}^2}.
$$

(5.7)

In (5.7), $A_i$ denotes the signal amplitude of user 1. In (5.7), we assume MTJ term to have a Gaussian distribution with zero mean and variance $\sigma_{I,\text{decorr}}^2$. The variance terms of Gaussian noise and MTJ can be expressed as [65]

$$
\sigma_{N,\text{decorr}}^2 = N_0 \left[ R^{-1} \right]_{1,1} \left( \sum_{l=1}^{N_a} x_{0,1,l}^2 + x_{1,1,l}^2 \right) + \left[ R^{-1} \right]_{2,2} \left( \sum_{l=1}^{N_a} x_{0,2,l}^2 + x_{1,2,l}^2 \right)
$$

(5.8)

and
\[ \sigma_{I_{\text{decor}}}^2 = \Lambda \left( \sum_{i=1}^{L_x} \left( x_{0,1,i}^2 + x_{1,1,i}^2 \right) \right) + \left( \sum_{i=1}^{L_x} \left( x_{0,2,i}^2 + x_{1,1,i}^2 \right) \right) \] (5.9)

respectively. The parameter \( \Lambda \) is given as

\[ \Lambda = 2 \sum_{i=1}^{L} \left( \frac{\alpha_i^2 G(\Delta f_i) M_m m_i}{b_i^2} \right) \] (5.10)

We will use the characteristic function approach to obtain the final unconditional BER expression. Based on expressions (5.7)-(5.9) and by using the Gaussian nature of noise and MTJ, we can obtain the BER expression by using the inversion formula as [19]

\[ P_e \approx \frac{1}{2} - \frac{1}{\pi} \int_{-\infty}^{\infty} \Phi_{\text{noise}}(\omega) \Phi_{\text{MTJ}}(\omega) \Im(\Phi_{\text{data}}(\omega)) d\omega. \] (5.11)

The integral in (5.11) can be computed by using any suitable numerical technique. The unconditional characteristic function of the Gaussian noise is defined as

\[ \Phi_{\text{noise}}(\omega) = \prod_{i=1}^{L_x} \left( \Phi_{0,1,i}^{\text{noise}}(\omega) \Phi_{1,2,i}^{\text{noise}}(\omega) \Phi_{0,2,i}^{\text{noise}}(\omega) \Phi_{1,1,i}^{\text{noise}}(\omega) \right) \] (5.12)

where

\[ \Phi_{\rho}^{\text{noise}}(\omega) = \left( \frac{-b_{\omega}^2}{2\omega^2 N_0} \right)^{1/2(M_{\rho} + \frac{m_{\rho}}{2} - 1)} \exp \left( -\frac{b_{\omega}^2}{4\omega^2 N_0} \left( R^{-1} \right)_{1,1} \right) \times W_{\frac{1}{2}(M_{\rho} + \frac{m_{\rho}}{2} - 1)} \right). \] (5.13)

In (5.13), \( \rho = \{0,1,l\}, \{1,2,l\}, \{0,2,l\} \) or \{1,1,l\} for \( \Phi_{0,1,l}^{\text{noise}}(\omega), \Phi_{1,2,l}^{\text{noise}}(\omega), \Phi_{0,2,l}^{\text{noise}}(\omega) \) or \( \Phi_{1,1,l}^{\text{noise}}(\omega) \), respectively. The entries of matrix \( R^{-1} \) can be determined numerically. Now, the unconditional characteristic function of the MTJ term is

\[ \Phi_{\text{MTJ}}(\omega) = \prod_{i=1}^{L_x} \left( \Phi_{0,1,i}^{\text{MTJ}}(\omega) \Phi_{1,2,i}^{\text{MTJ}}(\omega) \Phi_{0,2,i}^{\text{MTJ}}(\omega) \Phi_{1,1,i}^{\text{MTJ}}(\omega) \right) \] (5.14)
where $\Phi_{0,1}^{MTJ}(\omega)$, $\Phi_{1,2}^{MTJ}(\omega)$, $\Phi_{0,2}^{MTJ}(\omega)$, and $\Phi_{1,1}^{MTJ}(\omega)$ can be easily obtained from $\Phi_{0,1}^{\text{noise}}(\omega)$, $\Phi_{1,2}^{\text{noise}}(\omega)$, $\Phi_{0,2}^{\text{noise}}(\omega)$, and $\Phi_{1,1}^{\text{noise}}(\omega)$ by replacing the term $N_0$ with $\Lambda$ in each of them. Finally, the unconditional characteristic function of the required data term can be obtained as [46]

$$
\Phi_{\text{data}}(\omega) = \prod_{l=1}^{L} \prod_{p=1}^{2} \prod_{v=0}^{1} \left( \frac{j \sqrt{2b_{v,p,l}^2}}{4A_0 \omega} \right)^{\frac{M_{v,p,l}+M_{v,p,l}-1}{2}} \exp \left( -\frac{j \sqrt{2b_{v,p,l}^2}}{8A_0 \omega} \right)
$$

Furthermore, we observe that the BER expression in (5.15) is valid for any arbitrary fading and shadowing parameters. It should also be noted that (5.7)-(5.15) can be applied to the slow-fading case by assuming fixed channel fading coefficients over a duration of at least two consecutive symbols [64], i.e., $x_{0,1,l} = x_{1,1,l}$.

In the following, we consider a special case under slow and flat fading conditions in the absence of shadowing effects, i.e., when $M \to \infty$. Under slow-fading conditions the channel fading coefficients are assumed to be fixed over a duration of at least two consecutive symbols, i.e., $x_{0,1,l} = x_{1,1,l}$. Furthermore, the generalized-$K$ fading channel can be described as the Nakagami-$m$ fading channel in the absence of shadowing conditions [20]. We further assume random fading variables of the desired user’s signal in various branches of the receiver to be identically distributed as well as independent. Hence, similar to the approach in Section 3.2.3, the PDF of the random fading variable

$$
X_{L} = \sum_{l=1}^{L} \sum_{p=1}^{2} x_{p,l}^2 = \sum_{l=1}^{L} \left( x_{2,l}^2 + x_{1,l}^2 \right)
$$

is [43]
\[ f_{x_{la}}(x) = \frac{1}{\Gamma(2mL_A)} \left( \frac{m}{E(X^2)} \right)^{2mL_A} \exp \left( -\frac{m}{E(X^2)} X^2 \right)^{2mL_A^{-1}}, \quad \text{for } x > 0. \quad (5.16) \]

By using (5.16), the unconditional BER expression based on the Gaussian approximation is [43]

\[ P_e \approx \int_0^\infty Q \left( \sqrt{2C_M X_{la}} \right) f_{x_{la}}(x) \, dx \]

\[ P_e \approx \frac{\Gamma \left( 2mL_A + \frac{1}{2} \right)}{4\sqrt{\pi mL_A} \Gamma(2mL_A)} \left( \frac{m}{C_M E(X^2)} \right)^{2mL_A} \times _2F_1 \left( 2mL_A, 2mL_A + \frac{1}{2}; 2mL_A + 1; \frac{-m}{C_M E(X^2)} \right) \]

(5.17)

where the parameter \( C_M \) in (5.17) is defined as \( C_M = \frac{(A_i)^2}{2(\Lambda + N_0) \left( \left[ R^{-1} \right]_{1,1} + \left[ R^{-1} \right]_{2,2} \right)} \),

and \( m \) is the small-scale fading parameter. The simplified BER expression in (5.17) is valid for arbitrary number of branches as well as arbitrary values of small-scale fading parameter \( m \).

Now, due to the noise enhancement effects of the decorrelator [6], minimum mean-square error (MMSE) multiuser detector is also incorporated in this section to improve the overall BER performance. We can obtain the MMSE matrix by using the standard Wiener solution as [48]

\[ V_v' = A^T H_v' \left( H_v' \right)^T R^T \left[ R H_v' A A^T \left( H_v' \right)^T + N_0 R + \Lambda R \right]^{-1}. \quad (5.18) \]

The outputs from the bank of matched filters in (5.3) are processed by the MMSE stage as [6]
\[ V'_iY'_i = V'_iRAH'_i d + V'_iI'_i + V'_iN'_i. \] (5.19)

Now, by assuming that we have perfect channel information at the receiver side [6], the outputs in (5.19) are then weighted by their respective independent fading gains and are combined based on the principle of MRC. With user 1 as our desired user and \( d_1 = +1 \) as the transmitted bit, the BER expression based on Gaussian approximation is [48]

\[ P_e \approx E \left( Q \left( \frac{\sum_{l=1}^{L_0} \lambda_l}{\sqrt{\sum_{j=1}^{L_0} (\phi_{l,N} + \phi_{l,M})}} \right) \right) \] (5.20)

where various parameters in (5.20) are given as,

\[ \lambda_l = \left( x_{0,1,l} \left[ V'_0 RAH'_0 d \right]_1 \right) + x_{0,2,l} \left[ V'_0 RAH'_0 d \right]_2 + x_{1,2,l} \left[ V'_1 RAH'_1 d \right]_2 + x_{1,1,l} \left[ V'_1 RAH'_1 d \right]_2, \]

\[ \phi_{l,N} = \left( x_{0,1,l} \right)^2 N_0 V'_0 \left( V'_0 \right)^T \left[ 1,1 \right] + \left( x_{0,2,l} \right)^2 N_0 V'_0 \left( V'_0 \right)^T \left[ 2,2 \right] \]

\[ \quad + \left( x_{1,2,l} \right)^2 N_0 V'_1 \left( V'_1 \right)^T \left[ 2,2 \right] + \left( x_{1,1,l} \right)^2 N_0 V'_1 \left( V'_1 \right)^T \left[ 1,1 \right], \]

and

\[ \phi_{l,M} = \left( x_{0,1,l} \right)^2 \Lambda V'_0 \left( V'_0 \right)^T \left[ 1,1 \right] + \left( x_{0,2,l} \right)^2 \Lambda V'_0 \left( V'_0 \right)^T \left[ 2,2 \right] \]

\[ \quad + \left( x_{1,2,l} \right)^2 \Lambda V'_1 \left( V'_1 \right)^T \left[ 2,2 \right] + \left( x_{1,1,l} \right)^2 \Lambda V'_1 \left( V'_1 \right)^T \left[ 1,1 \right]. \]

Note that the notation \([d]_l\) represents the \(l\)-th entry of the vector \(d\) and \(E(.)\) represents expectation. It should also be noted that numerical techniques will be required to solve (5.20). It can be observed from above analysis that MMSE-based multiuser receiver improves BER performance by taking into consideration the effects of noise and MTJ.
However, BER performance improvement is achieved at the expanse of more complicated system design.

5.3 BER Analysis of Asynchronous Space-Time Multiuser Systems over Frequency-Selective Multipath Channels

We consider an asynchronous band-limited DS-CDMA system with $K_u$ users. A similar space-time spreading system as in Section 5.2 is assumed in this section. A fast frequency-selective fading channel with $L_p$ resolvable paths is assumed here, where fading coefficients are assumed to change independently from one symbol to another [66]. We assume random spreading codes and use a linear decorrelator detector to compensate for the interference arising from signal cross correlations. At the receiver side, each $l_A$-th antenna has a bank of $2L_r$ filters matched to the delayed versions of the desired user signal, where $L_r \leq L_p$. After down-conversion and demodulation, the signal for the $l_A$-th receive antenna can be written in a matrix form as [66]

$$Y_{l_A}^A = RAH_{l_A}^A d + I_{l_A}^A + N_{l_A}^A \tag{5.21}$$

where $Y_{l_A}^A$ is a $2L_pK_u \times 1$ vector of the output from the matched filters, $R$ is a $2L_pK_u \times 2L_pK_u$ cross-correlation matrix whose $(x,y)$-th entry is [15]

$$\beta_{x,y}^{p,q} = T_c \cos(\theta_{x,y}) \sum_{n=0}^{N-1} \sum_{\nu=0}^{N-1} c_n^{(x)} c_\nu^{(y)} g((n-\nu)T_c-(q-p)T_c-\tau_k). \tag{5.22}$$

In (5.22), the parameters $p$ and $q$ represent multipath indexes, $\tau_k$ represents the time delay of the $k$-th user and is uniformly distributed over $[0,T_c]$ [15]. Also, $\theta_{x,y}$ is the random phase uniformly distributed over $[0,2\pi]$ for the $(x,y)$-th element of the cross-
correlation matrix. In addition, \( c_n^{(x)} \in \{+1, -1\} \) and \( c_v^{(y)} \in \{+1, -1\} \) are respectively the \( n\)-th and \( v\)-th chips of the random sequences corresponding to the \((x,y)\)-th element of the correlation matrix. The matrix \( A \) is a \( 2L_pK_u \times 2L_pK_u \) diagonal matrix containing \( K_u \) users’ amplitudes, \( d \) is a \( 2L_pK_u \times 1 \) vector containing data bits of \( K_u \) users, and \( I_{v}^{t} \) and \( N_{v}^{t} \) are \( 2L_pK_u \times 1 \) MTJ and Gaussian noise vectors, respectively. The channel matrix \( H_{v}^{t} \) is a \( 2L_pK_u \times 2L_pK_u \) diagonal matrix defined as [64], [66]

\[
H_{v}^{t} = \text{diag}\left[ h_{v,1,1}^{t}, \ldots, h_{v,l_{p},1}^{t}, \ldots, h_{v,1,k}^{t}, \ldots, h_{v,l_{p},k}^{t} \right].
\]  

(5.23)

The \( 2 \times 2 \) matrices \( h_{v,l_{p},k}^{t} \) are [64], [66]

\[
h_{0,l_{p},k}^{t} = \begin{bmatrix}
x_{0,0,l_{p},d_{k}}^{t} & -x_{0,2,l_{p},d_{k}}^{t} \\
x_{0,2,l_{p},d_{k}}^{t} & x_{0,1,l_{p},d_{k}}^{t}
\end{bmatrix}
\]  

(5.24)

and

\[
h_{1,l_{p},k}^{t} = \begin{bmatrix}
x_{1,2,l_{p},d_{k}}^{t} & -x_{1,1,l_{p},d_{k}}^{t} \\
x_{1,1,l_{p},d_{k}}^{t} & x_{1,2,l_{p},d_{k}}^{t}
\end{bmatrix}
\]  

(5.25)

where the entry \( x_{v,p,l_{p},d_{k}}^{t} \) represents the independent generalized-\( K \) random fading parameter, the subscripts \( v, p, l_{p}, l_{A} \) and \( k \) indicate the indexes of time, transmitter antenna, multipath, receiver antenna and the user, respectively. We assume various fading variables to be independent of each other in our BER analysis. We also assume user 1 as our desired user and \( d_{1} = +1 \) is the desired bit. Thus, we will drop the subscript for the user in the subsequent part of our discussion. We first apply the decorrelation operation on \( (5.21) \) and then combine the outputs from the decorrelator stage based on the MRC
technique. With the help of [64]-[66] and after some algebraic manipulations, the conditional SINR expression can be obtained as

$$\text{SINR}_{v,p,l_i,l_j} = \left( \frac{A_i}{\sqrt{2}} \right)^2 \left( \sum_{v=0}^{L_v} \sum_{p=1}^{L_p} \sum_{l_i=1}^{L_{l_i}} \sum_{l_j=1}^{L_{l_j}} x_{v,p,l_i,l_j}^2 \right)^2 \frac{\sigma_{\text{N,decorr}}^2 + \sigma_{\text{MTJ,decorr}}^2}{\sigma_{\text{N,decorr}}^2 + \sigma_{\text{MTJ,decorr}}^2}$$

(5.26)

where $A_i$ is the amplitude of the desired user’s signal. Here, we assume the MTJ term to follow Gaussian distribution with zero mean and variance of $\sigma_{\text{MTJ,decorr}}^2$. In (5.26), the variance terms of Gaussian noise and MTJ can be expressed as

$$\sigma_{\text{N,decorr}}^2 = N_0 \sum_{l_i=1}^{L_i} \left[ \left( R^{-1} \right)^T \right]_{2l_i,1,2l_i,1} \times \delta + \left[ \left( R^{-1} \right)^T \right]_{2l_i,2l_i} \times \partial$$

(5.27)

and

$$\sigma_{\text{MTJ,decorr}}^2 = \sum_{l_i=1}^{L_i} \left( \left[ M \right]_{2l_i,1,2l_i,1} \times \delta + \left[ M \right]_{2l_i,2l_i} \times \partial \right)$$

(5.28)

respectively, where

$$\delta = \sum_{l_i=1}^{L_i} \left( x_{0,1,l_i,l_j}^2 + x_{1,2,l_i,l_j}^2 \right)$$

(5.29)

and

$$\partial = \sum_{l_i=1}^{L_i} \left( x_{0,2,l_i,l_j}^2 + x_{1,1,l_i,l_j}^2 \right).$$

(5.30)

Furthermore, $M = R^{-1}X(R^{-1})^T$ where $X$ is the MTJ correlation matrix whose $(x,y)$-th entry for $(p,q)$-th multipath is [15]

$$\psi_{p,q}^{x,y} = \Lambda T_c \sum_{n=0}^{N-1} \sum_{v=0}^{N-1} c_n^{(x)} c_v^{(y)} \cos \left[ 2\pi f_i \left( (n-v)T_c - (q-p)T_c - \tau_k \right) \right] - \theta_{x,y}. \quad (5.31)$$

where
\[ \Lambda = 2 \sum_{i=1}^{J} \left( \frac{\alpha_i^2 G(\Delta f_i) M_i m_i}{b_{(i)}^2} \right) \]  

(5.32)

In order to derive the unconditional BER expression, we use the following inversion formula [19]

\[ P_e \approx \frac{1}{2} - \frac{1}{\pi} \int_0^\infty \frac{\Phi_{\text{noise}}(\omega) \Phi_{\text{MTJ}}(\omega) \Im(\Phi_{\text{data}}(\omega))}{\omega} \, d\omega. \]  

(5.33)

The unconditional characteristic function of Gaussian noise in (5.33) is given as [6]

\[ \Phi_{\text{noise}}(\omega) = \prod_{l=1}^{L_x} \prod_{l_A=1}^{L_z} \left( \Phi_{\text{noise}_{0,1,l,l_A}}(\omega) \Phi_{\text{noise}_{1,2,l,l_A}}(\omega) \Phi_{\text{noise}_{0,2,l,l_A}}(\omega) \Phi_{\text{noise}_{1,1,l,l_A}}(\omega) \right). \]  

(5.34)

Similarly, the characteristic function for the MTJ term in (5.33) can be written as [6]

\[ \Phi_{\text{MTJ}}(\omega) = \prod_{l=1}^{L_x} \prod_{l_A=1}^{L_z} \left( \Phi_{\text{MTJ}_{0,1,l,l_A}}(\omega) \Phi_{\text{MTJ}_{1,2,l,l_A}}(\omega) \Phi_{\text{MTJ}_{0,2,l,l_A}}(\omega) \Phi_{\text{MTJ}_{1,1,l,l_A}}(\omega) \right). \]  

(5.35)

In (5.34), the characteristic functions \( \Phi_{\text{noise}_{0,1,l,l_A}}(\omega) \), \( \Phi_{\text{noise}_{1,1,l,l_A}}(\omega) \), \( \Phi_{\text{noise}_{0,2,l,l_A}}(\omega) \) and \( \Phi_{\text{noise}_{1,2,l,l_A}}(\omega) \) are defined as

\[ \Phi_{\text{noise}}(\omega) = \left[ \frac{b_\beta^2}{2\omega^2 N_0 \left( R^{-1} \right)^7} \right]^{1/2(M_\beta+m_\beta-1)} \cdot \exp \left[ \frac{b_\beta^2}{4\omega^2 N_0 \left( R^{-1} \right)^7} \right] \times W_{\frac{1}{2}(M_\beta+m_\beta-1),\frac{1}{2}(M_\beta-m_\beta)} \left( \frac{b_\beta^2}{2\omega^2 N_0 \left( R^{-1} \right)^7} \right). \]  

(5.36)

Note that in (5.36), \( \beta = 0,1,l,l_A \) and \( \gamma = 2l_r-1,2l_r-1 \) for \( \Phi_{\text{noise}_{0,1,l,l_A}}(\omega) \), \( \beta = 1,1,l,l_A \) and \( \gamma = 2l_r,2l_r \) for \( \Phi_{\text{noise}_{1,1,l,l_A}}(\omega) \), \( \beta = 0,2,l,l_A \) and \( \gamma = 2l_r,2l_r \) for \( \Phi_{\text{noise}_{0,2,l,l_A}}(\omega) \) and lastly \( \beta = 1,2,l,l_A \) and \( \gamma = 2l_r-1,2l_r-1 \) for \( \Phi_{\text{noise}_{1,2,l,l_A}}(\omega) \). The characteristic functions for the...
MTJ terms $\Phi_{0,1,1,1}^{MTJ}(\omega)$, $\Phi_{1,2,1,1}^{MTJ}(\omega)$, $\Phi_{0,2,1,1}^{MTJ}(\omega)$ and $\Phi_{1,1,1,1}^{MTJ}(\omega)$ can be similarly obtained from $\Phi_{0,1,1,1}^{\text{noise}}(\omega)$, $\Phi_{1,2,1,1}^{\text{noise}}(\omega)$, $\Phi_{0,2,1,1}^{\text{noise}}(\omega)$ and $\Phi_{1,1,1,1}^{\text{noise}}(\omega)$ by replacing $N_0\left[\left(R^{-1}\right)^T\right]$ with $[M]_y$. Finally, the characteristic function of the required data term in (5.33) can be shown as [8]

$$\Phi_{\text{data}}(\omega) = \prod_{l_x=1}^{L_x} \prod_{l_z=1}^{L_z} \prod_{p=1}^{2} \prod_{v=0}^{1} \left( j \frac{\sqrt{2}b^2_{v,p,l_x,l_z}}{4A_x\omega} \right)^{1/2\left(\frac{1}{2} \frac{v}{2} M_{v,p,l_x,l_z} + m_{v,p,l_x,l_z} \right)} \exp \left( j \frac{\sqrt{2}b^2_{v,p,l_x,l_z}}{8A_x\omega} \right) \times W_{\frac{1}{2}\frac{v}{2} M_{v,p,l_x,l_z} + m_{v,p,l_x,l_z}} \left( j \frac{\sqrt{2}b^2_{v,p,l_x,l_z}}{4A_x\omega} \right).$$

(5.37)

In (5.37), $b_{v,p,l_x,l_z}$, $M_{v,p,l_x,l_z}$, and $m_{v,p,l_x,l_z}$ are the generalized-$K$ parameters of the independent random variables $x_{v,p,l_x,l_z}$. The entries of the matrices $R^{-1}$ and $X$ can be determined numerically. It should be noted that (5.33)-(5.37) are also applicable for the slow-fading case by assuming fixed channel fading coefficients over a duration of at least two consecutive symbols [64], i.e., $x_{0,1,1,1} = x_{1,1,1,1}$.

### 5.4 Numerical Results and Discussions

In this section, BER results are presented under various conditions of fading and shadowing. In the analytical and simulation results, we assume the excess bandwidth of the band-limited pulse is assumed to be 100%. We also assume perfect power control, although our results can be extended to non-uniform power cases. We consider random spreading codes with a processing gain of $N = 31$ and BPSK as the modulation scheme. Our BER analysis can be extended for any value of $N$ as well. We only incorporate BTD
band-limited pulse shape in our numerical results. We assume total jamming power to be uniformly distributed among all jamming tones. We consider similar condition for the MTJ as in previous chapters, i.e., $J = 3$ jamming tones with shadowing parameter fixed at $M_{(i)} = 12$ for $i = 1, 2$ and $3$, and the small-scale fading parameters for the three jamming tones are set at $m_{(1)} = 2$, $m_{(2)} = 1$ and $m_{(3)} = 4$. Furthermore, in our simulations, we assume random fading variables of all $K_u$ users to be independent of each other. We also assume various channel fading variables to be perfectly known at the receiver side in order to incorporate MRC. The channel is assumed to be fast fading where the fading coefficients are fixed for the duration of one symbol. The total jamming power is assumed to be equally distributed among all jamming tones. We present the BER plots by averaging over various distinct combinations of random codes for each user. In Figs. 5.1 to 5.8, BER results are presented for the case of MIMO synchronous systems over flat-fading channels with $K_u = 5$. In Figs. 5.9 to 5.14, we analyze MIMO asynchronous case over frequency-selective multipath channel. Both cases of fast and slow fading conditions are analyzed. In Fig. 5.1, analytical and simulation BER results are plotted against $E_b/N_0$ over a fast-fading channel. We notice a close match between the two results, thus validating our theoretical analysis. In addition, we also observe a slight deviation between analytical and simulation results due to the Gaussian approximation. We further observe that when the small-scale fading parameter, $m$, is increased, system BER performance is improved. This is due to the fact that for higher values of $m$, the system is experiencing less severe fading effects of the wireless channel. Furthermore, we also observe flattening of the BER plots as $E_b/N_0$ value increases, due to the increase in the MTJ effects. In Fig. 5.2, we compare the BER performance under various shadowing conditions while
keeping the small-scale fading parameter fixed. From Fig. 5.2, we observe that the presence of shadowing degrades BER performance. When the shadowing parameter $M$ is increased, we observe that the BER performance is improved. The reason of such behavior is due to the fact that at higher values of $M$, system is under less severe shadowing effects and thus has better SINR condition.

Figure 5.1: Comparison of analytical and simulation results over a fast-fading channel with $M_v p, l = 12$, $L_A = 1$ and SJR = -10 dB.
Figure 5.2: BER performance under various shadowing conditions over a fast-fading channel with $m_{v,p,l} = 3$, $L_A = 1$ and $\text{SJR} = -10 \text{ dB}$.

In Fig. 5.3, we compare the BER performance with various number of receiver antennas. From the figure, we observe that as we increase the number of receiver antennas, better BER performance can be achieved due to improved SINR conditions. In Fig. 5.4, we compare the BER performance under slow- and fast-fading conditions. We observe that the systems with fast-fading conditions show better BER performance as compared to the ones with slow-fading conditions. This is due to the fact that the receiver can exploit fast-fading conditions to improve SINR of the system. We also observe such scenario with both shadowing and less shadowing effects.
Figure 5.3: BER performance with various number of receiver antennas over a fast-fading channel with $m_{v,p,l} = 7$ and SJR = -10 dB.

Figure 5.4: Comparison of BER performance under slow- and fast-fading conditions with $L_A = 2$, $m_{v,p,l} = 5$ and SJR = -10 dB.
Figure 5.5: BER performance under various jamming conditions over a slow-fading channel with $M_{v,p,l} = 12$, $L_A = 2$ and $m_{v,p,l} = 3$.
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Figure 5.6: BER performance under various jamming conditions with a fast-fading channel, $M_{v,p,l} = 12$, $L_A = 2$ and $m_{v,p,l} = 3$.
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In Figs. 5.5 and 5.6, we compare the BER performance under various jamming power conditions for slow- and fast-fading channels, respectively. From these two figures, we observe that both types of systems suffer BER performance degradation under higher jamming power conditions. We further observe a flattening effect of BER plots due to irreducible noise floor introduced by the MTJ. In Fig. 5.7, we compare BER performance over a fast-fading channel with various jamming power and small-scale fading conditions. From Fig. 5.7, we observe that under weaker jamming conditions, BER plots show less flattening effects. We further observe an improvement in BER performance under less severe fading conditions as well, i.e., under larger value of \( m \). In Fig. 5.8, we present BER results of systems with decorrelator and MMSE based detectors under fast-fading conditions. We compare the BER performance of both systems with \( \text{SJR} = -11 \, \text{dB} \) and \( \text{SJR} = -7 \, \text{dB} \). We observe that the MMSE detector outperforms the decorrelator detector due to the fact that the MMSE matrix includes the effects of all types of interference in the system without affecting the diversity order. However, such improvement in performance is achieved at the cost of higher complicated system design. We also observe that the BER performance of decorrelator and MMSE based systems does not converge at high values of \( E_b/N_0 \). This is because at higher \( E_b/N_0 \) values, the MTJ term becomes dominant. We further observe degradation in the BER performance of both decorrelator and MMSE based systems as jamming condition gets severe. We also observe noticeable flattening of the BER plots for both systems under worse jamming conditions.
Figure 5.7: Comparison of BER performance over a fast-fading channel with various small-scale fading parameters, $M_{v,p,l} = 4$ and $L_A = 1$.

Figure 5.8: Comparison of BER performance of decorrelator and MMSE based receivers over a fast-fading channel, $M_{v,p,l} = 12$, $m_{v,p,l} = 6$ and $L_A = 1$. 
For the asynchronous case, we assume similar conditions for the MTJ as for the synchronous case. Random spreading codes with $N = 31$ and BPSK modulation is considered. BTD band-limited pulse shape with excess bandwidth of 100% is employed. We assume $K_u = 3$, $L_p = 3$, $L_r = 2$, $\eta = 0.2$ and perfect power control. In Fig. 5.9, analytical and simulation BER results are plotted against $E_b/N_0$ over a fast-fading channel. We observe that there is a slight deviation between the two results, thus validating our theoretical analysis. Note that the slight deviation between analytical and simulation results is due to the Gaussian approximation adopted in our theoretical analysis. Moreover, we also observe that with higher value of small-scale fading parameter of the desired user, i.e., $m_1$, the system BER performance is improved due to better channel fading conditions. In Fig. 5.10, we compare BER performance under various shadowing conditions of the desired user, i.e., $M_1$, while keeping the other parameters unchanged. It is clear from Fig. 5.10 that the system BER performance degrades under shadowing conditions due to worse SINR conditions. In Fig. 5.11, we compare the BER performance under both slow and fast fading conditions. We observe that the systems with fast-fading show better BER performance as compared to the ones with slow-fading conditions. This is due to the fact that the receiver can exploit fast-fading conditions to improve BER performance. In Fig. 5.12, we compare the BER performance with various jamming power conditions. We fix small-scale fading and shadowing parameters of the system at, $m_1 = 2$ and $M_1 = 4$, respectively. We observe from Fig. 5.12 that BER performance improves when SJR is varied from -10 dB to -5 dB due to weaker jamming power. We further observe a noticeable flattening effect of BER plots at higher jamming power conditions. We observe that the system BER performance degrades noticeably when
jamming conditions get severe. It is due to the fact that when jamming gets severe system SINR conditions degrade. From the figure, we also observe a noticeable flattening of BER plots under the condition of high jamming power and high $E_b/N_0$ levels. The flattening effect is caused by the irreducible noise floor introduced by the MTJ at higher values of $E_b/N_0$, because the jamming power becomes dominant at higher $E_b/N_0$ values. Thus, presence of jamming not only degrades the BER performance but also introduces an irreducible noise floor.

Figure 5.9: Comparisons of analytical and simulation results over a frequency-selective multipath fast-fading channel with $M_1 = 4$, $L_A = 1$ and SJR = -10 dB.
Figure 5.10: BER performance over a fast-fading channel with various combinations of fading parameters, $L_A = 1$ and SJR = -10 dB.

Figure 5.11: BER performance under both slow- and fast-fading conditions with $M_1 = 12$, $m_1 = 7$, $L_A = 1$ and SJR = -10 dB.
In Fig. 5.12, we compare the BER performance over a fast-fading channel with different SJR levels, $m_1 = 2$, $M_1 = 4$ and $L_A = 1$.

In Fig. 5.13, we compare the BER performance with various number of receiver antennas under various SJR conditions. We observe from Fig. 5.13 that the system BER performance improves as the spatial diversity level increases from $L_A = 1$ to $L_A = 2$. This is because when the number of spatial diversity branches is increased, the system SINR improves and thus the BER performance of the system is improved. In Fig. 5.14, we compare the BER performance with various jamming power conditions for the system with spatial diversity $L_A = 2$. We consider a fast-fading channel with $m_1 = 3$ and $M_1 = 12$. From the figure, we again observe that the BER performance of systems under less severe jamming effects, show less flattening of the BER plots as well as less SINR degradation. However, the systems under severe jamming conditions show visible flattening of the BER plots and the worsening of the system SINR.
Figure 5.13: BER performance over a fast-fading channel with various combinations of receiver antennas and SJR conditions, $m_r = 3$ and $M_1 = 4$.

Figure 5.14: BER performance over a fast-fading channel with various jamming conditions, $L_A = 2$, $m_i = 3$ and $M_1 = 12$. 
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5.5 Conclusion

In this chapter, a transmit diversity scheme for band-limited DS-CDMA systems based on space-time spreading has been investigated. We have studied the BER performance of decorrelator and MMSE based systems for slow- and fast-fading channels. Flat and frequency-selective multipath generalized-$K$ fading channels are considered. Analytical BER expressions have been presented as a function of the number of receiver antennas and the characteristics of the multipath fading channel. Due to complexity of the problem considered in this chapter, final BER expressions cannot be further simplified with the help of analytical approaches. Therefore, numerical techniques are used to present numerical results. However, with the help of our BER expressions, we have analyzed the BER performance under low BER ranges, where the simulations are time consuming. Numerical results have shown that the systems under fast-fading show better BER performance for various scenarios of channel fading and shadowing as compared to the systems under slow-fading conditions. We also observe that the MMSE-based scheme shows better BER performance as compared to the one with decorrelator at the expense of more complicated system design. We further observe that the presence of MTJ introduces an irreducible noise floor to the BER plots at higher values of $E_b/N_0$. However, better BER performance can be achieved by increasing the number of receiver antennas. In addition, we have also observed that the system can exploit both temporal and spatial diversity over a multipath fading channel to combat fading and shadowing conditions.
Chapter 6

Conclusion and Future Work

In this chapter, we present conclusion of our research and the possible direction for the future work.

6.1 Conclusion

In this research, we have analyzed the BER performance of band-limited DS-CDMA systems under composite shadowing and small-scale fading conditions. We have presented analytical BER expressions for these systems under various fading and shadowing conditions using the generalized-$K$ fading model. The generalized-$K$ model has the advantages of simplicity, accuracy and mathematical tractability when compared with other distributions. In our numerical analysis, we have compared and analyzed the BER performance of various band-limited DS-CDMA systems incorporating two types of band-limited pulse shapes, namely, SRC and BTD, under various conditions of shadowing and small-scale fading. Additional scenario includes interference caused by MTJ, MAI and AWGN.

We first present BER expressions for the case of conventional matched-filter based systems. We consider systems under flat and frequency-selective multipath fading conditions. Systems employing MRC and EGC diversity-combining schemes are considered. Diversity systems based on space, multipath, and the combination of two, i.e., space and multipath, are analyzed. From our numerical analysis, we observe that the
systems with BTD pulse shape outperform the ones with SRC pulse. We further observe that the systems employing two-dimensional diversity outperform the ones with multipath-only diversity. Moreover, we observe that by employing the generalized-$K$ distribution, channels with shadowing and small-scale fading effects can be easily analyzed. From the BER plots, we notice that the presence of MTJ and MAI introduces a flattening effect on the BER plots at higher values of SNR. Furthermore, systems based on MRC diversity-combining technique have been shown to outperform the ones with EGC under various scenarios of channel shadowing and fading effects.

Following that, we have extended our BER analysis to the case of linear decorrelator based systems. We consider a frequency-selective multipath fading channel. Both single and two-dimensional diversity schemes have been studied. We incorporate both EGC and MRC based systems. From our numerical analysis, we observe that the decorrelator-based systems outperform the ones without it. We also observe that with decorrelator, systems with BTD pulse outperform the ones with SRC pulse. Moreover, we also observe that the two-dimensional diversity receivers outperform the ones incorporating multipath-only receivers due to the improvement of the overall SINR conditions.

Lastly, we have also extended our BER analysis to the case of MIMO systems, incorporating space-time spreading transmit diversity scheme. We consider MIMO systems with 2-transmitter and multiple receiver antennas. Both the decorrelator and MMSE based MUD schemes are analyzed for the flat-fading case. However, only decorrelator-based system is employed for the asynchronous frequency-selective multipath scenario. Flat as well as frequency-selective multipath fading channels are considered. The systems over both slow and fast fading channels are analyzed. From our
numerical analysis, we observe that the space-time spreading based temporal and spatial
diversity technique can exploit both temporal and spatial diversity to enhance system
SINR. Numerical results have also shown that the systems under fast-fading condition
show better BER performance than the systems under slow-fading condition with various
scenarios of fading and shadowing. Now, due to the complexity of the problem
considered in this work, various BER expressions presented can only be solved by using
numerical techniques. However, as shown in Sections 3.4, 4.3 and 5.4, with the help of
our BER expressions, various scenarios of small-scale fading and shadowing for the
band-limited DS-CDMA systems can be analyzed. In addition, the derived theoretical
expressions allow us to study the performance of the system under low BER ranges,
where simulation is time consuming.

6.2 Suggestions for Future Work

In this research, we have considered MIMO asynchronous band-limited DS-CDMA
systems with decorrelator-based multiuser detection (MUD) scheme. Analysis of such
MIMO systems can be further extended for the linear minimum mean-squared error
(MMSE) based systems over frequency-selective multipath fading channels. BER
performance of such MMSE-based MIMO systems with jamming can be studied over
frequency-selective slow and fast fading channels. Furthermore, we can employ diversity
systems based on the adaptive weight adjustments for the combining technique at the
receiver side. Implementation of such receiver requires the knowledge of channel
parameters as well as that of the interferer. Such an adaptive technique can be
incorporated based on the parameters of the fading channel as well as jamming or
interference, to optimize the SINR conditions [8].
In addition, by adopting the technique introduced in [67], it is possible to study MIMO band-limited DS-CDMA systems employing convolutional coding technique with MMSE instead of decorrelator-based MUD scheme. BER performance improvement for such MIMO systems over frequency-selective multipath fading channels with interference can be studied. Adaptive gains for the diversity receiver with convolutional coding technique can be employed to maximize SINR conditions. So far in our study, we only consider DS-CDMA systems where weighting is done at the receiver side. In [68], DS-CDMA systems based on the space-time multiuser transmitter precoding have been analyzed. Such scheme can be incorporated in our system such that the transmitter precoding not only takes into consideration the effects of multiuser interference, but jamming as well. BER performance of such band-limited DS-CDMA systems involving multiple transmitter and receiver antennas can be considered such that the transmitted signal is adaptively precoded at the transmitter side to simultaneously combat fading and interference conditions. In this work, we mainly focus on uncorrelated fading channels. This BER analysis can be further extended for the correlated fading scenarios with jamming and various types of diversity-combining techniques [8]. Furthermore, in this research, we analyze BER performance of band-limited DS-CDMA systems over generalized-\( K \) channels with the help of Gaussian approximation technique due to its simplicity. BER analysis of such systems can be further extended by employing the improved Gaussian approximation based techniques.
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