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Abstract

Asymmetric boosting, while acknowledged to be important to imbalanced classification problems like face detection, is often based on the trial-and-error methodology to obtain the best boosted classifier, rather than on principled methods. This thesis solves a number of issues related to asymmetric boosting and the use of asymmetric boosting in face detection. It shows how a proper understanding and use of asymmetric boosting leads to improvement in the learning time, the learning capacity, the detection speed and the detection accuracy of a face detector.

First, an integrated framework for both online learning and asymmetric learning of a boosted classifier is presented. In addition, the proposed method adaptively balances the skewness of the weight distribution of the two classes presented to the weak classifiers, allowing them to be trained more equally. An additional constraint on propagating the weights of the data points is introduced, allowing the online learning to converge faster. When compared with the Online Boosting algorithm recently applied to object detection problems, a 0-10% increase in accuracy and 5-30% gain in learning speed were observed.

Second, training a face detector using boosting and Haar-like features often requires weeks of computation on a single CPU machine. The bottleneck is in the training of a weak classifier, currently in the order of minutes. Traditional techniques for training a weak classifier usually run in time $O(NT \log N)$, with $N$ examples (approximately 10,000), and $T$ Haar-like features (approximately 40,000). A method to train a weak
classifier in time $O(N + T)$ is presented, by using only the statistics of the weighted input data. Experimental results reveal a significantly reduced training time of a face detector from weeks to just a few hours. In particular, this method trades off a minimal increase in training time for a very large increase in the set of Haar-like features explored, enjoying a significant gain in accuracy.

Third, a generalized framework for representing a boosted classifier with multiple exit nodes is introduced. A method for training such a classifier is also proposed, which combines the recent idea of propagating scores across boosted classifiers and the use of asymmetric goals. A means for determining the ideal asymmetric goal is provided, which is theoretically justified under a conservative bound on the operating point target in the receiver-operator characteristic (ROC) curve, and is empirically near-optimal under the exact bound. Moreover, the method automatically minimizes the number of weak classifiers, avoiding the need to retrain a boosted classifier multiple times as in conventional methods. Experimental results show a significant reduction in the training time and the number of weak classifiers, as well as an improvement in accuracy.

Fourth, a set of bounds on the generalization ability of a boosted classifier trained with an asymmetric goal is proposed, as current generalization bounds are not designed for asymmetric errors. The proposed bounds show that, unlike traditional boosting methods where there is no difference between a margin of a positive example and that of a negative example, the penalties applied to the margins are different for different classes.

Finally, this thesis concludes with a discussion of future work for appearance-based face detection. These include potential advances in the learning of weak and boosted classifiers as well as in the online learning of face detectors.
Publications

Ports of the work described in this thesis have also appeared in:

Conference papers


The source code of the methods proposed in this thesis is available at:

- **PyCV - A Python package for Computer Vision**
  
  http://www.ntu.edu.sg/home5/pham0004/pycv/
# Nomenclature

The following terms are commonly used throughout the thesis.

<table>
<thead>
<tr>
<th>Term</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>a.s.</td>
<td>almost surely</td>
</tr>
<tr>
<td>d.o.f.</td>
<td>degree of freedom</td>
</tr>
<tr>
<td>e.g.</td>
<td>for example</td>
</tr>
<tr>
<td>i.e.</td>
<td>that is</td>
</tr>
<tr>
<td>i.i.d.</td>
<td>independently and identically distributed</td>
</tr>
<tr>
<td>s.t.</td>
<td>such that</td>
</tr>
<tr>
<td>vs.</td>
<td>versus</td>
</tr>
<tr>
<td>w.r.t.</td>
<td>with respect to</td>
</tr>
<tr>
<td>$\mathbb{P}[:,]$ (or $\hat{\mathbb{P}}[:,]$)</td>
<td>probability (or empirical probability) of an event</td>
</tr>
<tr>
<td>$\mathbb{P}_w[:,]$ (or $\hat{\mathbb{P}}_w[:,]$)</td>
<td>probability (or empirical probability) of an event w.r.t. probability measure $\mathbb{P}_w$ (or $\hat{\mathbb{P}}_w$) defined in the context</td>
</tr>
<tr>
<td>$\mathbb{E}[:,]$ (or $\hat{\mathbb{E}}[:,]$)</td>
<td>expectation (or empirical expectation) of a random variable or a function of random variables</td>
</tr>
<tr>
<td>$\mathbb{E}_w[:,]$ (or $\hat{\mathbb{E}}_w[:,]$)</td>
<td>expectation (or empirical expectation) of a random variable or a function of random variables w.r.t. probability measure $\mathbb{P}_w$ (or $\hat{\mathbb{P}}_w$)</td>
</tr>
<tr>
<td>Term</td>
<td>Description</td>
</tr>
<tr>
<td>----------</td>
<td>-----------------------------------------------------------------------------</td>
</tr>
<tr>
<td>DR</td>
<td>detection rate</td>
</tr>
<tr>
<td>FAR</td>
<td>false acceptance rate</td>
</tr>
<tr>
<td>FRR</td>
<td>false rejection rate</td>
</tr>
<tr>
<td>x</td>
<td>input point</td>
</tr>
<tr>
<td>X</td>
<td>input space</td>
</tr>
<tr>
<td>y</td>
<td>output class</td>
</tr>
<tr>
<td>Y</td>
<td>set of output classes; $Y = {-1, 1}$ in this thesis</td>
</tr>
<tr>
<td>$h : X \rightarrow Y$</td>
<td>discrete-valued weak classifier</td>
</tr>
<tr>
<td>$\tilde{h} : X \rightarrow \mathbb{R}$</td>
<td>real-valued weak classifier</td>
</tr>
<tr>
<td>$f : X \rightarrow \mathbb{R}$</td>
<td>confidence (score) function of a boosted classifier, usually defined as $f(x) = \sum_i c_i h_i(x)$ or $f(x) = \sum_i \tilde{h}_i(x)$</td>
</tr>
<tr>
<td>$F = \text{sign}(f)$</td>
<td>classification function of a boosted classifier</td>
</tr>
<tr>
<td>$J_\lambda(F)$ or $J_\lambda(f)$</td>
<td>asymmetric error of a classifier</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

1.1 Motivation

Face detection is a computer vision task that identifies and determines the locations and sizes of human faces in arbitrary (digital) 2D images. It detects face locations (and possibly facial features) and ignores anything else, such as buildings, trees and bodies.

Figure 1.1: Face detection in action

Face detection has many applications in the real world. It serves as the first step
in many vision-based human computer interaction systems, to enable or bootstrap face recognition, face tracking, face pose estimation and facial expression recognition. Most existing methods on these topics assume human faces in an image or a video sequence has been identified and localized. To build a fully automated system that extracts information from images containing human faces, it is essential to use face detection as the first step to detect human faces before any subsequent task can proceed.

Face detection is also used in many surveillance systems. Some applications are used to identify and locate a human being in a scene, or to count the number people passing though a place in specified time intervals. Recently, face detection has been incorporated into digital cameras and movie cameras for subject-aware auto-focusing.

While a human being can do face detection effortlessly, this task is not easy at all for a machine. The challenges associated with face detection can be attributed to the following factors:

- **Pose.** The face images vary due to the pose of the objects (e.g., human pose, distances among facial features).

- **View.** The images vary due to the relative camera-to-object view, and some parts like an eye or half a face may become partially or wholly occluded. In an image with a group of people, some faces may partially occlude other faces.

- **Presence or absence of structural components.** Features such as beards, mustaches, and glasses, may or may not be present and there is great variability among these components including shape, color, and size.

- **Imaging conditions.** When the image is formed, factors such as lighting (spectra, source distribution and intensity) and camera characteristics (sensor response, lenses) affect the appearance of an object.

Early face-detection algorithms focus on the detection of frontal human faces. Examples include learning-based approaches of Sung and Poggio [62, 71, 72], Rowley et
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Figure 1.2: Cascade of classifiers for face detection

al. [65], Osuna et al. [55], Schneiderman and Kanade [68] in which face detection is considered as a problem of binary classification of face and non-face patches. Newer algorithms attempt to solve the more general and difficult problem of multi-view face detection. That is, the detection of faces that are either rotated along the axis from the face to the observer (in-plane rotation), or rotated along the vertical or left-right axis (out-of-plane rotation), or both. Perhaps, the most successful early work of this kind was due to Yow and Cipolla [92, 93, 94, 95]. It was later followed by many researchers, including but not limited to Viola and Jones [35], Li et al. [44], Wu et al. [83, 85] and Huang et al. [32]. Surveys of face detection methods up to 2001 are available in [27, 91].

There are three factors in evaluating the performance of a face detector: detection rate, false acceptance rate, and detection speed. The detection rate of a face detector measures the probability that the detector truly recognizes a face patch as a face. Sometimes, the inverse of the detection rate, *i.e.*, the false rejection rate, which measures the probability that the detector wrongly classifies a face patch as a non-face, is used. The false acceptance rate measures the probability that the detector classifies a non-face patch as a face, while the detection speed measures how fast *in average* the face detector classifies a patch.

Many recent successful face detection algorithms follow the framework of Viola and Jones [79], which can detect faces in *real-time* with a high detection rate and an extremely low false acceptance rate. In this framework, face detection is implemented as a binary pattern-classification task. A large number of (usually square or rectangular)
sub-windows (or patches) of the image, located at different locations and scales, are examined. For each sub-window, its content is transformed into features. After which a classifier, trained on face and non-face examples, decides whether that sub-window contains is a face or not.

The key insight of achieving real-time detection speed in Viola and Jones’ framework is the idea of designing the whole complex classifier as a cascade of classifiers with increasing complexity, illustrated in figure 1.2. An input patch is classified as a face if all the classifiers $F_k$ classify it as a face. With this arrangement, simple non-face patches are rejected much faster by early and simple classifiers, allowing the cascade to classify a large number of patches in a small amount of time. Even though the coarse-to-fine idea has existed for several decades, and was widely used in the automatic target recognition techniques of the 1970s and 80s [6], the work of Viola and Jones was the first to apply it in face detection.

Despite the advantage of detection speed that a cascade can offer, there are a number of issues in learning it. It is not known beforehand how many classifiers are needed, nor which combination of ROC operating points (each defined by a detection rate and a false acceptance rate) produces an optimal cascade. Currently, these parameters are obtained mainly by trial and error, though some progress has been made [9, 70].

Viola and Jones [79, 80] and conventional methods often use AdaBoost or one of its variants [21, 67] to train $F_k$ as a boosted classifier\(^1\). However, one has to devise a learning strategy to find an optimal trade-off among three important factors of a boosted classifier: detection rate, false acceptance rate, and number of weak classifiers. To maintain a high detection rate and an extremely low false acceptance rate for the overall cascade, each individual classifier $F_k$ must ensure an extremely small false rejection rate and a moderate false acceptance rate. On the one hand, to achieve both of these criteria

\(^1\)Sometimes, $F_k$ is also called as a voting classifier because it is a linear combination of weak classifiers.
concurrently, one needs to train as many weak classifiers as possible. On the other hand, it is also essential to minimize the number of weak classifiers of a boosted classifier, as it is roughly proportional to the running time of the classifier.

Another problem with boosting techniques like AdaBoost comes from their learning objective function, which is to minimize an upper bound of the (empirical) classification error of the trained boosted classifier. In these methods, there is no difference between penalizing a false positive and penalizing a false negative. However, when constructing a cascade, a false negative is a lot more severe than a false positive\(^2\). Unfortunately, even if the boosted classifier is trained with an infinite number of weak classifiers, there is no guarantee that the final boosted classifier satisfies a desired pair of false acceptance rate and false rejection rate. In fact, if the two positive and negative classes are not separable, not every pair of desired error rates can be achieved\(^3\).

In [79], Viola and Jones fixed the problem of obtaining a classifier favoring one type of error rate over the other by introducing a threshold at the end of a boosted classifier. As the threshold decreases, the boosted classifier accepts more false positives and fewer false negatives. While this sounds like the problem is solved, the approach raises a number of questions:

1. Is it possible to reach the desired rates in the first place?

2. If it is possible, how many weak classifiers are to be trained to ensure that a threshold allowing the boosted classifier to achieve the desired rates exists?

3. Given the previous question answered, are these weak classifiers optimal for the boosted classifier?

In their follow-up publication [80], Viola and Jones introduced a notion called asymmetric boosting, and showed that their new algorithm outperforms their previous ap-

\(^2\)Because while a non-face patch passes a classifier, it can still be rejected by subsequent classifiers, but once a face patch is rejected it cannot be recovered later.

\(^3\)Chapter 5 discusses this in more detail.
The main idea of asymmetric boosting is the introduction of a new objective function. Instead of finding a classifier $F_k$ that minimizes the empirical classification error

$$\hat{P}[F_k(x) \neq y]$$

as in traditional methods\(^4\), asymmetric boosting finds a classifier minimizing a term called asymmetric error:

$$\hat{P}[F_k(x) = 1|y = -1] + \lambda \hat{P}[F_k(x) = -1|y = 1],$$

where $\lambda$ is a parameter, often referred to as the degree of asymmetry, that controls the tradeoff between the two error rates. Here, we refer to the goal of minimizing an asymmetric error as an asymmetric goal. If we increase $\lambda$, the resulting false rejection rate tends to decrease and the resulting false acceptance rate tends to increase. Conversely, if we decrease $\lambda$, the resulting false rejection rate tends to increase and the resulting false acceptance rate tends to decrease. Because the resulting classifier favors one type of error over the other, it is also referred to as an asymmetric classifier. Viola and Jones also showed that, by using asymmetric boosting, the resulting number of weak classifiers are much fewer than using the original AdaBoost method. A few papers express asymmetric boosting in different forms, including [18, 29, 49], but the main idea is the same.

Empirical results in many papers (e.g., [29, 49, 80]) show that asymmetric boosting is a better approach than the former in obtaining an boosted classifier having biased error rates. However, like the former, it raises a number of questions that are not addressed by current methods:

1. What is the choice of $\lambda$ to train a boosted classifier? The current solution that existing work uses is an adhoc fashion. Multiple boosted classifiers are trained with different values of $\lambda$ and number of weak classifiers. The best classifier is

\(^4\)\(\hat{P}\) denotes the discrete distribution representing the training set, defined in (2.5).
selected manually, and is usually based on the whether it matches a desired pair of error rates and whether the number of weak classifiers needed is minimal.

2. Is there a relationship between the final error rates and the degree of asymmetry $\lambda$ given priorly?

3. Is there a way to select $\lambda$ before training?

4. How well does the resulting asymmetric boosted classifier generalize?

It is therefore, the theme of this thesis to further enhance our knowledge about asymmetric boosting, and to give reasonable answers to all of the questions above. We show how asymmetric boosting, when applied to the problem of face detection, improves the accuracy, the training time, and the detection speed of a face detector.

1.2 Topics and Approaches of this Thesis

The following problems are addressed in this thesis.

1.2.1 Online Learning of An Asymmetric Boosted Classifier

Recently, there has been an increased interest in applying boosting techniques on computer vision problems that require the online learning of a boosted classifier [34, 24, 64]. To do this, these methods use the same underlying Online Boosting algorithm proposed by Oza [56], which in turns minimizes the classification error while updating the weak classifiers online.

However, in the tasks of object detection and recognition (e.g., face detection or database retrieval), one is often faced with a binary classification problem where the probability of observing a positive example (i.e., the target object) is much lower than the probability of observing a negative example (e.g., background, non-target object).
In such domains, an asymmetric classifier that can avoid the danger of missing positive patterns is often more desirable than a classifier learned by minimizing the classification error. Methods addressing the problem of learning asymmetric classifiers have been proposed in [18, 29, 49, 80]. To our best knowledge, these methods cannot be done online.

In chapter 3, we introduce a novel boosting algorithm which addresses the problem of learning online an asymmetric boosted classifier. The idea of learning online is similar to the Online Boosting algorithm [56] having been recently used [24, 34, 64], but with a faster convergence speed. On the aspect of learning asymmetrically, our method is similar to that of Viola and Jones [80]. Besides, our method also seeks to balance the skewness of the weight distribution of the two classes presented to each weak classifiers (to be discussed in the chapter), so that they are trained more equally.

1.2.2 Fast training of Haar-like features using Statistics

One of the greatest obstacles to a wider use of cascades is that it takes a long time to train a cascade, even if all parameters are properly assigned a priori. For example, it took weeks of computation to produce the final cascade in [79], using multiple machines. The bottleneck is at the training of a weak classifier\(^5\), of which the time complexity is \(O(NT \log N)\), where \(N\) is the number of examples used and \(T\) is the size of the feature set. In practice, one has to run many trials and to choose the best configuration, which results in an even longer training time.

In chapter 4, we present a method to train weak classifiers with a speed much faster than traditional methods, bringing down the total training time of a face detector from weeks to just a few hours. Our approach takes a different point of view from traditional methods. Noticing that both \(N\) and \(T\) are not only dominant, but also important factors in constructing the weak classifiers, rather than trying to reduce either \(N\) or \(T\) as

\(^{5}\text{usually in minutes practically}\)
in traditional methods, we eliminate the multiplication of $N$ and $T$ incurred in the time complexity in training a weak classifier by using statistics. This reduces the time complexity to $O(N + T)$. In our approach, the time to train a weak classifier is approximately linear to either $N$ or $T$, whichever is more dominant, but not both. By doing so, we can train weak classifiers with more examples – giving better generalization, as well as more features – giving a wider hypothesis set for the weak classifiers.

Experimental results show that with our new method, we can train up to 19 Haar-like feature types (figure 1.3) on a $24 \times 24$ image sub-window, generating in total 295,920 features, six times the number of features used by Viola and Jones in [81]. Yet, it takes 6 seconds to train all feature classifiers and select the best one on a conventional Intel Pentium IV PC.
1.2.3 Choosing an Asymmetric Goal

In chapter 5, we introduce a generalized representation for a boosted classifier with multiple exit nodes, and propose a method to training which combines the idea of propagating scores across boosted classifiers [87, 89] and the use of asymmetric goals [80]. Concurrently, we analyze the relationship between the choice of an asymmetric goal and the resulting pair of false acceptance rate and false rejection rate of the boosted classifier obtained from training using this goal as the objective. This relationship allows us to select an asymmetric goal prior to training, such that after the training, the number of weak classifiers is minimized while at the same time the target error rates are reached. This avoids the need to retrain a boosted classifier multiple times for the empirically best performance as in conventional methods. Furthermore, we explain how the weak classifiers of many existing methods are trained sub-optimally. The results show significant reduction in training time and in the number of weak classifiers having been trained, as well as better accuracy, compared to conventional cascades and multi-exit boosted classifiers.

1.2.4 Bounding a True Asymmetric Error from its corresponding Empirical Asymmetric Error

In traditional classification learning methods, there is no difference between a false negative and a false positive, i.e., they are equally penalized. The idea of using this asymmetric goal is to weigh false negatives and false positives differently so as to favor one type of error rate over the other. Traditional bounds for boosting [36, 37, 67] explains the relationship between the empirical classification error the true generalization error of a classifier. They are not designed to explain the performance of an asymmetric classifier because they do not take into account the asymmetry of the goal. Conversely, in an attempt to explain the performance of an asymmetric classifier, we propose in chapter 6
the first bounds on the true asymmetric error based on the empirical asymmetric error of a classifier, which have not been addressed before in the literature.

1.3 Thesis Outline

The subsequent chapters of the thesis are organized as follows. Chapter 2 gives an overview of recent real-time appearance-based face detection methods, and explains common concepts about cascades and boosting used in these methods.

In chapter 3, an integration method of asymmetric boosting and online boosting is covered. Furthermore, the convergence rate of the method is improved via the enforcement of an extra converging condition. The weak classifiers are trained more equally by balancing the skewness of the prior probabilities of the joint weight distribution, leading to slightly better accuracy.

In chapter 4, a fast method to train the weak classifiers of a face detector is proposed. The key idea of the method is based using the statistics of the Haar-like features, so that the training time of a feature is independent of the training size. This reduces the time complexity in training a weak classifier by an order of magnitude.

The analysis of the relationship between an asymmetric goal and the output error rates of a boosted classifier learned by using this goal is presented in chapter 5. Also in this chapter, a general framework capturing traditional and recent cascades, as well as a new kind of boosted classifier called multi-exit boosted classifier is introduced. It is shown in this chapter how multi-exit boosted classifier outperforms traditional cascades, as well as how a number of existing methods train their weak classifiers sub-optimally. The knowledge obtained from the analysis allows us to select an asymmetric goal prior to training, such that after the training, the number of weak classifiers is minimized while at the same time reaching the target error rates. This avoids the need to retrain a boosted classifier multiple times for the empirically best performance as in conventional
methods.

We analyze and propose a set of generalization bounds for true asymmetric error in chapter 6. Due to the novelty of asymmetric goals, these kinds of bounds have not been addressed before in the literature.

The contributions described in chapter 3, 4, and 5 have been presented in [60], [59], and [61] respectively. The contribution in chapter 6 has been submitted for publication and is under review.
Chapter 2

Overview of Appearance-based Face Detection

In this chapter, we give an overview of face detection methods, especially those using boosting and cascades to give real-time detection speed. Face detection is a necessary first-step in many face recognition systems, with the purpose of localizing and extracting the face region from the background. It also has several applications in areas such as content-based image retrieval, video coding, video conferencing, crowd surveillance, and intelligent human-computer interfaces. However, it was not until recently that the face detection problem received considerable attention among researchers. A wide variety of techniques have been proposed, ranging from simple edge-based algorithms to composite high-level approaches which utilize advanced pattern recognition methods.

While numerous methods have been proposed to detect faces in a single image of intensity or color images, we are unaware of any survey on this particular real-time face detection topic. Surveys of face detection methods before 2001 were written by Hjelmas and Low [27] and Yang et al. [91]. None of these methods could run in real-time until the seminal work of Viola and Jones in 2001 [79].

In general, early techniques to detect faces from a single intensity or color image can
be classified into four categories, with some methods clearly overlap category boundaries. More details can be found in the respected surveys [22, 27, 91]:

1. **Knowledge-based methods.** These rule-based methods encode human knowledge of what constitutes a face. Usually, the rules capture the relationships among parts of a face [90].

2. **Constellation-based approaches.** These algorithms aim to find structural features of the face (e.g., eyes, mouths, and noses), and then use these to locate the faces [13, 42, 92, 93, 94, 95].

3. **Template-matching methods.** Several standard patterns of a face are stored to describe the object as a whole or the facial features separately. The correlations between an input image and the stored patterns are computed for detection [12, 40].

4. **Appearance-based methods.** In contrast to template-matching, the models (or templates) are learned from a set of training images which should capture the representative variability of face appearance. A sub-window is scanned over the probed image with different locations and scales. Each obtained patch is classified using these learned models to determine if it corresponds to an object [11, 43, 55, 62, 63, 65, 68, 71, 72].

Among the face detection methods, appearance-based methods using learning algorithms have attracted much attention recently and have demonstrated excellent results.

Instead of designing a single complex classifier and applying it to every possible patch, recently coarse-to-fine search has been used to achieve computational efficiency. The coarse-to-fine idea has existed for several decades, and, in particular, was used widely in the automatic target recognition techniques of the 1970s and 80s [6]. It was arguably first applied to object detection in the work of Amit and Geman [2]. In 2001,
the idea was popularized by Viola and Jones’s real-time object detection framework [79].
In this framework, which we name as the VJ framework in what follows, a cascade of
classifiers with increasing complexity is built, as illustrated in level 1 in figure 2.1. An
input patch is classified as a face only if all the classifiers classify it as a face. Most
non-face patches are quickly rejected by the early classifiers.

The VJ framework demonstrated impressive performance. It was the first method
that achieved real-time detection speed and high accuracy comparable to that of previous
state of the art methods. Many subsequent papers have shown that the VJ framework is
the key to achieving both real-time detecting speed and high accuracy. In fact, in recent
years, there has been almost no work that offers real-time detection speed and high
accuracy without being related to this framework.

The VJ framework consists of three levels, as shown in figure 2.1. Level 1 is a cas-
cade of node classifiers. In level 2, each node classifier is a boosted classifier, which
linearly combines a number of weak classifiers, obtained from training using AdaBoost
or one of its variants. In level 3, each weak classifier corresponds to a simple rectangular
Haar-like feature that can be extracted extremely fast, in microseconds. Despite its suc-
cess, the VJ framework imposes a number of challenging learning issues in all the three
levels, attracting a great amount of research contributions in the recent years.

For easy understanding, we now review recent work related to all the three levels
of the VJ framework. We assume all face sub-windows define the positive class and all
non-face sub-windows define the negative class.

2.1 Cascade Design

Basically, a cascade is a sequence of boosted classifiers arranged from simple classifiers
to complex ones. The complexity of a boosted classifier is measured by the number of
weak classifiers it contains. The harder the classification sub-problem is, the more weak
classifiers are needed, and at the same time the longer it will take to evaluate or to predict the class of an input point\(^1\).

Mathematically, let \(x\) be the input point representing the input image sub-window, let \(F_k(x)\) represent the \(k\)-th boosted classifier in a cascade (where \(k \in \{1, \ldots, Q\}\)), and let \(C(x)\) represent the cascade itself. The cascade \(C(x)\) classifies \(x\) by:

\[
C(x) \overset{\text{def}}{=} \begin{cases} 
1 & \text{if } F_k(x) = 1 \forall k \in \{1, \ldots, Q\} \\
-1 & \text{otherwise}
\end{cases} 
\]

(2.1)

In practice, the evaluation of all \(F_k(x)\) for \(k \in \{1, \ldots, Q\}\) is done in sequence. The

\(^1\)More details are explained in the next sections.
evaluation stops as soon as the first $F_k(x)$ returns -1, or all $F_k(x)$ return 1. As a result, the average time to reject an example is much smaller than the time to accept an example as face. However, since face examples are much rarer than non-face examples, the overall evaluation time is small.

Despite the cascade’s efficiency in detection, it imposes a number of issues in learning. It is not known beforehand how many boosted classifiers are needed. The overall detection rate of a cascade is the product of detection rates associated with all individual boosted classifiers in the cascade; similarly, the overall false acceptance rate is the product of all classifiers’ false acceptance rates. It is also not known which combination of ROC operating points (each defined by a detection rate and a false acceptance rate) produces an optimal cascade.

Currently, the common practice to go around this problem is via trial and error. At each stage of the training of a cascade, multiple boosted classifiers with different parameters are trained to solve the same classification sub-problem. Then, the boosted classifier that the human trainer sees the most fitted is manually selected and inserted to the cascade.

Some progress towards automatic training of a cascade has been made by Sun et al. [70] and Brubaker et al. [9]. In these approaches, the key assumption\(^2\) is: it is possible to achieve subsequent boosted classifiers with the same fixed resources that perform the same as the current boosted classifier. With this assumption, they could predict the outcome of the cascade without having to train subsequent boosted classifiers, and estimated the key parameters for training the current boosted classifiers: the desired detection rate, the desired false acceptance rate, and the number of weak classifiers. However, in practice, this assumption does not strongly hold because subsequent classifiers are harder to train due to increases in difficulty of the subsequent sub-problems [9]. Hence, only limited improvement was observed.

\(^2\)It is called the “repeatability assumption” in these papers.
Instead of training many boosted classifiers for a cascade, which requires a huge amount of time, Bourdev and Brandt [8] proposed a method that trains a single and very long boosted classifier using a modified version of AdaBoost that is biased towards favoring the positive class; and subsequently “calibrates” the classifier so that it becomes a cascade, by incorporating a threshold in every weak classifier. However, because the thresholds are obtained after all the weak classifiers are trained, the weak classifiers become sub-optimal w.r.t. the learning goal of the cascade. Xiao et al. [88] corrected this by updating the training set before training each weak classifier. Sochman and Matas [69] proposed a similar idea. But instead of introducing one threshold per weak classifier, they introduced two: one to classify the input as positive immediately, and the other to classify the input as negative immediately. They used Wald’s sequential probability ratio test [82] and a likelihood ratio approximation to estimate the thresholds.

Still, two issues are raised and not addressed in the work following this direction. First, bootstrapping is required at every weak classifier, incurring a significant extra computational cost. Second and more importantly, the requirement for early rejection diminishes as progress is made down the cascade, where the problem becomes dominated by accuracy (as classification becomes harder) as opposed to speed (since most of the obvious negative samples have already been rejected earlier). In such cases, having a decision made at each weak classifier effectively discards important information that may have been exploited if the decisions were postponed until further downstream, leading to less accurate classification.

Xiao et al. [89] and Wu et al. [87] independently noticed that the scores obtained from the previous boosted classifier may be exploited downstream, and proposed to propagate the scores from one boosted classifier to the next. When this is done, a cascade may be considered as a single boosted classifier with multiple exits. Results show

---

3Bootstrapping is a process of preparing a set of training examples that have been positively predicted by all previously trained boosted classifiers in the cascade before training a boosted classifier. This requirement is a must to ensure that the data set well-represents the current classification problem.
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Algorithm 1 AdaBoost [67]

Require: Training set \( \{(x_n, y_n)_{n=1}^N\} \).
Start with weights \( w_n = 1/N, n = 1, 2, \ldots, N \).
for \( m = 1 \) to \( M \) do
  Normalize \( w_n \) so that \( \sum_{n=1}^N w_n = 1 \).
  Train weak classifier \( h_m(x) \in \{-1, 1\} \) using data \( \{(x_n, y_n, w_n)_{n=1}^N\} \), where \( w_n \) is the weight of example \( (x_n, y_n) \).
  Set \( c_m = \frac{1}{2} \log \frac{1 - e_m}{e_m} \), where \( e_m = \sum_{n=1}^N w_n 1[y_n \neq h_m(x_n)] \).
  Set \( w_n = w_n \exp(-y_n c_m h_m(x_n)) \), \( n = 1, 2, \ldots, N \).
end for
return the classifier \( F(x) = \text{sign} (\sum_{m=1}^M c_m h_m(x)) \).

A significant reduction in the number of weak classifiers. Further investigation about this direction is discussed in chapter 5.

2.2 Learning a Boosted Classifier

To train a boosted classifier, existing methods use a popular machine-learning algorithm called AdaBoost [20, 67] or one of its variants. AdaBoost produces a strong classifier by linearly combining a number of weak classifiers. The weak classifiers are allowed to be so weak that their classification errors can be close to 0.5, while the resulting strong classifier has a very low classification error. The pseudocode of AdaBoost is illustrated in algorithm 1.

The strong boosted classifier is a linear combination of \( M \) weak classifiers:

\[
F(x) \overset{\text{def}}{=} \text{sign}(f_M(x)) \quad (2.2)
\]

\[
f_M(x) \overset{\text{def}}{=} \sum_{i=1}^M c_i h_i(x) \quad (2.3)
\]

where \( c_i \) is the voting coefficient associated with weak classifier \( h_i : \mathcal{X} \rightarrow \mathcal{Y} \).

Friedman et al. [21] showed that, at any stage of AdaBoost, a new weak classifier \( h_m(x) \) is learned by minimizing an exponential upperbound of the classification error of
the boosted classifier:

\[
(c_m, h_m(x)) = \arg \min_{c,h(x)} \mathbb{E} \left[ \exp \left( ch(x) + \sum_{i=1}^{m-1} c_i h_i(x) \right) \right],
\]

(2.4)

where \( \mathbb{E} \) denotes the expectation w.r.t. the empirical distribution \( \hat{P} \) defined by:

\[
\hat{P} = \frac{1}{N} \sum_{i=1}^{N} \delta_{x_i, y_i},
\]

(2.5)

and \( \delta_{x_i, y_i}(\cdot) \) is a probability distribution concentrated at point \((x_i, y_i)\).

Because the weak classifiers \( h_m(x) \) produce output in \( Y \), AdaBoost is often referred to as a discrete-valued boosting method. In [21], Friedman et al. proposed a number of real-valued boosting methods in which the weak classifiers are replaced by real-valued ones. There boosted classifiers are of the form

\[
f_M(x) \overset{\text{def}}{=} \sum_{i=1}^{M} \tilde{h}_i(x),
\]

(2.6)

where \( \tilde{h} : \mathcal{X} \rightarrow \mathbb{R} \).

Schapire et al. [66, 67] provided some theory to support their discrete-valued algorithms, in the form of upper bounds on generalization error. This theory had evolved in the computational learning community, initially based on the concepts of PAC learning. Koltchinskii et al. [36, 39, 38, 37] followed up this line of research by tightening up these bounds significantly. However, these bounds are only applicable to discrete-valued boosting methods. At the moment, no bounds for real-valued boosting methods have been proposed.

One problem is that the learning objective function discussed in these papers does not differentiate between a false positive and a false negative. On the contrary, in face detection using a cascade, a false negative plays a much more important role than a false positive in face detection. This is because if a non-face sub-window passes a classifier, it
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can still be rejected by subsequent classifiers, while once a face sub-window is rejected it cannot be recovered later.

At first, Viola and Jones proposed to fix the issue by introducing a threshold at the end of a boosted classifier [79]. As discussed in section 1.1, this raised a number of unanswered questions. More importantly, in chapter 5.3, we show that the use of a non-zero threshold is a clear indication that the weak classifiers are trained sub-optimally w.r.t. the learning goal of a boosted classifier, implying that the boosted classifiers themselves are not trained optimally.

Later, Viola and Jones [80] and follow-up researchers [18, 29, 49] introduced new learning objective functions that penalize a false negative much more than a false positive (hence the notion asymmetric boosting). Despite better empirical results over previous approaches, the main concern with these methods is how to choose properly an asymmetric goal before training, which was not clearly understood. We show in chapter 5 how an asymmetric goal can be chosen prior to training such that the number of weak classifiers is approximately minimized, when the desired pair of error rates are reached for the boosted classifier. Using our proposed asymmetric goal, we avoid the common practice, in existing methods, of training multiple boosted classifiers with different asymmetric goals to select the best one, which consumes a huge amount of training time.

Notice that the output range of the asymmetric error in (1.2) is interval $[0, \lambda + 1]$. As $\lambda$ approaches either 0 or $\infty$, the interval becomes too small or too large, introducing numerical instability. Hence, throughout this thesis, we consider the following asymmetric error, which is a normalized version of (1.2), defined by:

$$J_\lambda(F) \overset{\text{def}}{=} \frac{1}{\lambda + 1} \Pr[F(x) = 1 | y = -1] + \frac{\lambda}{\lambda + 1} \Pr[F(x) = -1 | y = 1]$$  \hspace{1cm} (2.7)

for a true asymmetric error (i.e., asymmetric error with respect to the true but unknown
distribution $\mathbb{P}$) and:

$$\hat{J}_\lambda(F) \overset{\text{def}}{=} \frac{1}{\lambda + 1} \hat{\mathbb{P}}[F(x) = 1|y = -1] + \frac{\lambda}{\lambda + 1} \hat{\mathbb{P}}[F(x) = -1|y = 1]$$

(2.8)

for an empirical asymmetric error (i.e., asymmetric error with respect to the training set, represented by distribution $\hat{\mathbb{P}}$). A learning method using the empirical asymmetric error in (2.8) produces exactly the same boosted classifier as the one produced by the method using the asymmetric error in (1.2), but the ranges of $J_\lambda(F)$ and $\hat{J}_\lambda(F)$ are always fixed at interval $[0, 1]$ for all $\lambda \geq 0$.

The error functions to be minimized in boosting techniques are often with respect to the training distribution $\hat{\mathbb{P}}$ in (2.5). While Schapire et al. and Koltchinskii et al. pioneered in bounding the true generalization error of a boosted classifier based on the margin distribution of the examples. Their work cannot be applied to asymmetric boosting because they do not take into account the asymmetry of the goal. We propose the first set of bounds on true asymmetric error which are based on the class-conditional margin distributions of the examples in chapter 6.

### 2.3 Learning a Weak Classifier

A weak classifier $h(x)$ is learned from the original training set $\{(x_i, y_i)_{i=1}^N\}$ associated with a discrete weight distribution $(w_1, \ldots, w_N)$. More precisely, $h(x)$ is obtained from:

$$h \overset{\text{def}}{=} \arg \min_{h'} \hat{\mathbb{E}}_{w}[h'(x) \neq y],$$

(2.9)

where $\hat{\mathbb{E}}_{w}$ is the expectation with respect to a weighed empirical distribution $\hat{\mathbb{P}}_w$ given by:

$$\hat{\mathbb{P}}_w = \left( \sum_{i=1}^N w_i \delta_{x_i, y_i} \right) / \left( \sum_{i=1}^N w_i \right).$$

(2.10)
In face detection, a weak classifier is often selected from a discrete set of feature classifiers. That is, $h \in \mathcal{H}$ with $|\mathcal{H}| < \infty$. Each feature classifier is associated with a feature, which is a piece of information extracted from the input patch. Here, $x$ is equivalent to a matrix $I$ representing the input patch. The common sizes of $I$ are $19 \times 19$, $20 \times 20$, or $24 \times 24$.

A feature classifier often contains a vector of parameters $\theta$. We can replace $h(x)$ with $h(x; \theta)$ to emphasize that feature classifier depends on the parameters. By tuning these parameters, better accuracy can be achieved. The best vector $\theta$ is typically chosen as the one minimizing the same goal function as in (2.9):

$$\hat{\theta} = \arg \min_{\theta} \mathbb{E}_w [h(x; \theta) \neq y].$$  

(2.11)

Sometimes, to simplify the analysis, the set of values of $\theta$ and the set of features are grouped together into a single set. In this case, $\mathcal{H}$ can be visualized as a discrete set of continuous spaces.

Two factors in designing a feature include:

1. Fast extraction. The average number of features used for evaluating a sub-window is proportional to the evaluation time of the sub-window. Therefore, the faster a feature can be evaluated the faster the detection runs.

2. Discrimination. The more discriminative between face and non-face, the better the system’s accuracy.

A number of features have been proposed in the literature, including pixel-based features [1, 3], Haar-like features [31, 44, 46, 54, 59, 79], histograms of oriented gradients [14], shape-based features [84], and geometrically stable features [47, 53]. Among these features, Haar-like features have been receiving the most attention due to their fast feature evaluation time with a reasonable discrimination ability. Throughout this thesis,
2.3.1 Haar-like Features

Haar-like wavelets were first introduced in face detection by Papageorgiou et al. [57]. In their work, an arbitrary patch of size $19 \times 19$ is represented by an over-complete set of 2D Haar-like wavelet basis functions. The set is generated by shifting and dilating three mother 2D wavelets, as shown in figure 2.2. However, a subset of the over-complete set is learned to derive a compact representation of the object class, which is then used as an input to a support vector machine classifier to determine if the patch corresponds to the object class.

While Papageorgiou et al. used the wavelets for representation, Viola and Jones [79] proposed to use them for classification. In their work, the result of integrating a wavelet with a patch is called a Haar-like feature. A weak classifier is created and associated with the feature by thresholding it with a properly trained threshold. AdaBoost [20] is used as an efficient scheme for selecting these features, and is discussed later in section 2.2. Beside introducing the fourth mother wavelet, as shown in figure 2.3, Viola and Jones also proposed the use of integral image for extremely fast feature evaluation.

Given an image $I$, the integral image $\bar{I}$ at location $(p, q)$ (row $q$, column $p$) contains...
the sum of the pixel intensities above and to the left of \((p, q)\), inclusively:

\[
\hat{I}_{q,p} = \sum_{p' \leq p} \sum_{q' \leq q} I_{q',p'}.
\] (2.12)

By using the integral image, the sum of pixel intensities of a rectangle \((x, y, w, h)\) (top left corner \((x, y)\) with \(w\) pixels per row and \(h\) pixels per column), denoted as \(\pi(x, y, w, h)\), can be computed using at most four references to the integral image, independent of its location or size:

\[
\pi(x, y, w, h) \overset{\text{def}}{=} \sum_{x \leq x' \leq x+w} \sum_{y \leq y' \leq y+h} I_{q,p}
\] (2.13)

\[
= \hat{I}_{y-1,x-1} + \hat{I}_{y+h-1,x+w-1} - \hat{I}_{y+h-1,x-1} - \hat{I}_{y-1,x+w-1}.
\]

For example, consider the fourth Haar-like wavelet residing on top of rectangle \((8, 12, 8, 4)\) in figure 2.4. Suppose the grey area is untouched, the Haar-like feature \(v\) is the sum of pixel intensities in white rectangles minus the sum of pixel intensities in
black rectangles. The value of $v$ can be computed by:

$$v \overset{\text{def}}{=} -\pi(8, 12, 4, 2) + \pi(12, 12, 4, 2) + \pi(8, 14, 4, 2) - \pi(12, 14, 4, 2)$$

$$= -\left( \bar{I}_{11,7} + \bar{I}_{13,11} - \bar{I}_{13,7} - \bar{I}_{11,11} \right) + \left( \bar{I}_{11,11} + \bar{I}_{13,15} - \bar{I}_{13,11} - \bar{I}_{11,15} \right) + \left( \bar{I}_{13,7} + \bar{I}_{15,11} - \bar{I}_{15,7} - \bar{I}_{13,11} \right) - \left( \bar{I}_{13,11} + \bar{I}_{15,15} - \bar{I}_{15,11} - \bar{I}_{13,15} \right)$$

$$= -\left( \bar{I}_{11,7} + \bar{I}_{11,15} + \bar{I}_{15,7} + \bar{I}_{15,15} \right) + 2 \left( \bar{I}_{11,11} + \bar{I}_{13,11} + \bar{I}_{13,15} + \bar{I}_{15,11} \right) - 4\bar{I}_{13,11}$$

Since only nine elements of $\bar{I}$ are needed, $v$ is evaluated in just a few hundred CPU clock cycles. Note that we assume $\bar{I}_{q,p} = 0$ if either $p < 0$ or $q < 0$.

Due to their fast evaluation speed, Haar-like features has attracted a lot of attention.
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Figure 2.5: The three types of mother 2D Haar wavelets used by Li et al. [44]. The rectangles are of size \( x \times y \) and are at distances of \((dx, dy)\) apart. Each feature takes a value calculated by the weighted sum of the pixels in the rectangles.

from scientists and researchers. A natural extension to Haar-like features is to introduce more mother wavelets to the feature set. This was adopted in the work of Li et al. [44]. Three basic types of features were introduced as shown in figure 2.5.

Huang et al. [31] further extended Haar-like features in a slightly different way. Instead of using rectangles, they proposed sparse granular features, as depicted in figure 2.6, of the form:

\[
F(\pi) = \sum_i \alpha_i \pi(x, y, s), \quad \alpha_i \in \{-1, +1\}\tag{2.15}
\]

where \( \pi(x, y, s) \) represents a sum of pixel intensities in a square (with top left corner \((x, y)\) and length \(s\)) on the patch, and \(\alpha_i\) is its coefficient.

Another direction of generalizing Haar-like feature is to in-plane rotate them with different angles. The work of Lienhart and Maydt [46] pioneered this by showing how 45-degree rotated Haar-like features can be dealt with by introducing 45-degree rotated integral image. It was later followed by the work of Du et al. [16] in which Haar-like features are rotated by \(\pm \arctan(0.5)\) degrees.
2.3.2 Haar-like Feature Classifier

One can think of a Haar-like feature as a linear projection of matrix $I$ down to $\mathbb{R}$. Learning a Haar-like feature classifier is, therefore, equivalent to finding the best parameters minimizing the weighted empirical classification error similar to (2.11), but with input $x$ being replaced by Haar-like feature $v$. That is:

$$\hat{\theta} = \arg \min_{\theta} \hat{E}_w \left[ h(v; \theta) \neq y \right].$$

(2.16)

Once the parameters for every Haar-like feature classifiers have been obtained the next step is to select feature classifier minimizing (2.9). Usually, because the set of Haar-like features are large, the process of training a single weak classifier often takes about a few minutes. In chapter 4, we introduce a technique to dramatically reduce the training time of a weak classifier from minutes down to just a few seconds, while increasing the size of the feature set to at least six times. The key idea to our approach is the use of statistics to train feature classifiers.
Chapter 3

Online Asymmetric Boosting

3.1 Introduction

AdaBoost [20, 67] has been successfully used in many machine learning and pattern recognition tasks in computer vision. Its underlying idea is to combine an ensemble of \( M \) weak learners to produce the final classifier with very high accuracy. In the tasks of object detection and recognition, especially for face detection, impressive results [30, 44, 79, 80] have been reported when cascading or hierarchically organizing such boosted classifiers from coarse to fine, achieving a final classifier with a high detection rate and fast detection speed.

Recently, there has been considerable interest in applying boosting techniques on computer vision problems that require online learning. Examples are: online selection of discriminative features of Grabner and Bischof [24], online conservative learning of Roth et al. [64], and online co-training of Javed et al. [34]. These methods use the same underlying Online Boosting algorithm proposed by Oza [56] to learn online. The algorithm minimizes the classification error while updating the weak classifiers online.

However, in the tasks of object detection and recognition (e.g., face detection or database retrieval), one often encounters a binary classification problem where the prob-
ability of observing a positive example (i.e., the target object) is much lower than the probability of observing a negative example (e.g., background, non-target object). In such domains, an asymmetric classifier that can avoid the danger of missing positive patterns is often more desirable than the one minimizing the classification error. High detection rates can be achieved by cascading the classifiers (e.g., [79, 80]) or hierarchically organizing them (e.g., [30, 44]) from coarse to fine.

There have been papers addressing the problem of learning asymmetric classifiers [18, 29, 49, 80]. Despite their minor differences, the common approach of these methods is to setup an asymmetric expected loss where false negatives are penalized more than false positives. Viola and Jones [80] introduced an asymmetric loss: false negatives costs $k$ times more than false positives. They applied an asymmetric re-weighting technique before training each weak classifier so that the result is equivalent to minimizing their asymmetric loss. Ma and Ding [49] proposed a cost-sensitive learning technique [18] to face detection with a re-weighting scheme similar to that of Viola and Jones [80]. However, the weight-updating rule [18] involves a parameter $c$ which is application-dependent and needs extensive trials for best performance. Masnadi-Shirazi and Vasconcelos summarized these and other similar asymmetric boosting methods in [51]. To our best knowledge, these methods can not be done online.

In this chapter, we introduce a novel boosting algorithm which addresses the problem of learning online an asymmetric boosted classifier. The idea of learning online is similar to the Online Boosting algorithm [56] having been recently used [24, 34, 64], but with a faster convergence rate. On the aspect of learning asymmetrically, our method is similar to that of Viola and Jones [80]. Besides, our method also asymptotically balances the skewness of the weight distribution of the two classes presented to each weak classifier (to be discussed in the chapter), so that they are trained more equally.

The remaining parts of the chapter are organized as follows. In Section 3.2, we introduce our algorithm for the online learning of a boosted asymmetric classifier, providing
3.2 Online Asymmetric Boosting

Suppose data come in online, and at iteration \( N \), we observe a new training data point \( x_N \in \mathcal{X} \) and its corresponding class \( y_N \in \mathcal{Y} = \{-1, 1\} \). We assume the distribution of the two classes is highly skewed, i.e., \( \mathbb{P}[y = 1] \ll \mathbb{P}[y = -1] \). We wish to learn online a boosted classifier \( F(x) \) to predict the class of an unknown point \( x \). The boosted classifier is an ensemble of \( M \) discrete-valued weak classifiers \( h_m(x) \in \mathcal{Y} \) related by:

\[
F(x) \overset{\text{def}}{=} \text{sign}(f_M(x))
\]

\[
f_M(x) \overset{\text{def}}{=} \sum_{m=1}^{M} c_m h_m(x),
\]

where \( c_m \) is the voting weight associated with the \( m \)-th weak classifier \( h_m(x) \) [20].

Our goal is to learn online \( (c_m, h_m(x)) \) for all \( m = 1, 2, ..., M \) so as to minimize an expected asymmetric loss \( \mathcal{J}_\lambda(F) \), similar to the proposal of Viola and Jones in [80]:

\[
\mathcal{J}_\lambda'(F) \overset{\text{def}}{=} \mathbb{E}[\varepsilon_\lambda(F(x), y)],
\]

where \( \varepsilon_\lambda(F(x), y) \) represents the asymmetric loss of a point \((x, y)\) mis-classified by

---

1The dimensionality of input is not important in this chapter. Hence we adopt normal letter \( x \) for simplicity.
$F(x)$, defined by

$$
\varepsilon_\lambda(F(x), y) \overset{\text{def}}{=} \begin{cases} 
1/\sqrt{\lambda} & \text{if } y = 1 \text{ and } F(x) = -1 \\
\sqrt{\lambda} & \text{if } y = -1 \text{ and } F(x) = 1 \\
0 & \text{otherwise,}
\end{cases}
$$

(3.4)

where $\lambda$ is a parameter which tells how many times we penalize a false negative more than a false positive.

Notice that unlike in learning offline, in learning online one cannot assume that the prior probability $P[y]$ is known a priori because we do not observe the whole training set at the beginning. The loss $J'_\lambda(F)$ is therefore slightly different from the asymmetric error $J_\lambda(F)$ introduced in (2.7). However, if $P[y]$ is given, there exists a $\lambda'$ such that $J'_{\lambda'}(F)$ equals a fixed multiplication of $J_\lambda(F)$, as shown in theorem 3.2.1. In this sense, the two loss functions are actually equivalent.

**Theorem 3.2.1.** Let $\lambda' = \lambda \frac{P[y = 1]}{P[y = -1]}$. The two loss functions $J'_{\lambda'}(F)$ and $J_\lambda(F)$ are equivalent up to a multiplication factor.

**Proof.** We have:

\[
\begin{align*}
J_{\lambda'}(F) & = \frac{1}{\lambda' + 1} \left( P[F_k(x) = 1 | y = -1] + \lambda P[F_k(x) = -1 | y = 1] \right) \\
& = \frac{1}{\lambda' + 1} \left( \sqrt{\lambda} \left( \frac{1}{\sqrt{\lambda}} P[F_k(x) = 1 \land y = -1] + \sqrt{\lambda} P[F_k(x) = -1 \land y = 1] \right) \right) \\
& = \frac{\sqrt{\lambda}}{(\lambda' + 1) P[y = -1]} \left( \frac{1}{\sqrt{\lambda}} P[F_k(x) = 1 \land y = -1] + \sqrt{\lambda} P[F_k(x) = -1 \land y = 1] \right) \\
& = \frac{\sqrt{\lambda}}{(\lambda' + 1) P[y = -1]} J_\lambda(F) .
\end{align*}
\]

(3.5)
3.2 ONLINE ASYMMETRIC BOOSTING

Let the *empirical probability distribution* $\hat{P}$ after observing $N$ examples be defined as:

$$\hat{P} \overset{\text{def}}{=} \frac{1}{N} \sum_{i=1}^{N} \delta(x_i, y_i),$$  \hspace{1cm} (3.6)

where $\delta(x_i, y_i)(\cdot)$ is a probability distribution concentrated at point $(x_i, y_i)$, and denote $\hat{E}$ as its corresponding *empirical expectation* (*i.e.*, expectation w.r.t. $\hat{P}$).

Like other boosting methods, instead of minimizing the expected asymmetric loss $J'_\lambda(F)$ directly, we minimize an upper bound of the empirical asymmetric loss $J_\lambda(F)^2$:

$$J_\lambda(f_m) \overset{\text{def}}{=} \hat{E} \left[ \sqrt{\lambda} \exp(-y f_M(x)) \right] \geq \hat{E} \left[ \varepsilon_\lambda(F(x), y) \right].$$ \hspace{1cm} (3.7)

However, unlike other methods, while minimizing this bound, we also seek to balance the *skewness* of the weight distribution of the two classes presented to each of the weak classifier, allowing them to be trained more equally and thereby resulting in a better performance. This can be achieved by carefully controlling the weights prior to training each weak classifier.

### 3.2.1 Why Equal Skewness?

To see why this is the case, let us first define the term “skewness” as follows.

**Definition** The skewness of a binary distribution $\mathbb{P}[y]$, (where $y \in \mathcal{Y} = \{-1, 1\}$) is given by

$$\gamma \overset{\text{def}}{=} \log \frac{\mathbb{P}[y = -1]}{\mathbb{P}[y = 1]}.$$ \hspace{1cm} (3.8)

Our definition of skewness is slightly different from common definitions of skewness. Nevertheless, its property is similar: $\gamma$ is positive for right-skewed distributions (*i.e.*, $\mathbb{P}[y = -1] > \mathbb{P}[y = 1]$), and is negative for left-skewed distributions (*i.e.*, $\mathbb{P}[y = -1] < \mathbb{P}[y = 1]$).

\[\text{See [80] for more details.}\]
Consider Viola and Jones’ reweighting technique in [80]. In this technique, before training the \( m \)-th weak classifier, the current weight of every example \((x_n, y_n)\) (for \( n = 1 \ldots N \)) is multiplied with \( 2^{\frac{2\sqrt{\lambda_m}}{\lambda_m}} \). Let \( v_m(x, y) \) and \( w_m(x, y) \) be the functions representing the weight of example \((x, y)\) before and after being multiplied respectively, at the \( m \)-th stage. Also, denote by \( \gamma_m \) the skewness of the (empirical) class distribution weighted by \( v_m(x, y) \):

\[
\gamma_m \overset{\text{def}}{=} \log \frac{\hat{P}_{v_m}[y = -1]}{\hat{P}_{v_m}[y = 1]},
\]

(3.9)

where

\[
\hat{P}_{v_m} \overset{\text{def}}{=} \left( \sum_{i=1}^{N} v_m(x_i, y_i) \delta_{(x_i, y_i)} \right) / \left( \sum_{i=1}^{N} v_m(x_i, y_i) \right),
\]

(3.10)

and by \( \gamma'_m \) the skewness of the (empirical) class distribution weighted by \( w_m(x, y) \):

\[
\gamma'_m \overset{\text{def}}{=} \log \frac{\hat{P}_{w_m}[y = -1]}{\hat{P}_{w_m}[y = 1]},
\]

(3.11)

where

\[
\hat{P}_{w_m} \overset{\text{def}}{=} \left( \sum_{i=1}^{N} w_m(x_i, y_i) \delta_{(x_i, y_i)} \right) / \left( \sum_{i=1}^{N} w_m(x_i, y_i) \right).
\]

(3.12)

The following theorem shows how the skewness is changed due to the reweighting technique.

**Theorem 3.2.2.** Suppose the weighted marginal distribution of \( y \) presented to the \( m \)-th weak classifier has skewness \( \gamma_m \), if we multiply the weight of each example \((x_n, y_n)\) by \( \sqrt{\lambda_m} \), the newly weighted marginal distribution has skewness \( \gamma'_m = \gamma_m - \log \lambda_m \).

**Proof.** By definition, we have:

\[
w_m(x, y) = v_m(x, y) \sqrt{\lambda_m}.
\]

(3.13)

Let \( w^p_m \) and \( w^n_m \) be the total weights of positive and negative examples respectively after being multiplied, and \( v^p_m \) and \( v^n_m \) be the total weights of positive and negative examples
Figure 3.1: A case where examples are highly skewed $\gamma_1 \gg 1$: Positives are squares, negatives are triangles. Suppose we train with four weak classifiers, which are linear separators. The first classifier is labeled as ‘1’. On the left is the result trained by Viola and Jones’ method: while the subsequent weak classifiers are well-modeled the first classifier is highly affected by $\gamma_1$, resulting in rejecting a significant proportion of positives. On the right is the result trained by our method. Most of the positives are preserved.

respectively before being multiplied. By definition:

\[
\gamma'_m = \log \frac{w^n_m}{w^p_m} = \log \frac{v^n_m}{v^p_m} \frac{\sqrt{\lambda_m}}{\sqrt{\lambda}} = \log \frac{v^n_m}{v^p_m} - \log \lambda_m = \gamma_m - \log \lambda_m. \tag{3.15}
\]

Suppose the weight distribution of the classes initially have skewness $\gamma_1$. Based on theorem 3.2.2, by multiplying the weights with $2^{M/\sqrt{\lambda^v}}$, the new skewness is given by:

\[
\gamma'_1 = \gamma_1 - \frac{1}{M} \log \lambda. \tag{3.16}
\]

However, after training a weak classifier, because of the balanced reweighting scheme of AdaBoost (corollary 2 in Friedman et al. [21]), the total weights of positive examples
Algorithm 2 Offline Asymmetric Boosting

1: Start with weights $v_n = 1/N$, $n = 1, 2, ..., N$.
2: for $m = 1$ to $M$ do
3: Choose $\lambda_m$.
4: Set $w_n = v_n \sqrt{\lambda_m}$, $n = 1, 2, ..., N$, and normalize $w_n$ so that $\sum_{n=1}^{N} w_n = 1$.
5: Fit weak classifier $h_m(x) \in \{-1, 1\}$ using data $(x_n, y_n)$ with weights $w_n$.
6: Set $c_m = \frac{1}{2} \log \frac{1 - e_m}{e_m}$, where $e_m = \sum_{n=1}^{N} w_n 1[y_n \neq h_m(x_n)]$.
7: Set $v_n = w_n \exp(-y_n c_m h_m(x_n))$, $n = 1, 2, ..., N$.
8: end for
9: return the classifier $F(x) = \text{sign}(\sum_{m=1}^{M} c_m h_m(x))$.

and negative examples after being updated are equal; which means $\gamma_m = 0$ for all $m > 1$. Therefore, when the updated weights are multiplied with $2M \sqrt{\lambda y_n}$, the skewness of the weight distribution of the classes becomes:

$$\gamma'_m = -\frac{1}{M} \log \lambda.$$  \hspace{1cm} (3.17)

Hence, while subsequent weak classifiers may be trained equally, training the first classifier is largely affected by $\gamma_1$. The result is that the first classifier could be trained wrongly, due to the high skewness of the weight distribution, as illustrated in figure 3.1. By ensuring all weak classifiers to be trained with equal skewness, we expect their decision boundaries after training to have equal effects. Therefore, we seek to balance the skewness of the weight distribution of the classes presented to the weak classifiers.

### 3.2.2 Balancing the Skewness Presented to Weak Classifiers

To simplify the explanation, assume for the moment that we are learning offline. The offline version of our algorithm is sketched in algorithm 2. The algorithm itself is similar to Viola and Jones’s Asymmetric AdaBoost [80]. However, real-valued weak classifiers [67] are replaced by discrete-valued weak classifiers [20]. Rather than multiplying the weights presented to the $m$-th weak classifier with $2M \sqrt{\lambda y_n}$, the algorithm multiplies them with more general parameters $\sqrt{\lambda y_n}$ (e.g., $\lambda_m$ can be set to $\frac{1}{M} \sqrt{\lambda}$). Our goal is to design
parameters $\lambda_1, \lambda_2, \ldots, \lambda_M$ so that the algorithm:

1. Minimizes $J_\lambda(f_M)$ in (3.7).

2. Ensures equal skewness of the weight distribution of the classes presented to weak classifiers.

Let us denote, by $v_{m,n} \overset{\text{def}}{=} v_m(x_n, y_n)$ and by $w_{m,n} \overset{\text{def}}{=} w_m(x_n, y_n)$, the weight of the $n$-th example before and after being multiplied with $\sqrt{\lambda_y^m}$ respectively. According to the algorithm, they are propagated by the following rules:

$$v_{m+1}(x_n, y_n) = w_m(x_n, y_n) \exp(-y_n c_m h_m(x))$$  \hspace{1cm} (3.18)

$$w_m(x_n, y_n) = v_m(x_n, y_n) \sqrt{\lambda_y^m} / Z_m$$  \hspace{1cm} (3.19)

where $Z_m$ is a normalization factor to make $w_m(x, y)$ a distribution. That is

$$Z_m \overset{\text{def}}{=} \sum_{n=1}^{N} v_m(x_n, y_n) \sqrt{\lambda_y^m}.$$  \hspace{1cm} (3.20)

Similarly to AdaBoost, algorithm 2 has a few properties that are described in the following theorem and its corollaries.

**Theorem 3.2.3.** Consider the Offline Asymmetric Boosting algorithm presented in (algorithm 2), the algorithm sequentially fits weak classifier $(c_m, h_m(x))$ by minimizing $\mathbb{E} \left[ \left( \prod_{i=1}^{m} \sqrt{\lambda_i^y} \right) \exp(-y(f_{m-1}(x) + ch(x))) \right]$ w.r.t. $(c, h(x))$.

**Proof.** The proof is analogous to Result 1 in Friedman *et al.* [21], except that here we have an extra term $\prod_{i=1}^{m} \sqrt{\lambda_i^y}$. In addition, the proof in [21] requires an approximation of $h(x)$ up to the second order. The approximation is avoided in our proof. Let $w_m(x, y)$ be the weighting function of the examples when presenting to the $m$-th weak classifier.
By induction, we have

\[ w_m(x, y) = \left( \prod_{i=1}^{m} \sqrt{\lambda_i^y} \right) \exp(-y f_{m-1}(x)) / Z_m, \]  

(3.21)

where \( Z_m \) is the normalization factor.

The goal is rewritten as:

\[ J_{m, \lambda_m}(c, h) \overset{\text{def}}{=} \hat{E} \left[ \left( \prod_{i=1}^{m} \sqrt{\lambda_i^y} \right) \exp(-y (f_{m-1}(x) + ch(x))) \right] \]  

(3.22)

\[ = \hat{E} [Z_m w_m(x, y) \exp(-ych(x))] \]  

(3.23)

\[ = Z_m \hat{E} [w_m(x, y)] \hat{E} [\exp(-ych(x))], \]  

(3.24)

where \( \hat{E}_{w_m} [\cdot] \) is the (empirical) expectation w.r.t. \( \hat{P}_{w_m} \), the (empirical) weight distribution for training the \( m \)-th weak classifier. Now consider the two choices of \( h(x) \):

\[ \hat{E}_{w_m} [e^{-ych(x)}] \]
\[ = \hat{E}_{w_m} [e^{-ych(x)} (1_{yh(x)=1} + 1_{yh(x)\neq 1})] \]  

(3.25)

\[ = \hat{E}_{w_m} [e^{-c}1_{yh(x)=1} + e^c1_{yh(x)\neq 1}] \]  

(3.26)

\[ = e^{-c} \hat{E}_{w_m} [1_{yh(x)=1}] + e^c \hat{E}_{w_m} [1_{yh(x)\neq 1}] \]  

(3.27)

Denote by \( \hat{e}_{w_m}(h) = \hat{P}_{w_m} [h(x) \neq y] \) the empirical weighted error of weak classifier \( h(x) \), then:

\[ \hat{E}_{w_m} [e^{-ych(x)}] = e^{-c}(1 - \hat{e}_{w_m}(h)) + e^c \hat{e}_{w_m}(h) \]
\[ = e^{-c} + (e^c - e^{-c}) \hat{e}_{w_m}(h). \]  

(3.29)

Therefore, minimizing (3.22) w.r.t. \( h(x) \) is equivalent to minimizing \( e_{w_m}(h) \) w.r.t. \( h(x) \).
Next, suppose $\hat{h}(x)$ is the weak classifier trained by minimizing $\hat{\epsilon}_{w_m}(h)$. Setting the derivative of $J_{m,\lambda_m}(c, \hat{h})$ w.r.t. $c$ to 0, we get:

$$
\hat{c} \overset{\text{def}}{=} \arg \min_c \hat{E}_{w_m} \left[ e^{-y\hat{h}(x)} \right] = \frac{1}{2} \log \frac{1 - \hat{\epsilon}_{w_m}(\hat{h})}{\hat{\epsilon}_{w_m}(\hat{h})}.
$$

(3.30)

\[\square\]

**Corollary 3.2.4.** Consider the Asymmetric AdaBoost algorithm of Viola and Jones [80] where Discrete AdaBoost is used instead of Real AdaBoost. The algorithm sequentially fits weak classifier $(c_m, h_m(x))$ by minimizing w.r.t. $(c, h(x))$ the following function:

$$
\hat{E} \left[ 2^{\lambda_m} \lambda_m^{2m} \exp (-y(f_{m-1}(x) + ch(x))) \right].
$$

(3.31)

**Proof.** The results follows from theorem 3.2.3 considering $\lambda_1 = \lambda_2 = \ldots = \lambda_M = M^{1/\lambda}$. \[\square\]

**Corollary 3.2.5.** Consider the Offline Asymmetric Boosting algorithm presented in (algorithm 2), after the $m$-th weak classifier is trained:

$$
\hat{E} [y h_m(x)v_{m+1}(x, y)] = 0.
$$

(3.32)

**Proof.** The result is similar to corollary 2 in Friedman et al. [21], and follows from considering setting the partial derivative of $J_{m,\lambda_m}(c, h)$ w.r.t. $c$ to 0 at point $(c_m, h_m(x))$. \[\square\]

**Corollary 3.2.6.** Consider the Offline Asymmetric Boosting algorithm presented in algorithm 2, at the optimal $h_m(x) = \arg \min_h J_{m,\lambda_m}(c, h)$:

$$
\hat{E} [y v_{m+1}(x, y)] = 0.
$$

(3.33)
Proof. Setting the point-wise derivative of $J_{m, \lambda_m}(c, h)$ w.r.t. $h(x)$ to 0, and then marginalizing it over $x$, we get the result.

Theorem 3.2.3 shows that at the $m$-th weak classifier, the algorithm fits $(c_m, h_m(x))$ by minimizing

$$J_{m, \lambda_m}(c, h) \overset{\text{def}}{=} E \left[ \prod_{i=1}^{m} \sqrt{\lambda_i^y \exp(-y(f_{m-1}(x) + c h(x)))} \right]. \quad (3.34)$$

Therefore, to minimize $J_{\lambda}(f_M)$ in (3.7), the following condition must be true:

$$\prod_{m=1}^{M} \lambda_m = \lambda. \quad (3.35)$$

Note that AdaBoost itself is an $M$-stage greedy process where at each stage, a weak classifier is learned given that the previous weak classifiers are fixed. Hence, to minimize the asymmetric error of the boosted classifier, at least the last weak classifier must be chosen to minimize this error. Our method does not principally minimize $J_{\lambda}(f_M)$ from the beginning (and neither do other methods [29, 49, 80]). As pointed out by Viola and Jones, by doing so the first weak classifier absorbs all the asymmetric weights, leaving only symmetric weights to subsequent weak classifiers, which might not be a good idea. It is better to distribute the asymmetric weights among the weak classifiers equally, so that each of them only absorb the same amount of asymmetric weights, and give similar results.

The relationship of $\gamma_m$ and $\gamma'_m$ is given by (theorem 3.2.2):

$$\gamma'_m = \gamma_m - \log \lambda_m. \quad (3.36)$$

For the first weak classifier, $\gamma_1$ is the skewness of the original unweighted class distribu-
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For subsequent weak classifiers, if \( h_{m-1}(x) \) is at the optimal

\[
h_{m-1}(x) = \arg \min_h J_{m-1,\lambda_{m-1}}(c, h),
\]

then based on corollary 3.2.6, the total weights of positive and negative examples weighted by \( v_m(x, y) \) are equal, implying that \( \gamma_m = 0 \).

Therefore, by assuming that all classifiers \( h_m(x) \) minimize their goal \( h_m(x) \rightarrow \arg \min_h J_{m,\lambda_m}(c, h) \), the second condition can be established:

\[
\gamma_1 - \log \lambda_1 = - \log \lambda_m \quad \forall m \in \{2..M\}.
\]

(3.38)

Solving the system of (3.35) and (3.38) analytically, we get:

\[
\lambda_1 = \exp \left( \frac{1}{M} \log \lambda + \frac{M-1}{M} \gamma_1 \right)
\]

(3.39)

\[
\lambda_m = \exp \left( \frac{1}{M} (\log \lambda - \gamma_1) \right) \quad \forall m \in \{2..M\}.
\]

(3.40)

However, in practice \( h_{m-1}(x) \) are not always at the optimal, because we use crude approximations to conditional expectation, such as decision trees or other constrained models, and the training size may not be large enough. Therefore, \( \gamma_m \) may not be 0 for \( m > 1 \).

We estimate \( \lambda_m \) based on \( \gamma_m \) and the remaining amount of \( \lambda \) to be distributed among the remaining weak classifiers. Suppose up to \( m - 1 \) weak classifiers have been trained (and hence the values of \( \lambda_1, \lambda_2, ..., \lambda_{m-1} \) are obtained). The value of \( \lambda_m \) is chosen by constraining it with condition (3.35), assuming that all remaining weak classifiers minimize their goal \( h_m(x) \rightarrow \arg \min_h J_{m,\lambda_m}(c, h) \), and by seeking to balance the skewness of the weight distributions of the classes among the remaining weak classifiers. Thus, to
find the value of $\lambda_m$, we establish a system of equations as follows:

$$\prod_{m'=1}^{M} \lambda_{m'} = \lambda$$  \hspace{1cm} (3.41)

$$\gamma_m - \log \lambda_m = -\log \lambda_{m'} \quad \forall m' \in \{m+1..M\},$$  \hspace{1cm} (3.42)

where the variables are $\lambda_m, \lambda_{m+1}, \ldots, \lambda_M$. Similarly to (3.39), once we solve this system, we get:

$$\lambda_m = \exp \left( \frac{1}{M-m+1} \left( \log \lambda - \sum_{i=1}^{m-1} \log \lambda_i \right) + \frac{M-m}{M-m+1} \gamma_m \right).$$  \hspace{1cm} (3.43)

### 3.2.3 Online Learning

Our challenge is to convert algorithm 2 into an online learning algorithm. The common technique to do so is to replace offline weak classifiers with online versions, so that each new example can be swept through each weak classifier just once, and then discarded. The advantage of online learning algorithms is, one can learn from a much larger set with comfortable computational cost, and yet, without having to store the training data.

Designing an online weak classifier is not a problem. There are many of them available in the literature (e.g., Naïve Bayes, LDA, perceptron). The challenge though, is how to present the proper weights of the new example to each weak classifier so that they converge asymptotically to their offline counterparts.

Recently, some variants of boosting adapted to online learning have been proposed in the literature [19, 56]. They are, however, mainly designed for the symmetric case. Here, we are interested in ideas proposed by Oza [56] which have been recently applied to computer vision problems [24, 34, 64]. Although their work was not designed for asymmetric classifiers, some of their ideas are propagated to our method.

\textsuperscript{3}i.e., false positives and false negatives are of equal importance.
Algorithm 3 Propagate_Weights(ŷ, y, v, v_m)

1: Compare predicted output ŷ and desired output y.
2: if true positive then
3: Set \( v_{tp}^m = v_{tp}^m + v \).
4: Set \( a_m = \left(\frac{v_{tp}^m + v_{tn}^m}{v_{tp}^m + v_{fp}^m + v_{fn}^m + v_{tn}^m + v_{fp}^m + v_{fn}^m}\right) \).
5: Set \( v = v \frac{a_m N/2}{v_{tp}^m} \).
6: else if false negative then
7: Set \( v_{fn}^m = v_{fn}^m + v \).
8: Set \( a_m = \left(\frac{v_{tp}^m + v_{fn}^m}{v_{tp}^m + v_{fn}^m + v_{fp}^m + v_{fn}^m}\right) \).
9: Set \( v = v \frac{(1-a_m) N/2}{v_{fn}^m} \).
10: else if false positive then
11: Set \( v_{fp}^m = v_{fp}^m + v \).
12: Set \( a_m = \left(\frac{v_{tp}^m + v_{fn}^m}{v_{tp}^m + v_{fn}^m + v_{fp}^m + v_{fn}^m}\right) \).
13: Set \( v = v \frac{a_m N/2}{v_{fp}^m} \).
14: else
15: Set \( v_{tn}^m = v_{tn}^m + v \).
16: Set \( a_m = \left(\frac{v_{tp}^m + v_{fn}^m}{v_{tp}^m + v_{tn}^m + v_{fp}^m + v_{fn}^m}\right) \).
17: Set \( v = v \frac{(1-a_m) N/2}{v_{tn}^m} \).
18: end if
19: return \((a_m, v, v_m)\).

3.2.3.1 Propagating the Weights

In [56], Oza propagated the weights rather than by using the normal updating rule, which is sensitive to wrong predictions at early iterations, but by seeking to achieve two conditions which will be eventually guaranteed by the normal updating rule. The first condition is, the total weight of examples presented to a weak classifier is equal to \( N \). It is reasonable considering that the weight of each new example can be set to 1 initially, and that the weight-updating rule is just a way of re-distributing the weights among the examples.

The second condition comes from the fact that, after \( c_m \) is optimally chosen (given \( h_m(x) \) is fixed), the total weights presented to the next weak classifier, of correctly classified examples and wrongly classified examples, are equal (see corollary 2 in [21]). By asymptotically tuning the weights presented to the next classifiers to have a balance between the sum of correctly classified weights and that of wrongly classified weights, the
weights are more similar to what they are in offline AdaBoost, thereby convergence can occur more rapidly. To achieve both conditions asymptotically, they scaled the weights as follows:

\[
\bar{v}_{m+1,n} = \begin{cases} 
\frac{v_{m,n} N/2}{v_m} & \text{if } y_n = h_m(x_n) \\
\frac{v_{m,n} N/2}{v_m} & \text{if } y_n \neq h_m(x_n)
\end{cases}
\]  

(3.44)

where \(v_{sc}^m\) and \(v_{sw}^m\) are the total weights of the examples, correctly classified and wrongly classified by \(h_m(x)\) respectively, after observing \(N\) examples; and \(\lambda_{m,n}\) is the weight of example \((x_n, y_n)\) presented to the \(m\)-th weak classifier. The idea is, when \(N\) is large, the total weight presented to the next weak classifier of those correctly classified and that of those wrongly classified should both converge to \(N/2\).

The property of balance between the total weight of correctly classified examples and that of wrongly classified examples also holds for weights \(v_{m,n}\) (equations (3.18) and (3.19)) in our method (see corollary 3.2.5 for the proof). Besides, we assume that each weak classifier \(h_m(x)\) eventually reaches an (possibly local) optimal point when \(N \to \infty\). Based on corollary 3.2.6, it means the total weight of positive examples and the total weight of negative examples will eventually be equal.

Therefore, in our method, the weights \(v_{m,n}\) are propagated to asymptotically achieve three conditions rather than two, expecting a faster convergence rate. The first two conditions are the same as those of Oza and Russel, but applied to weights \(v_{m,n}\). The last condition is to ensure the total weights \(v_{m,n}\) of positive examples and negative examples to be equal.

Our weight-updating rule is as follows:

\[
v_{m+1,n} = \begin{cases} 
v_{m,n} \frac{a_m N/2}{v_m} & \text{if } y = 1 \text{ and } h_m(x_n) = 1 \\
v_{m,n} \frac{(1-a_m) N/2}{v_m} & \text{if } y = 1 \text{ and } h_m(x_n) = -1 \\
v_{m,n} \frac{a_m N/2}{v_m} & \text{if } y = -1 \text{ and } h_m(x_n) = 1 \\
v_{m,n} \frac{(1-a_m) N/2}{v_m} & \text{if } y = -1 \text{ and } h_m(x_n) = -1
\end{cases}
\]  

(3.45)
where $v_{tp}^m, v_{fn}^m, v_{fp}^m,$ and $v_{tn}^m$ are the total weights of, true positive examples, false negative examples, false positive examples, and true negative examples respectively, after observing $N$ examples; and $a_m$ is an estimate of the weighted probability that $h_m(x)$ predicts a positive class, given by:

$$a_m \overset{\text{def}}{=} \frac{v_{tp}^m + v_{fn}^m}{v_{tp}^m + v_{fp}^m + v_{tn}^m + v_{fn}^m}. \quad (3.46)$$

Theorem 3.2.7 verifies that our weight-updating rule asymptotically achieves the three conditions above. Note that $\gamma_m$ can be estimated from $a_m$ by:

$$\gamma_m = \log \frac{\hat{P}_{v_m}[y = -1]}{\hat{P}_{v_m}[y = 1]} \approx \log \frac{1 - a_m}{a_m}. \quad (3.47)$$

**Theorem 3.2.7.** Consider the weight-updating rule proposed in (3.45), when $N \to \infty$:

$$v_{tp}^m + v_{fn}^m + v_{fp}^m + v_{tn}^m \to N \quad (3.48)$$

$$v_{tp}^m + v_{fn}^m - v_{fp}^m - v_{tn}^m \to 0 \quad (3.49)$$

$$v_{tp}^m - v_{fn}^m - v_{fp}^m + v_{tn}^m \to 0 \quad (3.50)$$

**Proof.** We prove by induction. These conditions are true for $m = 1$. Suppose they are true up to $m = i - 1$ for some $i$. We consider $v_{tp}^i, v_{fn}^i, v_{fp}^i,$ and $v_{tn}^i$ as the total weight estimates of true positives, false negatives, false positives, and true negatives respectively of the $(i - 1)$-th classifier (multiplied by factor $N$). By definition, as $N \to \infty$:

$$v_{tp}^i \to a_{i-1}N/2 \quad (3.51)$$

$$v_{fn}^i \to (1 - a_{i-1})N/2 \quad (3.52)$$

$$v_{fp}^i \to a_{i-1}N/2 \quad (3.53)$$

$$v_{tn}^i \to (1 - a_{i-1})N/2 \quad (3.54)$$
The results follow.

### 3.2.3.2 Estimating $c_m$

Once $h_m(x)$ is updated using the weight-updating rule in (3.45), we need to estimate $c_m$. Let $w_{tm}^p$, $w_{tm}^n$, $w_{tm}^p$, and $w_{tm}^n$ be the total weights $w_{m,n}$ of, true positive examples, false negative examples, false positive examples, and true negative examples respectively, after observing $N$ examples. Based on theorem 3.2.3, we get:

$$c_m = \frac{1}{2} \log \left( 1 - \frac{e_m}{e_m} \right), \quad (3.55)$$

where

$$e_m \overset{\text{def}}{=} \hat{\epsilon}_{w_m}(h_m) \quad (3.56)$$

is the empirical weighted error of $h_m(x)$, given by

$$\hat{\epsilon}_{w_m}(h_m) \overset{\text{def}}{=} \hat{P}_{w_m} [h_m(x) \neq y]. \quad (3.57)$$

From (3.19), we can estimate $e_m$ by:

$$e_m \approx \frac{w_{tm}^p + w_{tm}^p}{w_{tm}^p + w_{tm}^n + w_{tm}^p + w_{tm}^n} \quad (3.58)$$

$$= \frac{v_{tm}^n \sqrt{\lambda_m} + v_{tm}^f / \sqrt{\lambda_m}}{(v_{tm}^p + v_{tm}^n) \sqrt{\lambda_m} + (v_{tm}^p + v_{tm}^n) / \sqrt{\lambda_m}} \quad (3.59)$$

$$= \frac{\lambda_m v_{tm}^n + v_{tm}^f}{\lambda_m (v_{tm}^p + v_{tm}^n) + (v_{tm}^p + v_{tm}^n)}. \quad (3.60)$$

The final online algorithm is presented in algorithm 4. Note that, since we seek to scale the sum of $v_{m,n}$ to $N$, we expect $Z_m$ to be a constant factor. Therefore, we do not normalize $w_{m,n}$. 
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Algorithm 4 Online Asymmetric Boosting

Require: $\lambda$

1: Set $v_m = (v^{tp}_m, v^{tn}_m, v^{fp}_m, v^{fn}_m)^T = 0, m = 1, 2, \ldots, M$. 
2: Set $\gamma_m = 0, m = 1, 2, \ldots, M$. 
3: for each new example $(x_N, y_N)$ do 
4:   Set $v = 1$. 
5:   for $m = 1$ to $M$ do 
6:     Set $\lambda_m$ according to equation (3.43). {see section 3.2.2} 
7:     Learn $h_m(x)$ incrementally using new example $(x_N, y_N, u \sqrt{\lambda_m})$. 
8:     Set $(a_m, v, v_m) = Propagate_Weights(h_m(x_N), y_N, u, v_m)$. {see algorithm 3} 
9:     Set $\gamma_m = \log \frac{1-a_m}{a_m}$. 
10:    Set $e_m$ according to equation (3.60). 
11:    Set $c_m = \frac{1}{2} \log \frac{1-e_m}{e_m}$. 
12:   end for 
13: end for 
14: Output the classifier: $F(x) = \text{sign}(\sum_{m=1}^{M} c_m h_m(x))$.

3.3 Experimental Results

We performed three experiments to test the performance of our method, and to see how other online boosting methods for object detection problems [24, 34, 64] benefited from our method. All our experiments shown below classified objects in real time on a standard PC (Intel Pentium IV 2.00 GHz with 512 MB RAM).

3.3.1 Online Boosting

We compared our method with the Online Boosting algorithm of Oza [56] on several two-class datasets (table 3.1) from the UCI KDD [26] presented in the work. The last two datasets were our synthetic datasets. We used Naïve Bayes classifiers as weak classifiers. Because the datasets were symmetric (i.e., positive examples and negative examples are equal), we set $\lambda = 1$. The testing environments were set up similar to that of Oza’s, with 10 runs of 5-fold cross validation.

The results are summarized in table 3.1. We noticed that our method performed better than Online Boosting on under-complete datasets (those with a ‘+’ in table 3.1),...
Table 3.1: Online Boosting vs. Our method. Each row represents a symmetric dataset. Each column represents which learning algorithm was used. For each cell, a classifier was learned using the respected algorithm and the respected dataset. The value in the cell represents the accuracy of the classifier.

and performed similarly on over-complete datasets. This was expected as our method converged faster than Online Boosting in early iterations, but eventually both methods converged to that of offline AdaBoost (e.g., see figure 3.2) as more examples were observed.
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Figure 3.3: Some classification results from PETS2001 dataset1. White box: region predicted as pedestrian. Black box: region predicted as non-pedestrian.

Figure 3.4: Performance on the PETS2001 datasets. Each example corresponds to a detected moving region. Left: PETS2001 dataset 1. Right: PETS2001 dataset 2.

3.3.2 Online Co-training for Moving Objects Detection

In [34], Javed et al. proposed an online co-training framework for object detection. In their work, a classifier is first trained offline on a generic scenario; and then updated using Online Boosting, allowing the boosted classifier to adapt to the current scenario.

We implemented their method on the problem of pedestrian detection. Similar to their work, we used a background model to subtract moving regions, followed by scaling the regions down to 30x30 pixels, and then applying PCA on the gradient magnitudes to obtain the global features. The classifier (pedestrian detector) was first trained offline using 150 manually labeled images, and then updated online. We compared the performance of their method when using Online Boosting, and when using our method. We
used the PETS2001 datasets \(^4\) for training and testing the results. The performance (in figure 3.3 and figure 3.4) shows that co-training benefited from our method.

### 3.3.3 Online Learning for Face Detection

We analyzed the performance of five algorithms on the problem of face detection: Viola and Jones’ Offline Asymmetric AdaBoost (DAB.VJ) [80], our Offline Asymmetric Boosting (DAB.A), our Online Asymmetric Boosting (DAB.OA), Online AdaBoost for feature selection using Online Boosting (DAB.OFS) [24], and Online AdaBoost for feature selection using our Online Asymmetric Boosting (DAB.OAFS). Here, the feature selection technique in the last two algorithms is the technique presented in [24, 64] that use Oza’s Online Boosting.

The face detectors followed the same flowchart as in [79]. A total of 1500 frontal face images and 5000 non-face images were collected. Face and non-face images were scaled to a resolution of 24x24 pixels. Haar-like features were extracted from the sub-windows, forming a feature pool of 5000 features. For each algorithm, a cascade of 25 boosted classifiers, from coarse to fine, was set up. The first classifier had one weak classifier, while the final classifiers had 200 weak classifiers.

\(^4\)http://ftp.pets.rdg.ac.uk/PETS2001/
We tested the algorithms on the MIT+CMU frontal face test set\(^5\) (see figure 3.6 and figure 3.7). Since the purpose was to compare these methods, we used fewer boosted classifiers and a smaller feature pool than existing offline-trained face detectors.

The values of \(\lambda\) tested in our experiments ranged from 1 to \(10^8\). For early boosted classifiers, \(\lambda\) tended to be very large (\(i.e., 10^5\) and above) to compensate for the high skewness of the prior probabilities. As the negative (non-face) region got smaller, as in training subsequent boosted classifiers in the cascade, the skewness got lower and \(\lambda\) could be reduced.

For algorithms DAB.VJ, DAB.A, and DAB.OA, a weak classifier selected the best feature from the big feature pool. Hence, the training process for each of these algorithms took a very long time. For algorithms that use online feature selection (FS), \(i.e.,\) DAB.OFS and DAB.OAFS, the size of the pool was much smaller (we set the size to 250, the same as proposed in \([24]\)), and hence the training processes were much shorter (about 20 times faster), but at the cost of reduced detection rates. Each boosted classifier was online-learned after running the learning algorithm for 10,000 to 100,000 iterations,

\(^5\)http://vasc.ri.cmu.edu/idb/html/face/frontal_images/
Figure 3.7: An example of training a boosted classifier with 10 weak classifiers, and with different algorithms.

until the classifier appeared to be fully converged. We observed that online classifiers were often not so stable at first, and only converged after a fair number of iterations had passed. In training a boosted classifier with 10 weak classifiers (*i.e.*, figure 3.7), it often took from 50 to 1000 iterations before convergence started to appear. In training a boosted classifier with 200 weak classifiers, it took less than 10,000 iterations before convergence started to appear. When the best feature of the big pool was somehow swapped into the small pool, there was a good chance it would be rejected some time later, because of 1) being poorly trained, and 2) being compared with those not as good but well trained in the small pool. As a result, the best features selected by the additional FS process were, though relatively good, not so good as those selected from the big feature pool.

Careful examination of the ROC curves shows a few points:

- Our skewness balancing scheme resulted in a small performance gain over that of Viola and Jones.

- Our Online Asymmetric Boosting converged asymptotically to the first two offline algorithms as more examples were trained.
3.4 Conclusions

In this chapter, we presented an integrated framework for learning asymmetric boosted classifiers and learning online to address the problem of learning online asymmetric boosted classifiers, which is applicable to object detection problems. In addition, our method seeks to balance the skewness of the weight distribution of the classes presented to the weak classifiers, allowing them to be trained more equally, and hence resulting in a small performance gain. In terms of online learning, we proposed to impose three conditions on the weights of the examples presented to weak classifiers, resulting in a faster convergence rate when compared to the Online Boosting algorithm [56] used in online boosting methods for object detection problems. Our experiments showed that, by replacing Online Boosting with our algorithm, about a 0-10% increase in accuracy and about 5-30% gain in learning speed were observed, depending on the problem the algorithms were applied to.
Chapter 4

Fast Training and Selection of Haar-like Features

4.1 Introduction

Face detection is one of the classic problems in computer vision, with applications in many areas like surveillance, robotics, multimedia processing, and human-computer interfaces (HCI). Developing a face detection system is still an open problem, but there have been important successes over the past several years. A standard image-based approach to face detection is scanning in raster order every squared sub-window of $d$ pixels over multiple image scales, and classifying if each sub-window contains a face or not. When this strategy is used, face detection becomes a *rare event binary classification* problem, in a sense that among millions of sub-windows, only a few contain faces.

Among the most influential image-based systems is the cascade-based face detector of Viola and Jones [79]. The cascade, as illustrated in figure 2.1, is a one-branch tree of $Q$ nodes. Each node is a classifier designed to reject a large portion of the non-face sub-windows and pass all of the face ones. Consequently, most non-face sub-windows are rejected quickly before reaching the final node, resulting in a very fast face detection
The node classifiers are constructed using an algorithm similar to AdaBoost [20]. The algorithm combines an ensemble of weak classifiers to produce a final boosted classifier with very high accuracy. Many of the recent papers using the cascade paradigm focus on improving the underlying boosting algorithm, such as AsymBoost [60, 80], FloatBoost [44], GentleBoost [45], and RealBoost [32, 87].

The weak classifiers are typically trained from a discrete set of Haar-like features, which are rectangular Haar-like wavelets, as illustrated in figure 4.1, at different positions, widths, and heights. Each feature is associated with a feature classifier, which classifies a sub-window by first integrating the sub-window with the feature’s wavelet (using integral images), and then thresholding the value with a properly chosen threshold. The weak classifier is simply selected as the feature classifier with the smallest error.

One of the greatest obstacles to a wider use of cascades is that it takes a long time to train a cascade, even if all parameters are properly chosen a priori. It took weeks of computation to produce the final cascade in [79], using multiple machines. The bottleneck is in the training of a weak classifier, with time complexity $O(NT \log N)$, where $N$ is the number of examples used and $T$ is the size of the feature set. Training a single weak classifier has often run in minutes. In practice, one has to run many trials and choose the best configuration, resulting in even longer training time.

Since reducing $N$ weakens the generalization, efforts have been made to reduce $T$ by filtering the feature set and selecting only those discriminant for the current weak
classifier, *e.g.*, ranking using mutual-information [25] and Forward Feature Selection (FFS) [83]. However, ranking [25] may end up selecting only one single feature, which might *not* be the best feature, and the speed of FFS [83] is partly achieved by ignoring the weight distribution of boosting. Theoretically, FFS does not have the same hypothesis space as AdaBoost, so the features selected by FFS are not compatible for boosting. Other existing more accurate filters (*e.g.*, CMIM [77]) run in time nearly as slow as training a weak classifier. For further details about feature selection, we refer the readers to [9].

Wu et al. [86] proposed to decrease the training time by using *caching*. They exploited that in different rounds of the AdaBoost algorithm, the weight distribution changes but the feature values of the training set remain constant. Here, a feature value is the value of a feature extracted from a given example. If one sorts all the $N$ feature values, extracted from $N$ examples, for each feature classifier, and stores all the sorting orders in a pre-processing stage, one can later compute the best threshold for each feature classifier in time $O(N)$, regardless of the weights. Using this strategy, it is possible to reduce the training time from $O(NT \log N)$ to $O(NT)$. The reported empirical result was rather impressive, increasing the training speed by a factor of around 15 to 60. However, this technique requires a huge amount of memory to store the sorting orders: $O(NT)$. Suppose $N = 10,000$ and $T = 40,000$ and two bytes are used to store an index, the memory required is about 800MB. Nevertheless, to our best knowledge, this method has been the fastest implementation of training a face detector before our method is proposed, and is the source of comparison for our method.

In this chapter, we present a method to train weak classifiers with even faster speed than that of Wu et al. [87]. Our approach takes a different point of view from traditional methods. Noticing that both $N$ and $T$ are not only dominant but also important factors in constructing the weak classifiers, rather than trying to reduce either $N$ or $T$, we *break up the multiplication* of $N$ and $T$ incurred in the time complexity of training a weak classi-
Figure 4.2: Diagram of this method to fast-train a weak classifier. The notations are explained in subsequent sections.

fier by using statistics. In our approach, the time complexity to train a weak classifier is approximately linear to either $N$ or $T$, whichever is more dominant, but not both. By doing so, we can train weak classifiers with more examples – giving better generalization, as well as more features – giving a wider hypothesis set for the weak classifiers.

While we respect that feature filtering methods speed up the training process, we argue that even though the Haar-like feature set is over-complete, it is still a small discrete subset in the feature space. Only four types of features were actually used in [79]. By exploring other types one could potentially increase the detector’s performance [32, 45]. However, increasing the number of types directly increases the size of the feature set dramatically. This in turn makes the training time longer, which is by far one of the main reasons that stops many methods from exploring other feature types.

In our approach, we used 19 Haar-like feature types (figure 4.3) on a $24 \times 24$ image sub-window, generating in total 295,920 features, six times the number of features used by Viola and Jones in [81]. Yet, it took 6 seconds to train all feature classifiers and select the best one on a conventional Intel Pentium IV PC.

The key idea of our training approach is, we treat image sub-windows as high dimensional random vectors, and keep all the necessary statistics of the data prior to training a weak classifier. We rely on classification methods which only use statistics to construct the feature classifiers, and on boosting to accelerate the performance. After estimating
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![Diagram of feature types](image)

Figure 4.3: Nineteen types of features used in our experiment

The statistics, we can train all \( T \) feature classifiers in time independent of \( N \), which allows us to train and select much more features with a small increase in the training time. Besides, the total memory storage for all the statistics is small, depending only on \( T \) and \( d \) - the number of pixels of a sub-window.

The remaining parts of the chapter are organized as follows. The framework of this method is described in section 4.2. In section 4.3, we discuss about the decisions made in the method, and use empirical results to justify them. Comparisons to other methods are presented in section 4.4. Conclusions are presented in section 4.5.
4.2 Training a Weak Classifier using Haar-like Features

4.2.1 Training a Boosted Classifier in the Cascade

For clarity, we briefly describe how boosting is used to train a node/boosted classifier in the cascade. For further details, we refer the readers to [79, 80]. Suppose the training set has \( N \) examples, \( \{(I_n, y_n)\} \) of the random couple \((I, y)\), where \( I \) represents the image sub-window which is a random matrix of size \( \sqrt{d} \)-by-\( \sqrt{d} \), whose elements \( I_{q,p} \) (pixel at row \( q \), column \( p \)) are random variables\(^1\), and \( y_n \) is the class it belongs to. Let \( y \in \mathcal{Y} = \{-1, 1\} \) with the notion that \( y = 1 \) being the face (positive) class and \( y = -1 \) being the non-face (negative) class.

We denote by \( \vec{A} \) a vectorized form of an arbitrary matrix \( A \) by aligning all the elements of \( A \) in a column with a predefined order\(^2\). Let \( x = \vec{I} \). Obviously, \( x \in \mathbb{R}^d \) and throughout this chapter, we consider it as a \( d \)-dimensional random vector with an unknown distribution.

The basic idea of AdaBoost is to train an ensemble of \( M \) weak classifiers \( h_m(x) \) in the form:

\[
f_M(x) \overset{\text{def}}{=} \sum_{m=1}^{M} c_m h_m(x),
\]

where \( c_m \) are voting coefficients. This is done greedily by training \((c_m, h_m(x))\) for \( m \) from 1 to \( M \). However, at the \( m \)-th stage, the training examples \((x_n, y_n)\) are weighted differently using a weighting function \( w_m(f_{m-1}(x_n), y_n) \), based on the performance of the previous stage. The idea is to increase the weights of those wrongly classified examples and decrease the weights of those correctly classified examples, so that subsequent weak classifiers focus more on the wrongly classified (harder) examples. Different weighting functions lead to different optimizing criteria (e.g., see [60, 80]), which affect

\(^1\)Note that unlike other chapters, it is essential to emphasize that the input is a multivariate in this chapter. Hence, we first denote it as matrix \( I \). Later, we vectorize \( I \) and present it as a random vector \( x \).

\(^2\)Whichever order is used does not matter in this chapter.
the final false acceptance rate (FAR) and false rejection rate (FRR) of the ensemble. By controlling \( M \) and \( w_m(\cdot) \), one can train the ensemble to have a very low FRR and a moderate FAR, suitable to reject a large portion of negative examples.

The choice of \( M \), the choice of \( w_m(\cdot) \), and how they affect the final FAR and FRR are not addressed in this chapter. We only assume that at the \( m \)-th stage, the weighting function \( w_m(\cdot) \) is known. Since \( m \) is fixed throughout the process of training a weak classifier, we omit subscript \( m \) where possible for short hand notations.

### 4.2.2 Linear Relationship between Integral Image and Feature Values

Denote by \( H_t \) the matrix representing the \( t \)-th Haar-like wavelet \( \text{w.r.t.} \) the coordinate system of the probed sub-window. \( H_t \) is a matrix of size \( \sqrt{d} \)-by-\( \sqrt{d} \), whose elements’ values are in a small discrete set. Also, denote by \( v_t \) the random variable representing the feature value observed from integrating the \( t \)-th Haar-like feature \( H_t \) with a sub-window \( I \). Let \( h_t = \bar{H}_t \), we get:

\[
\begin{align*}
v_t &= H_t \circ I = \sum_{p=1}^{d} \sum_{q=1}^{d} H_{t,q,p} I_{q,p} = h_t^T x, \\
\end{align*}
\]

where \( H_{t,q,p} \) represents the pixel at column \( p \) and row \( q \) of matrix \( H_t \). This means \( v_t \) can be considered as the result of linearly projecting the random vector \( x \) down to \( \mathbb{R} \) using \( h_t \) as the direction of projection (along with a scaling factor).

Now consider the integral image \( \tilde{I} \) [79] of sub-window \( I \), defined by:

\[
\tilde{I}_{q,p} \overset{\text{def}}{=} \sum_{p'=1}^{p} \sum_{q'=1}^{q} I_{q',p'}. \tag{4.3}
\]
Let $\tilde{x} = \bar{I}$. Equation (4.3) implies that both $\tilde{x}$ and $x$ are linearly related by:

$$\tilde{x} = Bx, \quad (4.4)$$

where $B$ is a fixed and non-singular linear transformation matrix expressing the cumulative summary. A feature value $v_t$ is also linearly related to the vectorized integral image $\bar{x}$:

$$v_t = h_t^T x = h_t^T (B^{-1} \tilde{x}) = g_t^T \tilde{x}, \quad (4.5)$$

where $g_t = B^{-1 T} h_t$ is a fixed $d$-dimensional vector. As pointed out in [79], the nice aspect of combining Haar-like features with integral images is that $g_t$ are sparse vectors with very few non-zero elements, typically less than 10. As a result, computing a feature value can be done extremely fast, with a few hundred CPU clocks.

Note that because vectors $g_t$ are sparse, they should be better computed from their definitions rather than from multiplying the inverse of $B$ with $h_t$. Although $B$ is a very large matrix (i.e., of size $d$-by-$d$), it is only useful for theoretical derivations. In practice, we never have to compute $B$, or its inverse, explicitly. An example is given in section 2.3.1, showing how to a feature value is computed as a linear combination of a few pixels of the integral image $\bar{I}$. In this example, the non-zero elements of vector $g_t$ are the coefficients of the linear combination. Computation of matrix $B$ is completely avoided.

### 4.2.3 Training Feature Classifiers using Statistics

By exploring the linear relationship above further, the statistics of $v_t$ can be computed efficiently from the statistics of $\tilde{x}$. Suppose $\mu_t$ and $\sigma_t^2$ are the mean and the variance of
Algorithm 5 Fast Training of a Weak Classifier

Require: \((\bar{x}_n, y_n, w_n)\) for \(n = 1..N\). Here, \(\bar{x}_n = Bx_n\) denotes the integral image of the \(n\)-th input example \((x_n, y_n)\), \(y_n\) denotes its class, and \(w_n = w_m(x_n, y_n)\) denotes its current weight.

1: for each class \(c\) do
2: \(\hat{z}_c = \sum_{n:y_n=c} w_n\).
3: Compute \(\hat{m}_c = \hat{z}_c^{-1} \sum_{n:y_n=c} w_n\bar{x}_n\).
4: Compute \(\hat{\Sigma}_c = \left(\hat{z}_c^{-1} \sum_{n:y_n=c} w_n\bar{x}_n\bar{x}_n^T\right) - \hat{m}_c\hat{m}_c^T\). \(\text{see sections 4.2.3 and 4.3.2}\)
5: end for

6: for each feature \(t\) do
7: for each class \(c\) do
8: Compute \(\hat{\mu}_{t,c} = \hat{m}_c^T g_t\).
9: Compute \(\hat{\sigma}_{t,c}^2 = g_t^T \hat{\Sigma}_c g_t\). \(\text{see section 4.2.2}\)
10: end for
11: Use \(\{(\hat{z}_c, \hat{\mu}_{t,c}, \hat{\sigma}_{t,c}^2) | c \in \{-1, +1\}\}\) to train feature classifier \(\eta_t(v_t)\) \(\text{see section 4.2.3}\)
12: end for
13: Select the feature classifier \(\eta_t(v_t)\) with the smallest classification error, denote its index as \(t^*\).
14: return \(f_m(x) = \eta_{t^*}(g_{t^*}^T \bar{x}) = \eta_{t^*}(g_{t^*}^T Bx)\) as the weak classifier.

Denote by \(\mathbb{E} [\cdot]\) the expectation of a random variable or a random vector. We have:

\[
\mu_t = \mathbb{E} [v_t] = \mathbb{E} [\bar{x}^T g_t] = \mathbb{E} [\bar{x}^T] g_t = m_x^T g_t, \quad (4.6)
\]

where \(m_x = \mathbb{E} [\bar{x}]\) is the mean vector of \(\bar{x}\), and:

\[
\sigma_t^2 = \mathbb{E} [v_t^2] - \mathbb{E}^2 [v_t] \quad (4.7)
\]
\[
= \mathbb{E} [g_t^T \bar{x} \bar{x}^T g_t] - g_t^T m_x m_x^T g_t \quad (4.8)
\]
\[
= g_t^T (\mathbb{E} [\bar{x} \bar{x}^T] - \mathbb{E} [\bar{x}] \mathbb{E} [\bar{x}]^T) g_t \quad (4.9)
\]
\[
= g_t^T \Sigma_x g_t, \quad (4.10)
\]

where \(\Sigma_x = \mathbb{E} [\bar{x} \bar{x}^T] - \mathbb{E} [\bar{x}] \mathbb{E} [\bar{x}]^T\) is the covariance matrix of \(\bar{x}\). Since \(g_t\) is a sparse vector, if we know both the mean vector and the covariance matrix of \(\bar{x}\), computing \(\mu_t\)
and $\sigma_t^2$ can be done extremely fast as well.

An important observation is, while $\Sigma$ itself may not be accurately estimated due to large dimensionality, the projected statistics $\mu_t$ and $\sigma_t^2$ are much more accurately estimated as scalars. Additionally, higher order statistics may be obtained, but these are not explored in this chapter.

We decided to train feature classifiers using only statistics of feature values and class. Several reasons were considered for this decision. On the one hand, the performance of a feature classifier in terms of accuracy is reduced, which in turns affects the weak classifier. However, when the problem becomes harder, as in the subsequent layers of the cascade, most weak classifiers tend to perform poorly, with errors typically close to 40-50 percent [81]. At those layers, the performance of an ensemble relies less on the performance of individual weak classifiers, but rather on the boosting scheme of the boosting algorithm used. Experiments in section 4.3.3 justify our argument.

On the other hand, if the mean vector and the covariance matrix of the current stage’s random vector are known, all the statistics needed (up to the second order) to train a classifier can be computed extremely fast, and independent of the sample size $N$. Besides, estimating the mean vector and the covariance matrix only needs to be done once per weak classifier, and then substantially used for all $T$ features, saving a large amount of computation.

We investigate this idea using a simple type of feature classifier widely known in the literature: simple thresholding with class-conditional Gaussian distribution assumptions (e.g., see chapter 2 in [17]). Here, the feature classifier $h_t(v_t)$ assumes

$$v_t|c \sim N(\mu_{t,c}, \sigma_{t,c}^2)$$

for every class $c \in \mathcal{Y}$, where $v_t$ is the random variable representing the observed feature value when the image sub-window is weighted by $w_{m}(\cdot)$, $\mu_{t,c}$ is the mean of the observed
feature value conditional on class \( c \), and \( \sigma_{t,c}^2 \) is the variance of the observed feature value conditional on class \( c \). That is, \( v_t \) is a linear projection of \( u \) down to a line where \( u \) is defined as the weighted version of \( x \) using \( w_m(\cdot) \). To be precise, \( u \) is distributed by an empirical distribution \( \hat{P}_m \) given by:

\[
\hat{P}_m \overset{\text{def}}{=} \left( \sum_{n=1}^{N} w_m(x_n, y_n) \delta_{x_n,y_n} \right) / \left( \sum_{n=1}^{N} w_m(x_n, y_n) \right), \tag{4.12}
\]

where \( \delta_{x,y}(\cdot) \) is a probability distribution concentrated at point \((x, y)\).

There are some intuitive reasons for the Gaussian distribution assumptions. A feature value can be considered as a linear combination of all \( d \) (roughly \( 20^2 \) to \( 24^2 \) in practice) pixels of a sub-window. Based on the Central Limit Theorem, if the pixels are independent, the distribution of the feature value approaches a normal distribution. Independence may not hold for neighboring pixels in the sub-window, but it is more likely when the pixels are far away from each other. Therefore, despite the fact that \( I \) is not Gaussian, \( v_t \) is still likely approximately normally distributed. Evidence supporting this argument is reported in Wu et al. [86], Bourdev and Brandt [8], and in figures 4.7 and 4.8 in section 4.3.

To train the classifier, one finds a threshold \( \theta_t \in \mathbb{R} \) and a parity \( p_t \in \{-1, +1\} \) that minimizes the error rate \( \epsilon_t(\theta_t, p_t) \) given by:

\[
\epsilon_t(\theta_t, p_t) \overset{\text{def}}{=} \hat{P}_m [v_t > \theta_t \wedge y = -p_t] + \hat{P}_m [v_t < \theta_t \wedge y = p_t]. \tag{4.13}
\]

The minimization problem is non-convex, but has a closed form solution, as described in appendix A as well as in [17], eliminating the need to linearly search for the optimal threshold. Once the optimal values \((\theta^*_t, p^*_t)\) have been obtained, the feature value is classified by:

\[
\hat{y} = \eta_t(v_t) = p_t^* \text{sign}(v_t > \theta^*_t). \tag{4.14}
\]
The feature classifier with the smallest error rate is chosen as the weak classifier.

We only need to estimate the statistics up to the second order to compute the probabilities in (4.13). Let $\bar{u} = Bu$ be the integral image of $u$, an analysis similar to equations from (4.6) to (4.10) shows that:

$$
\mu_{t,c} = \mathbf{m}_{\bar{u}|c}^T g_t \tag{4.15}
$$

$$
\sigma^2_{t,c} = g_t^T \Sigma_{\bar{u}|c} g_t, \tag{4.16}
$$

where $\mathbf{m}_{\bar{u}|c}$ and $\Sigma_{\bar{u}|c}$ are the mean vector and the covariance matrix of the $\bar{u}|c$ class-conditional random vector. Therefore, if $\mathbf{m}_{\bar{u}|c}$ and $\Sigma_{\bar{u}|c}$ are known, all the $\mu_{t,c}$ and $\sigma^2_{t,c}$ can be computed very fast as well.

The class-conditional mean vectors $\mathbf{m}_{\bar{u}|c}$ and covariance matrices $\Sigma_{\bar{u}|c}$ can be estimated directly from the weighted training set, by computing the weighted class-conditional sample mean vectors and covariance matrices:

$$
\hat{\mathbf{m}}_{\bar{u}|c} = z^{-1}_{\bar{u}|c} \sum_{n: y_n = c} w_n \bar{x}_n \tag{4.17}
$$

$$
\hat{\Sigma}_{\bar{u}|c} = \left( z^{-1}_{\bar{u}|c} \sum_{n: y_n = c} w_n \bar{x}_n \bar{x}_n^T \right) - \hat{\mathbf{m}}_{\bar{u}|c} \hat{\mathbf{m}}_{\bar{u}|c}^T, \tag{4.18}
$$

where $z_{\bar{u}|c} = \sum_{n: y_n = c} w_n$ is the total weight of class $c$, and $w_n = w_m(x_n, y_n)$ is the weight applied to the $n$-th training example $(x_n, y_n)$.

This method’s pseudo-code is illustrated in algorithm 5.

### 4.2.4 Time Complexity

This method can be broken into two components. The first component (from line 1 to line 5) estimates the global class-conditional statistics, which is dominated by estimating
the covariance matrices. Given $N$ examples of $d$ dimensions, the time complexity of this component is $O(Nd^2)$. However, $d$ is considered a constant, so the time complexity is $O(N)$. In practice, $d$ is small and a fast algorithm exists to compute a covariance matrix\(^3\).

The other component (from lines 6 to 12) computes the local class-conditional means and variances by projecting the original class-conditional mean vectors and covariance matrices in different directions. Because $g_r$ are sparse, the projections can be computed extremely fast by taking into account only a few non-zero elements per projection. All other elements are untouched. Thus, the time to compute the projected statistics for a feature classifier can be considered $O(1)$. Each feature classifier is trained using only six real numbers. Therefore, its training time complexity is also $O(1)$. In total, the time complexity of the second component is $O(T)$, and the total time to train a weak classifier is $O(N + T)$.

### 4.3 Implementation and Experimental Results

#### 4.3.1 Experiment Setup

To justify the arguments discussed in the previous section, we ran a few experiments. We collected 1521 face images from the BioID Face Database\(^4\), 508 face images from the AR Face Database [50], and a few hundred more face images with known (manually labeled) face locations from the web. Altogether we obtained about 2500 face images. The faces were scaled and aligned to a base resolution of $24 \times 24$ pixels. They were further mirrored to form a training set of around 5000 faces. Note that our face training set contained mostly adult faces. Similar to traditional methods, we generated sufficient non-face sub-windows from a collection of a few thousand large images containing no faces.

\(^3\)See our discussion in section 4.3.2.

The cascades were trained using the bootstrapping strategy used in [79, 80, 81]. We implemented two types of cascade: one using the faster AdaBoost implementation proposed by Wu et al. [86], the other using our proposed training method. Each node classifier was trained using AsymBoost [80] with a training set of 5000 positive sub-windows and 5000 negative sub-windows which were false positives of the previous node. Nineteen different feature types (figure 4.3) were used to generate a total of 295,920 Haar-like features.

For testing, we used the MIT+CMU test set which consists of 130 grayscale images with 507 frontal faces [65]. Post-processing was the same as in [81]. The experiments were done on a 2.8GHz Intel Pentium IV PC with 1.5 GB memory.

### 4.3.2 Training Time of a Weak Classifier

Figure 4.4 shows the time to train a weak classifier on both methods. To be as fair as possible, we optimized the critical code sections in both implementations. In the faster AdaBoost implementation, the section of computing the $T$ thresholds was written in highly optimized C code. We were able to obtain the training time of 12.4 seconds when $T = 40,000$.

The bottleneck of our method is at computing the weighted class-conditional sample
covariance matrices, which is expected at time $O(Nd^2)$. However, by reordering the terms carefully, a covariance matrix can be computed by multiplying a matrix with its transpose, as shown below.

For shorthand notations, we omit subscript $\bar{u}|c$ in the statistics in (4.17) and (4.18) and consider only the examples of class $c$, i.e., we consider only indices $n$ where $y_n = c$. Let:

$$\tilde{x}_n = \sqrt{\frac{w_n}{z}} (\tilde{x}_n - m). \quad (4.19)$$

Now, consider multiplying matrix $\tilde{X} = (\tilde{x}_1, \tilde{x}_2, \ldots, \tilde{x}_{N_c})^T$, where $N_c$ is the number of examples belonging to class $c$, with its transpose:

$$\tilde{X} \tilde{X}^T = \sum_{n : y_n = c} \tilde{x}_n \tilde{x}_n^T = \sum_{n : y_n = c} \frac{w_n}{z} (\tilde{x}_n - m)(\tilde{x}_n - m)^T$$

$$= \frac{1}{z} \sum_{n : y_n = c} w_n (\tilde{x}_n \tilde{x}_n^T - 2\tilde{x}_n m^T + mm^T)$$

$$= \frac{1}{z} \left( \sum_{n : y_n = c} w_n \tilde{x}_n \tilde{x}_n^T \right) - \frac{2}{z} \left( \sum_{n : y_n = c} w_n \tilde{x}_n \right) m^T + mm^T$$

$$= \frac{1}{z} \left( \sum_{n : y_n = c} w_n \tilde{x}_n \tilde{x}_n^T \right) - mm^T = \hat{\Sigma}, \quad (4.20)$$

we get the sample covariance matrix. Matrix $\tilde{X}$ has $d$ rows and $N_c$ columns. It took 1.82 seconds to compute $\tilde{X} \tilde{X}^T$ with $N_c = 5000$ and $d = 24^2$, by further relying on a highly optimized linear algebra package named GotoBLAS [23].

The second component of this method ran in only 2.1 seconds to compute all the statistics required by $T = 295,920$ features.
4.3.3 Performance of Boosted Classifiers trained with Different Methods

We constructed three boosted classifiers of 15 weak classifiers: faster AdaBoost with \( T = 40,000 \) features, our method using the same feature set with faster AdaBoost, and our method with \( T = 295,920 \) features. By changing the controlling parameters, we obtained the ROC curves, illustrated in figure 4.5. The total amounts of time to train the boosted classifiers are: 180 seconds for faster AdaBoost, 75 seconds for our method with \( T = 40,000 \), and 90 seconds for our method with \( T = 295,920 \).

An analysis of the three ROC curves shows that the ROC curve of our method with \( T = 40,000 \) is slightly lower than the other two, while these two are similar. The results suggest that for small \( M \) - the number of weak classifiers in the ensemble, when using the same feature set, this method did not perform as well as AdaBoost. However, with more feature types the accuracy of this method increased with a minimal increase in the training time.

We constructed another three boosted classifiers but this time with 200 weak classifiers. The total amounts of time to train the boosted classifiers are: 2400 seconds for faster AdaBoost, 1000 seconds for our method with \( T = 40,000 \), and 1200 seconds for
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Figure 4.6: The ROC curves of three node classifiers with $M = 200$

our method with $T = 295,920$. Similarly, the ROC curves are illustrated in figure 4.6.

From the ROC curves, the performance of faster AdaBoost and that of our method with $T = 40,000$ are relatively similar. However, our method with $T = 295,920$ outperformed the other two convincingly. The results indicate that it is beneficial to add more feature types, especially even when the problem becomes harder. The same observation was drawn in [45].

In addition, figures 4.7 and 4.8 illustrate the histograms (with 32 bins) of the class-conditional feature value distributions presented to the best feature classifiers, when training weak classifiers 1 and 200 respectively, using our method with $T = 295,920$. They show that these distributions approximated Gaussian distributions. Thus, our Gaussian assumption was reasonable.

4.3.4 Final Performance

We constructed three cascades: the first cascade used the faster AdaBoost implementation with $T = 40,000$ features, the second cascade used our method utilizing the same feature set of the first one, the final cascade used our method with $T = 295,920$. The three cascades had 30, 30, and 25 layers respectively. We stopped training the cascades when observing that the next ensemble (of usually 200 weak classifiers) could not re-
reduce the total false acceptance rate by less than 5% while maintaining the detection rate at above 99.9%. The ROC curves are illustrated in figure 4.10.

The performances of the first and the second cascade in the ROC curves show that both cascades performed relatively similar. However, the total training time of this method was significantly reduced (see table 4.1). In our experiment, we saw a gaining factor of 2.5 in training speed.

Moreover, when training the third cascade, we saw a reduction of layers due to better performance in every node. The ROC curves show that the third cascade out-performed the faster AdaBoost implementation in accuracy, and was trained at 2.4 times faster due to fewer layers but slightly longer training time per weak classifier.

In addition, the faster AdaBoost implementation required 800MB of memory to store
4.4 Relation to Other Methods

Recently, there have been proposals to replace Discrete AdaBoost with Real AdaBoost, and use real-valued weak classifiers instead of thresholding [32, 87]. Their approach differs to ours in approximating the class-conditional distributions: they use histograms while we use Gaussian assumptions. Although we experimented with discrete-valued weak classifiers, it is possible to produce real-valued weak classifiers compatible to their...
Table 4.1: The time and the memory requirement for training the three experimented cascades.

<table>
<thead>
<tr>
<th>Method</th>
<th>Total training time</th>
<th>Memory requirement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Faster AdaBoost [86] with $T = 40,000$</td>
<td>13h20m</td>
<td>800MB</td>
</tr>
<tr>
<td>Our method with $T = 40,000$</td>
<td>2h13m</td>
<td>30MB</td>
</tr>
<tr>
<td>Our method with $T = 295,920$</td>
<td>3h02m</td>
<td>30MB</td>
</tr>
</tbody>
</table>

Figure 4.9: Some results on the MIT+CMU test set

The FFS method proposed by Wu et al. [83] was reported about 2.5 to 3.5 times faster than the faster AdaBoost implementation empirically. However, FFS does not maintain any weight distribution at every round, and is not directly related to boosting. On the other hand, this method solely relies on the weighting scheme of boosting to boost up the performance. Due to the fundamental difference, we did not include experiments on FFS.

Our method shares some analogy with Online Boosting [56, 60]: the proposed weak
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Figure 4.10: The ROC curves on the MIT+CMU test set of the three experimented cascades.

<table>
<thead>
<tr>
<th>Method</th>
<th>No of face examples</th>
<th>No of features</th>
<th>No of weak classifiers</th>
<th>No of nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Viola-Jones [81]</td>
<td>9,500</td>
<td>40,000</td>
<td>4,297</td>
<td>32</td>
</tr>
<tr>
<td>FloatBoost [44]</td>
<td>6,000</td>
<td>-</td>
<td>2,546</td>
<td>-</td>
</tr>
<tr>
<td>Nested Cascade + LUT [87]</td>
<td>20,000</td>
<td>-</td>
<td>756</td>
<td>16</td>
</tr>
<tr>
<td>Sparse Granular Features [32]</td>
<td>30,000</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Faster AdaBoost [86]</td>
<td>5,000</td>
<td>40,000</td>
<td>3,870</td>
<td>30</td>
</tr>
<tr>
<td>Our method</td>
<td>5,000</td>
<td>295,920</td>
<td>3,502</td>
<td>25</td>
</tr>
</tbody>
</table>

Table 4.2: The reported training results of recent methods.

classifier can be used as an online learner. Unfortunately, using this method along with Online Boosting gains little benefit. When updating a weak classifier with one new example, one has to update all $T$ Haar-like features. The time complexity of Online Boosting with or without this method is still the same: $O(T)$. Nevertheless, if we learn incrementally a block of examples instead of a single individual example, the training time can be significantly reduced.

In section 4.2.2, we proved that Haar-like features are simply linear projections of the probe image sub-window. Though this chapter addresses Haar-like features, this method is clearly applicable to any local features that are linear projections of a random vector,
<table>
<thead>
<tr>
<th>Method</th>
<th>Time to train a weak classifier</th>
<th>Total training time</th>
<th>CPU speed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Viola-Jones [81]</td>
<td>&gt; 10m</td>
<td>weeks</td>
<td>400MHz</td>
</tr>
<tr>
<td>FloatBoost [44]</td>
<td>-</td>
<td>weeks</td>
<td>700MHz</td>
</tr>
<tr>
<td>Nested Cascade + LUT [87]</td>
<td>-</td>
<td>weeks</td>
<td>1.4GHz</td>
</tr>
<tr>
<td>Sparse Granular Features [32]</td>
<td>&lt; 1m</td>
<td>2 days</td>
<td>3.0GHz</td>
</tr>
<tr>
<td>Faster AdaBoost [86]</td>
<td>12.4s</td>
<td>13h20m</td>
<td>2.8GHz</td>
</tr>
<tr>
<td>Our method</td>
<td>5.74s</td>
<td>5h30m</td>
<td>2.8GHz</td>
</tr>
</tbody>
</table>

Table 4.3: The reported training time of recent methods.

like the ones used in [32, 44, 45].

We summarize the reported training time of recent methods and ours in table 4.2 and table 4.3.

### 4.5 Conclusions

In this chapter, we presented a fast method to train and select Haar-like features for the training of a weak classifier in face detection cascades using boosting. It trains a weak classifier in time $O(N + T)$ (in seconds), rather than $O(NT \log N)$ (in minutes) in traditional methods. In comparison with the currently fastest implementation of boosting [86], taking about 12 seconds per weak classifier using 40,000 Haar-like features but requiring almost 1GB of memory, this method trained a weak classifier using nearly 300,000 Haar-like features in 6 seconds, requiring less than 30MB of memory and maintaining a compelling performance. Besides, it suffered a very minimal increase in training time with very large increases in members of Haar-like features, enjoying a significant gain in accuracy. By substantially reducing the training time, this method empowers researchers to much more quickly experiment and explore solutions to other important research issues in this area.
Chapter 5

Multi-exit Asymmetric Boosting

5.1 Introduction

Cascading boosted classifiers has been a successful approach in appearance-based detection since the seminal work of Viola and Jones [79] in face detection. The key insight of building a cascade is to decompose a detection problem into a sequence of binary classification sub-problems of increasing difficulties. Positively predicted examples from the boosted classifier for a sub-problem are used to train the boosted classifier for the next sub-problem, while negatively predicted examples are discarded. The final cascade obtained from this bootstrapping process often has a high detection rate and an extremely low false acceptance rate, while the early rejection mechanism allows the cascade to scan through a large set of examples in a small amount of time.

Despite its efficiency in detection, the cascade approach imposes a number of issues in learning. At the stage level, one has to devise a learning strategy to find an optimal trade-off among three important factors of a boosted classifier: the detection rate, the false acceptance rate, and the number of weak classifiers. To maintain a high detection rate and an extremely low false acceptance rate for the overall cascade, each individual boosted classifier must ensure a close-to-one detection rate and a moderate false ac-
ceptance rate. It is essential to minimize the number of weak classifiers of a boosted classifier, as it is roughly proportional to the running time of the classifier. Conventional methods often use AdaBoost or one of its variants [21, 67] to train a boosted classifier with a fixed maximum number of weak classifiers. To find the best trade-off among the three factors, one has to re-train the classifier multiple times and choose the best candidate manually.

The overall detection rate of a cascade is the product of the detection rates associated with all the individual boosted classifiers in the cascade; similarly, the overall false acceptance rate is the product of all the classifiers’ false acceptance rates. However, it is not known beforehand how many classifiers are needed, nor which combination of ROC operating points (each defined by a detection rate and a false acceptance rate) produces an optimal cascade. Currently, these parameters are obtained mainly by trial and error, though some progress has been made [9, 70].

In this chapter, we introduce a notion called multi-exit boosted classifier to describe a boosted classifier with multiple exits. Each exit is associated with a weak classifier. A rejection decision at an exit is made if the intermediate boosted score, up to the associated weak classifier, is below a threshold. Some cascade variants can be cast as a multi-exit boosted classifier. We analyze recent cascade training methods in terms of training goals, and show that many of them result in training and/or using sub-optimal weak classifiers. We propose a method to train a multi-exit boosted classifier by minimizing the number of weak classifiers needed to achieve the desired detection and false acceptance rates simultaneously. It also removes the need to run multiple ad hoc trials to discover the best boosted classifiers that satisfy the operating point requirements.

Our training method has a different objective than that of conventional training methods. In conventional methods, the number of weak classifiers is supposed to be fixed (i.e., fixed resources), and the goal in training a boosted classifier is to minimize one type of error rates while constraining the other type. For instance, in [9], the goal is to maximize
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the detection rate while keeping the false acceptance rate below a given level. Similarly, in [8], the goal is to minimize the false acceptance rate while keeping the detection rate above a certain level. In both cases and in many other methods (e.g., [44, 89, 79, 83]), the number of weak classifiers are given \textit{a priori}. Our training goal, on the other hand, constrains the desired error rates (i.e., detection rate and false acceptance rate) and minimizes the number of weak classifiers. Such a training goal is more useful than the former two in practice, because the error rates are much more desirable than the amount of resources needed (i.e., the number of weak classifiers). With the former goals, one has to train a boosted classifier multiple times until he/she finds one that matches his/her desired error rates. With the new training goal, this practice is avoidable, as shown in what follows in this chapter.

The remaining parts of the chapter are organized as follows. In section 5.2, we define a multi-exit boosted classifier and cast both the normal cascade and the regular boosted classifier as special cases. An analysis of recent cascade training methods is also offered in this section. In section 5.3, we describe our method to train a multi-exit boosted classifier, and discuss about important aspects in designing the method. Experimental results are presented in section 5.4.

The key contributions of the chapter are:

- a generalized model that unifies existing models such as conventional boosted classifiers, cascades, and more recent multi-exit boosted classifiers;

- a new multi-exit asymmetric boosting method incorporating asymmetric training goals to achieve ROC operating point targets while minimizing the number of weak classifiers;

- a principled formulation of an asymmetric goal that is theoretically optimal for a conservative bound on an ROC operating point requirement, and empirically near-optimal for the exact bound; and
• results demonstrating that the combined framework outperforms existing methods.

5.2 Overview

5.2.1 General Framework

In this section, we introduce a new model of which regular cascades and multi-exit boosted classifiers are defined as special cases. In section 5.2.2, we use the model to point out disadvantages of existing methods.

We restrict ourselves to a problem of imbalanced binary classification $C : \mathcal{X} \to \mathcal{Y} = \{-1, 1\}$ where the prior probability of the negative class far outweighs the prior probability of the positive class, i.e., $\mathbb{P}[y = 1] \ll \mathbb{P}[y = -1]$ with $y$ being the class. We consider the following model:

$$C(x) \overset{\text{def}}{=} \begin{cases} 1 & \text{if } F_m(x) = 1 \quad \forall m \in \mathcal{M} \\ -1 & \text{otherwise} \end{cases}$$

(5.1)

$$F_m(x) \overset{\text{def}}{=} \text{sign}(f_m(x) - \theta_m)$$

(5.2)

$$f_m(x) \overset{\text{def}}{=} \sum_{i=\mu(m)}^m \tilde{h}_i(x),$$

(5.3)

Note that the dimensionality of input is not important in this chapter. Hence we adopt the normal letter $x$ for simplicity. In this model, there are $M$ weak classifiers denoted in sequence by $\tilde{h}_i(x)$ with $i = 1, \ldots, M$, where $\tilde{h}_i : \mathcal{X} \to \mathbb{R}$; in the case of discrete-type weak classifiers, $\tilde{h}_i(x) = c_i h_i(x)$ with $h_i : \mathcal{X} \to \mathcal{Y}$ and coefficient $c_i \in \mathbb{R}$. Out of these $M$ weak classifiers, we specify a subset of weak classifiers that acts as exit nodes, represented by a set of indices $\mathcal{M} \subset \{1, \ldots, M\}$. We assume that the last classifier is always an exit node, hence $M \in \mathcal{M}$. Associated with each exit node is a corresponding entrance node, represented through the function $\mu(m)$ which is an index to a weak classifier earlier in the sequence. The boosted classifier comprising the weak classifiers
between a pair of entrance and exit nodes is associated with \( F_m(x) \). Note that while each exit node is a unique weak classifier, entrance nodes may be shared (i.e., they map to the same weak classifier).

This model is general in that it encompasses a range of existing and new models, e.g., (a) the normal boosted classifier in this model is simply a single-exit boosted classifier utilizing all the weak classifiers, defined by \( \mathcal{M} = \{ M \} \) and \( \mu(m) = 1 \) for all \( m \in \mathcal{M} \); and (b) the conventional cascade is represented by defining \( \mu(m) = m_0 + 1 \) where \( m_0 \) is the largest index in \( \mathcal{M} \) satisfying \( m_0 < m \), or \( m_0 = 0 \) if \( m \) is already the smallest index in \( \mathcal{M} \). Conventional cascades as expected have entrance-exit intervals that are non-overlapping.

The variant that we explore in this chapter is the single boosted classifier with a single entrance but multiple exits. This model is characterized by \( \mu(m) = 1 \) and \( |\mathcal{M}| > 1 \) – this relates to multiple exit nodes sharing the same entrance node at the first weak classifier. A special case of the multi-exit boosted classifier is the soft/dynamic cascade [8, 88] in which \( \mathcal{M} = \{1, \ldots, M \} \). Other more complex variants exist that await future analysis.

In learning the \( m \)-th weak classifier for function \( C(x) \) in (5.1) using AdaBoost or one of its variants [21, 67], the most important factor is the weight vector \( w_m \) associated with the training set provided to the weak classifier. It is often possible to express \( w_m \) in the form

\[
w_{m,n} = Z_m^{-1} \exp(-y_n(s_m(x_n) - b_m)),
\]

where \( Z_m \) is the normalization factor to make \( w_m \) a discrete distribution, \( b_m \) is a threshold to adjust the trade-off between the false acceptance rate and the false rejection rate when training the \( m \)-th weak classifier, and \( s_m(x_n) \) is a score function of input point \( x_n \), defined as:

\[
s_m(x) \overset{\text{def}}{=} \begin{cases} 0 & \text{if } m = 1, \text{ or } \mu(m) = m \\ f_{m-1}(x) & \text{otherwise} \end{cases}
\]
In the original versions of AdaBoost [67], there are no thresholds $b_m$. It is known from literature [21, 67] that in such cases, the minimizer $\tilde{h}_m(x)$ of the classification error of the weighted training set $\{(x_n, y_n, w_{m,n})_{n=1}^N\}$ is approximately the minimizer of an (empirical) exponential loss:

$$\hat{\mathbb{E}} \left[ \exp(-y(s_m(x) + \tilde{h}(x))) \right],$$

where $\hat{\mathbb{E}}$ is the expectation w.r.t. the empirical distribution $\hat{P}$ given in (3.6):

$$\hat{P} \overset{\text{def}}{=} \frac{1}{N} \sum_{i=1}^N \delta_{(x_i, y_i)}.$$  

(5.7)

By introducing $b_m \neq 0$, the exponential loss becomes:

$$\hat{\mathbb{E}} \left[ \exp(-y(s_m(x) + \tilde{h}(x) - b_m)) \right],$$

(5.8)

and is an upper bound of an asymmetric error [80]:

$$= \hat{P}[y = -1] \exp(-b_m) \hat{\mathbb{E}} \left[ \exp \left( (s_m(x) + \tilde{h}(x)) \right) | y = -1 \right] + \hat{P}[y = 1] \exp(b_m) \hat{\mathbb{E}} \left[ \exp \left( -(s_m(x) + \tilde{h}(x)) \right) | y = 1 \right] \geq \hat{P}[y = -1] \exp(-b_m) FAR(s_m + \tilde{h}) + \hat{P}[y = 1] \exp(b_m) FRR(s_m + \tilde{h}),$$

(5.9)

where $FAR(f) = \hat{\mathbb{E}}[1_{f(x) > 0}|y = -1]$ and $FRR(f) = \hat{\mathbb{E}}[1_{f(x) < 0}|y = 1]$ are the false acceptance rate and the false rejection rate respectively of a function $f(x)$.

### 5.2.2 Related Work

In their original work [79], Viola and Jones sampled $N_1$ positive examples and $N_2$ negative examples, and initially set weights $0.5/N_1$ for positive examples and $0.5/N_2$ for
negative examples, respectively. Effectively, this removed the prior probabilities not only from training the first weak classifier, but also from training subsequent weak classifiers. Since they did not use any threshold \( b_m \), the goal at training the \( m \)-th weak classifier became finding a function \( \tilde{h} \) that minimizes an upper bound of:

\[
FAR(s_m + \tilde{h}) + FRR(s_m + \tilde{h}).
\] (5.10)

This symmetric goal, however, did not guarantee a high detection rate for a boosted classifier. Viola and Jones proposed to threshold the boosted classifier’s score \( f_m(x) \) (\( m \in \mathcal{M} \)) by a value \( \theta_m \neq 0 \). By adjusting \( \theta_m \), they were able to achieve a high detection rate (and also a high false acceptance rate). Many recent methods followed this strategy [8, 9, 44, 48, 70, 83, 88, 89]. While this approach is computationally trivial, it is also sub-optimal in that the \( \theta_m \)-defined ROC operating point was not arrived at by training the weak classifiers with the asymmetric goal in (5.8)

In a follow-up paper [80], Viola and Jones addressed this problem by introducing an asymmetric goal for training the \( m \)-th weak classifier of a boosted classifier, which is to minimize the following asymmetric error w.r.t. \( \tilde{h} \):

\[
FAR(s_m + \tilde{h}) + \lambda FRR(s_m + \tilde{h}),
\] (5.11)

where \( \lambda \) is related to \( b_m \) by:

\[
\lambda = \exp(b_m)/\exp(-b_m)
\] (5.12)

\[
\Leftrightarrow b_m = 0.5 \log \lambda.
\] (5.13)

There were no suggestions on how \( \lambda \) should be selected. While in chapter 3, we proposed

\(^1\text{Consequently the ROC curve obtained by varying } \theta_m \text{ upper-bounds the error expressed by the “proper” ROC curve obtained by varying } b_m.\)
a skewness balancing method for selecting $\lambda$, it is required that the number of weak
classifiers be known in advance.

Xiao et al. [89] and Wu et al. [83] independently noted that scores obtained from
the previous boosted classifier may be exploited downstream, and proposed to propa-
gate the previous scores from one boosted classifier to the next. Though their weak
classifiers were trained using the symmetric goal in (5.10), they showed significant im-
provements in their empirical results. Nevertheless, their cascades may be considered as
initial boosted classifiers with multiple exits.

Bourdev and Brandt [8] trained a very long boosted classifier using the symmetric
goal and subsequently utilized a calibration algorithm to break this strong classifier into
a cascade, through a rejection threshold at every weak classifier. One interesting point
in their method for training a long boosted classifier is that at each iteration, they in-
troduced hard negative examples to the training set, making the training process biased
towards favoring the positive class. However, because the thresholds were obtained af-
ter all the weak classifiers were trained, the weak classifiers became sub-optimal w.r.t.
the goal of the cascade. Xiao et al. [88] corrected this by updating the training set be-
fore training each weak classifier. Still, the symmetric goal was employed by both these
methods to train weak classifiers, resulting in sub-optimal feature selection. While the
approach of making decisions at each weak classifier is potentially interesting, a number
of issues are raised. First, bootstrapping is required at every weak classifier, incurring
significant extra computational cost. Second and more importantly, the requirement for
early rejection diminishes as progress is made down the cascade, where the problem
becomes dominated by accuracy (as classification becomes harder) as opposed to speed
(since most of the obvious negative samples will have already been rejected earlier). In
such cases, having a decision made at each weak classifier effectively discards impor-
tant information that may have been exploited if decisions were postponed until further
downstream, leading to less accurate classification.
Another problem with the methods above is that the number of weak classifiers per
boosted classifier must be specified prior to training. This number is important because
it is a trade-off between a better ROC operating point and a shorter running time for
a boosted classifier. Tuning the number in an ad hoc fashion is difficult and time con-
suming. Our approach avoids this by choosing a proper asymmetric goal that greedily
minimizes the number of weak classifiers to reach the target detection rate and false
acceptance rate simultaneously.

5.3 Multi-exit Asymmetric Boosting

From the general framework provided in section 5.2.1, it is clear that a multi-exit boosted
classifier is more complex than a regular cascade, because in the former all weak classi-
fiers are used to form a single boosted classifier, while in the latter the weak classifiers
are grouped into a number of segments. In what follows, we propose a method, called
multi-exit asymmetric boosting, to train a multi-exit boosted classifier using an asym-
metric learning goal (algorithm 6).

Again, throughout this chapter, instead of using Viola and Jones’ asymmetric goal,
we use its normalized version defined in (2.7):

\[ J_\lambda(F_m) \overset{\text{def}}{=} \frac{1}{\lambda + 1} \mathbb{P}[F_m(x) = 1|y = -1] + \frac{\lambda}{\lambda + 1} \mathbb{P}[F_m(x) = -1|y = 1]. \]  

(5.14)

5.3.1 Overview of the Method

Unlike conventional cascades, a multi-exit boosted classifier may be considered as a
collection of boosted classifiers that share overlapping sets of weak classifiers. Training
multi-exit boosted classifiers thus entails a number of added complexities. Similar to
Xiao et al. [89], we incorporate bootstrapping and discrete-valued asymmetric boosting
into a single method. A slightly modified variant of asymmetric boosting is summarized
Algorithm 6 Multi-exit Asymmetric Boosting

Require:
- a generator $G$ that produces i.i.d. training examples
- maximum false acceptance rate $\alpha_0$
- maximum false rejection rate $\beta_0$
- a stopping condition $D$ (see section 5.3.2)

1: $M_0 = m = 0$
2: $\mathcal{M} = \emptyset$
3: $\mathcal{H} = \emptyset$ (list of parameters of $C$)
4: $\lambda = \alpha_0 / \beta_0$ (see section 5.3.3)
5: repeat
6: Generate $\mathcal{Z} = \{(x_n, y_n)\}_{n=1}^{N_1+N_2}$ of $N_1$ positive examples and $N_2$ negative examples such that $f_m(x_n) \geq 0 \quad \forall m \in \mathcal{M}, n \in \{1, \ldots, N_1 + N_2\}$
7: $(m, \mathcal{H}) = \text{Train\_Segment}(m, \mathcal{H}, \mathcal{Z})$ (see algorithm 7)
8: if not $D$ then
9: $M_0 = m$
10: $\mathcal{M} = \mathcal{M} \cup \{m\}$
11: end if
12: until $D$
13: return $\mathcal{M}$ and $\mathcal{H}$ as the list of parameters of $C$

We use the same strategy as conventional methods [79, 80] in designing the target minimum detection rate and maximum false acceptance rate at every exit node. That is, we are interested in considering a rejection decision only when the false acceptance rate is below $\alpha_0$ and the detection rate over $1 - \beta_0$, where $\alpha_0$ and $\beta_0$ are predefined as part of the cascade design. The problem of finding the optimal combination of desired rates for all exit nodes are not addressed in this chapter, and it is assumed that $(\alpha_0, \beta_0)$ is provided for every exit node.

5.3.2 Bayes Asymmetric Error

In traditional classification methods, if the two positive and negative classes are not separable, i.e., if the class of an input point is not deterministic, that is:

$$P[y|x] \notin \{0, 1\}$$  \hspace{1cm} (5.15)
Algorithm 7 \textit{Train\_Segment}(m, \mathcal{H}, \mathcal{Z})

1: Initialize weights: \{see section 5.3.4\}
\[ w_n = e^{-(s_m(x_n) - 0.5 \log \lambda)}/N_1 \quad \forall n: y_n = 1 \]
\[ w_n = e^{(s_m(x_n) - 0.5 \log \lambda)}/N_2 \quad \forall n: y_n = -1 \]
2: \textbf{repeat}
3: \quad m = m + 1
4: \quad Normalize weights \( w_n \)
5: \quad Train \( h_m(x) \) using \( \{(x_n, y_n, w_n)\}_{n=1}^{N_1+N_2} \)
6: \quad Find the weighted training error of \( h_m \):
\[ e_m = \sum_{n=1}^{N_1+N_2} w_n 1[y_n \neq h_m(x_n)] \]
7: \quad Compute the corresponding coefficient:
\[ c_m = 0.5 \log \frac{1-e_m}{e_m} \]
8: \quad \( \mathcal{H} = \mathcal{H} \cup \{c_m, h_m\} \)
9: \quad Update weights: \{see section 5.3.4\}
\[ w_n = w_n e^{-y_n c_m h_m(x_n)} \quad \forall n \]
10: \quad Estimate the training error rates:
\[ \alpha_m = \frac{1}{N_2} \sum_{n:y_n=-1} 1[|f_m(x_n)| > 0] \]
\[ \beta_m = \frac{1}{N_1} \sum_{n:y_n=1} 1[|f_m(x_n)| < 0] \]
11: \textbf{until} \( D \) or \((\alpha_m \leq \alpha_0 \land \beta_m \leq \beta_0)\)
12: \textbf{return} \((m, \mathcal{H})\)

for some \( x \), then there exists a limit called the Bayes error such that no classification error can be smaller than it. Similarly in asymmetric boosting or any method that uses an asymmetric error as an objective function, there is also a lower-bound of the asymmetric error.

The proof for the existence of such a lower-bound is analogous to the traditional analysis of the Bayes error. Given an input point \( x \), a classifier either predicts the output as -1 or 1. In either case, the asymmetric error of classifying \( x \) is always not less than

\[
\min \left\{ \frac{1}{\lambda+1} \mathbb{P}(y = -1|x), \frac{\lambda}{\lambda+1} \mathbb{P}(y = 1|x) \right\}.
\]  

(5.16)

Marginalizing this quantity over the distribution of \( X \), we get an amount that no classifier can produce an asymmetric error smaller than it. We define it as the the Bayes
asymmetric error:

\[
\epsilon_\lambda \overset{\text{def}}{=} \int_x \min \left\{ \frac{1}{\lambda + 1} \mathbb{P}(y = -1|x), \frac{\lambda}{\lambda + 1} \mathbb{P}(y = 1|x) \right\} \mathbb{P}(x) \, dx.
\]  

(5.17)

As the sub-problem gets harder, it is possible that the desired rates may not be achievable. Therefore, a stopping condition \( D \) is needed. In our experiments, we stopped training when the number of weak classifiers between two exit nodes exceeds 200. Conventional methods \([79, 80]\) also used at most 200 weak classifiers to train a boosted classifier.

5.3.3 Analysis of Asymmetric Goals

The main contribution of our approach is to select a proper asymmetric goal that makes asymmetric boosting greedily minimize the number of weak classifiers to achieve a detection rate over \( 1 - \beta_0 \) and a false acceptance rate below \( \alpha_0 \) concurrently. Before analyzing how the choice of an asymmetric goal affects the final boosted classifier, let us assume for the moment that AdaBoost minimizes an asymmetric goal instead of its exponential upper bound\(^2\). For notational simplicity, we denote the false rejection rate and the false acceptance rate of a classifier \( f_m \) as \( \beta(f_m) \) and \( \alpha(f_m) \) respectively. In the conventional methods, one often trains a boosted classifier using AdaBoost with the symmetric goal in (5.10). If we plot all the training ROC operating points \( (\beta(f_m), \alpha(f_m)) \) with an increasing number of weak classifiers \( m = 1, 2, \ldots \) we obtain a set of points in figure 5.1a (shown in red).

In AdaBoost and many of its variants \([21, 67]\), when an \( m \)-th weak classifier is trained, all other weak classifiers are considered fixed. The proper ROC curve of the new boosted classifier is simply the locus of all operating points of the boosted classifier

\(^2\)In practice, because the minimization is applied on the exponential upper bound, the value of the true goal tends to exhibit a locally oscillating but globally decreasing behavior w.r.t. the number of weak classifiers.
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Figure 5.1: Illustration of how the operating point of a boosted classifier moves when more weak classifiers are trained. Blue solid curves are equivalent to the ROC curves of the boosted classifier. (a): A case when the symmetric goal $G_1$ is used, i.e., $\lambda = 1$. (b): A case when an asymmetric goal $G_\lambda$ is used with $\lambda = \alpha_0/\beta_0$.

obtained through training the $m$-th weak classifier with different asymmetric goals (as opposed to simply varying the threshold on the symmetric goal function). Because of the immense computational effort involved, the proper ROC curve is seldom obtained in entirety for training purposes; instead only a single operating point is derived for each weak classifier. While most of the proper ROC curve remains unknown, a number of ROC curve properties may be inferred as described below.

Let the unknown training ROC curve be denoted by $Q_m$ and expressed in the form

$$L_m(\beta, \alpha) = 0$$

(5.18)

with each instance of $(\beta, \alpha)$ that satisfies (5.18) representing an ROC operating point trained with a different asymmetric goal. In this chapter, we make the assumption that $Q_m$ is first-order continuous. Equation (5.14) representing an asymmetric error may be rewritten as

$$G_\lambda(\beta, \alpha) \overset{\text{def}}{=} \frac{\lambda}{\lambda + 1} \beta + \frac{1}{\lambda + 1} \alpha,$$

(5.19)
with a controlling parameter $\lambda$. When using $G_\lambda$ to train the $m$-th weak classifier, it becomes:

$$J_{m,\lambda}(\tilde{h}) = G_\lambda(\beta(s_m + \tilde{h}), \alpha(s_m + \tilde{h}))$$

(5.20)

$$= \frac{\lambda}{\lambda + 1} \beta(s_m + \tilde{h}) + \frac{1}{\lambda + 1} \alpha(s_m + \tilde{h})$$

(5.21)

We assume the resulting weak classifier $\tilde{h}_m$ minimizes $J_{m,\lambda}(\tilde{h})$ globally:

$$\tilde{h}_m \overset{\text{def}}{=} \arg \min_{\tilde{h}} J_{m,\lambda}(\tilde{h}).$$

(5.22)

As in conventional methods, the boosted classifier is updated via

$$f_m = s_m + \tilde{h}_m.$$  

(5.23)

Training the weak classifier can be cast as a constrained minimization problem w.r.t. $(\beta, \alpha)$, with objective function $G_\lambda(\beta, \alpha)$, and a constraint $L_m(\beta, \alpha) = 0$. Thus, at any solution point (if it exists) lying on $Q_m$, the gradient of goal $G_\lambda$ (i.e., $\nabla G_\lambda$) has to be perpendicular to the ROC curve $Q_m$. Note that $\nabla G_\lambda$ is independent of $\beta$ and $\alpha$ once $\lambda$ is fixed.

By using the symmetric goal $G_1$ (i.e., $\lambda = 1$) as in conventional methods, one effectively chooses an operating point on $Q_m$ at which the gradient is perpendicular to

$$\nabla G_1 = (0.5, 0.5)^T.$$  

(5.24)

If instead we choose an asymmetric goal $G_\lambda$ for some $\lambda \geq 0$, we recover a different operating point on $Q_m$ with gradient perpendicular to

$$G_\lambda = \left(\frac{\lambda}{\lambda + 1}, \frac{1}{\lambda + 1}\right)^T.$$  

(5.25)
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By varying $\lambda$ from 0 to $\infty$ and retraining the weak classifier each time, we can reconstruct the ROC curve $Q_m$. Though we have no knowledge of $Q_m$ prior to training a weak classifier, we can somewhat control where the next operating point might be located, by controlling $\lambda$.

If we further assume that $Q_m$ is not only first-order continuous but smoothly varies as $\lambda$ is changed, then a key observation is that $Q_m$ must be convex. This is because as $\lambda$ is varied from 0 to $\infty$, the gradient $\nabla G_\lambda$ monotonically changes from vertical to horizontal uniformly throughout the $\alpha$-$\beta$ space. Convexity is guaranteed as the operating point $(\beta, \alpha)$ for a particular $\lambda$ must not only be on a point of $Q_m$ perpendicular to $\nabla G_\lambda$, but also be the global minimum of $G_\lambda$.

Another important point is, if we use the same $\lambda$ to train every weak classifier of a boosted classifier, convergence is guaranteed due to iterative decreases in values of a single goal function. If we use different goals (i.e., different $\lambda$) to train different weak classifiers, it is possible that when a goal function decreases, other goal functions increase. Hence, no convergence is guaranteed. Despite this, previous work shows empirically reasonable results when different goals are used for different weak classifiers [60, 80], but they require that the number of weak classifiers be specified before training. Therefore, to ensure convergence and also to avoid the need to specify apriori the number of weak classifiers to be trained, we use the same $\lambda$ to train every weak classifier of a boosted classifier.

Generally, the training process should be stopped once we reach an operating point in rectangle $OAEB$ in figure 5.1, which represents an exact bound ensuring the detection rate over $1 - \beta_0$ and the false acceptance rate below $\alpha_0$. However, let us focus our attention on a more conservative but easier-to-analyze bound, expressed by the triangle $OAB$. This triangle has an interesting property as follows.

**Theorem 5.3.1.** If $Q_m$ penetrates triangle $OAB$ for some $m$, then the use of goal $G_{\lambda^*}$ with $\lambda^* = \alpha_0/\beta_0$ ensures that point $(\beta(f_m), \alpha(f_m))^T$ is located inside the triangle.
Proof. Because $Q_m$ is first-order continuous and intersects with the line segment $AB$ at two locations, there exists a point $(\beta^*, \alpha^*)$ on $Q_m$ inside triangle $OAB$ at which the gradient of $Q_m$ is parallel to $AB$. Alternatively:

$$\nabla L_m(\beta^*, \alpha^*) \parallel (\alpha_0, \beta_0)^T. \quad (5.26)$$

If we use $\lambda^* = \alpha_0/\beta_0$ to train the $m$-th weak classifier, we obtain $f_m$ such that:

$$\nabla L_m(\beta(f_m), \alpha(f_m)) \parallel \left( \frac{\alpha_0/\beta_0}{\lambda^* + 1}, \frac{1}{\lambda^* + 1} \right)^T = \left( \frac{\alpha_0}{\alpha_0 + \beta_0}, \frac{\beta_0}{\alpha_0 + \beta_0} \right)^T. \quad (5.27)$$

Because $Q_m$ is convex, $(\beta(f_m), \alpha(f_m))$ is a unique point. Since

$$\left( \frac{\alpha_0}{\beta_0}, 1 \right)^T \parallel \left( \frac{\alpha_0}{\alpha_0 + \beta_0}, \frac{\beta_0}{\alpha_0 + \beta_0} \right)^T, \quad (5.28)$$

these two points must coincide:

$$(\beta(f_m), \alpha(f_m)) = (\beta^*, \alpha^*). \quad (5.29)$$

\[\square\]

Theorem 5.3.1 states that even though the next ROC curve is unknown, if it intersects with triangle $OAB$, then by using goal $\lambda^* = \alpha_0/\beta_0$, a stopping point is found in no more than one single iteration. This is an absolute guarantee. Other choices of $\lambda$ may result in one single iteration, but the guarantee is not absolute.

Furthermore, if the ROC curve does not intersect with triangle $OAB$, we still have a guarantee that the newly found operating point minimizes function $G_{\lambda^*}$. Since $\nabla G_{\lambda^*} \parallel (\alpha_0, \beta_0)^T$, it means the newly found operating point is the one nearest to the line containing segment $AB$ in Euclidean distance. This observation is summarized in the following theorem, which we state without proof:
Theorem 5.3.2. If $Q_m$ does not penetrate triangle $OAB$ for some $m$, then the use of goal $G_{\lambda^*}$ with $\lambda^* = \frac{\alpha_0}{\beta_0}$ ensures that the newly found operating point is the one nearest to the line containing segment $AB$ in Euclidean distance.

Therefore, we use $\lambda = \lambda^*$ to train every weak classifier of a boosted classifier. In theory, the line containing segment $AB$ is $\lambda^* \beta + \alpha = \alpha_0$, so we can use

$$J_{m,\lambda^*}(\tilde{h}_m) \leq \frac{\alpha_0}{\lambda^* + 1} = \frac{\alpha_0 \beta_0}{\alpha_0 + \beta_0}$$

(5.30)

as the stopping condition. In practice, we use the original stopping condition: $\alpha(f_m) \leq \alpha_0$ and $\beta(f_m) \leq \beta_0$.

Experiments in section 5.4.2 verify our analysis.

### 5.3.4 Updating Weights

An important advantage in our method is that every weak classifier is trained with the same asymmetric goal as the boosted classifier. Therefore, the number of weak classifiers needed to reach the desired rates is greedily the shortest. In addition, no threshold adjustment needs to be applied to a boosted classifier as in many previous methods. Conversely, the use of a threshold would mean that the asymmetric goal of the boosted classifier is different from that used in training the weak classifiers; hence the weak classifiers would have been sub-optimally trained w.r.t. the goal.

We use the same weight-updating rule proposed by Viola and Jones [80]. By simply multiplying the weights of every example $(x_n, y_n)$ with $\sqrt{\lambda^m}$, before training the first weak classifier, the training goal of every weak classifier essentially becomes asymmetric: $FAR + \lambda FRR$. Notice that for every weak classifier, $\lambda$ and $b_m$ are related by $b_m = 0.5 \log \lambda$ as in (5.13).
5.4 Experimental Results

5.4.1 Setup

To justify the arguments we made in the previous section, we ran a few experiments. We collected 1521 face images from the BioID Face Database\(^3\), 508 face images from the AR Face Database [50], and about 4000 frontal face images used by Xiao \textit{et al.} in [88]. Altogether we obtained about 6000 face images. We used a generator that selects known face locations randomly, and resizes them down to a base resolution of \(24 \times 24\) pixels, with some perturbation bias to achieve a slightly more robust performance [70]. We used the same collection of a few thousand large images containing no faces used by Wu \textit{et al.} in [86] to generate sufficient non-face sub-windows.

In order to speed up our comparisons, we implemented the technique for fast-training weak classifiers described in [59]. Nineteen types of Haar-like features were used, generating nearly 300,000 Haar features. We observed a training time of 4 seconds per weak classifier. This technique was uniformly applied to all methods compared in table 5.1.

For testing, we used the MIT+CMU test set which consists of 130 grayscale images with 507 frontal faces [65]. Post-processing was the same as in [79]. The experiments were done on a 3.2GHz Intel Pentium IV PC with 1 GB memory running Windows XP.

5.4.2 Training with Different Asymmetric Goals

To understand the relationship between choosing different \(\lambda\)'s for training and the resulting number of weak classifiers, we ran the following experiment. We trained many regular single-entrance single-exit boosted classifiers by varying only \(\lambda\) and the stopping bound (\textit{i.e.}, either exact or conservative). All of these classifiers were trained using the same face training set with 5,000 examples per class, which had been filtered from a cascade of a few layers. This was to avoid a trivial case that a boosted classifier might

\(^3\)http://www.bioid.com/downloads/facedb/index.php
end up using too few weak classifiers. In such case, the significance in choosing \( \lambda \) might not be observable.

We set the desired rates to be: \( \alpha_0 = 0.8 \) for the false acceptance rate, and \( \beta_0 = 0.01 \) for the false rejection rate. Hence the choice of \( \lambda \) selected by our method was at \( \lambda^* = 80 \).

The values of \( \lambda \) were selected from \( \{ p10^q : p \in \{1, 2, 5\} \land q \in \{-1, 0, 1, 2, 3, 4\} \} \). In addition, the values in \( \{10, 15, 20, 25, 30, 40, 50, 60, 70, 80, 100\} \) were also used. For each \( \lambda \) and each bound, we trained a boosted classifier and counted the numbers of weak classifiers obtained when the algorithm stopped. The results are plotted in two curves (each representing a bound) in figure 5.2.

From figure 5.2, the resultant curves are similar for \( \lambda \leq 5 \) or \( \lambda \geq 100 \). They differ at the range \( 5 \leq \lambda \leq 100 \), where they both have low numbers of weak classifiers. Figure 5.3 illustrates an expanded view of this small range.
Note that the classification problem we used for training these classifiers was relatively hard. This was shown in figure 5.2 at point $\lambda = 10^0 = 1$, at which the numbers of weak classifiers in the two curves were about 300. This point is equivalent to the symmetric goal used in conventional training. In compared with the numbers of weak classifiers obtained using $\lambda$ near the “optimal” point (i.e., $\lambda \approx 80$), they were about 10 times larger.

It is also understandable why the number of weak classifiers increased as $\lambda$ approached 0 or $\infty$. As $\lambda \to 0$, the desired false acceptance rate was achieved much faster than the desired false rejection rate. It took many iterations until the desired false rejection rate was achieved. Conversely, as $\lambda \to \infty$, the desired false rejection rate was achieved much faster than the desired false acceptance rate. It also took many iterations until the desired false acceptance rate was achieved. Therefore, the best choices for $\lambda$
would be those near 80.

In figure 5.3, we can see a difference in the number of weak classifiers between the two curves, even though these numbers are small. This is where the exact bound had an advantage over the conservative bound. With the conservative bound, an operating point has to be found inside triangle \( OAB \) in figure 5.1 before the training algorithm can stop. With the exact bound, the requirement is relaxed from triangle \( OAB \) to rectangle \( OAEB \). Thus, in our experiment, the algorithm could stop earlier with the exact bound.

Also, figure 5.3 shows that the best empirical value for \( \lambda \) using the conservative bound was 80, which matched with \( \lambda^* \) chosen by our method.

### 5.4.3 Final Performance

We compared our method with original cascade [79] and asymmetric cascade [80] of Viola and Jones, boosting chain of Xiao, et al [89], nesting-structured cascade of Wu et al [83], soft cascade of Bourdev and Brandt [8], and dynamic cascade of Xiao et al [88]. To obtain free parameters for these methods, we used either their proposed best parameters, or obtained manually by trial and error. Each method requires a different non-empty set of free parameters, even though some of them claim to be fully automatic [8, 88]. Also to make the comparison as reasonable as possible, we simplified their versions by removing ideas that are reasonably irrelevant to the comparison. For example, in nesting-structured cascade, we replaced Real AdaBoost with Discrete AdaBoost. In dynamic cascade, we replaced their Bayesian stump with Discrete AdaBoost. We used the same type of Haar-like weak classifiers trained using the method proposed in chapter 4 for all the methods.

Table 5.1 shows some statistics obtained when training these methods. We report the total training times and the detection speeds based on the best cascades obtained for all the methods. The detection speeds were measured by running each cascade, without
Table 5.1: Some key factors after training recent methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>No of weak classifiers</th>
<th>No of exits</th>
<th>Total training time</th>
<th>Detection speed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Viola-Jones [79]</td>
<td>4,297</td>
<td>32</td>
<td>6h20m</td>
<td>4.4fps</td>
</tr>
<tr>
<td>Asym cascade [80]</td>
<td>3,502</td>
<td>29</td>
<td>4h30m</td>
<td>8.2fps</td>
</tr>
<tr>
<td>Boosting chain [89]</td>
<td>959</td>
<td>22</td>
<td>2h10m</td>
<td>7.8fps</td>
</tr>
<tr>
<td>Nested cascade [83]</td>
<td>894</td>
<td>20</td>
<td>2h</td>
<td>8.1fps</td>
</tr>
<tr>
<td>Soft cascade [8]</td>
<td>4,871</td>
<td>4,871</td>
<td>6h40m</td>
<td>6.7fps</td>
</tr>
<tr>
<td>Dynamic cascade [88]</td>
<td>1,172</td>
<td>1,172</td>
<td>2h50m</td>
<td>6.2fps</td>
</tr>
<tr>
<td>Multi-exit boosting</td>
<td>575</td>
<td>24</td>
<td>1h20m</td>
<td>9.8fps</td>
</tr>
</tbody>
</table>

removing any boosted/weak classifier from it\textsuperscript{4}, on the whole MIT+CMU test set. The MIT+CMU test set is relatively challenging, with some very large images that required significant amounts of computation.

Among these methods, the first four methods had many free parameters thus requiring much more trials and errors to get the best results than the last three. The table shows that the methods that propagate scores (\textit{i.e.}, boosting chain, nesting-structured cascade, dynamic cascade, and multi-exit asymmetric boosting) resulted in significantly smaller numbers of weak classifiers. Among these four methods, multi-exit asymmetric boosting gave the smallest number of weak classifiers, less than two third that of the second best, \textit{i.e.}, nesting-structured cascade.

Figure 5.4 shows different ROC curves of these methods. There are a few interesting points that can be understood from these ROC curves.

Viola and Jones’ original cascade performed well, but was superseded by recent methods. Soft cascade turned out to be on a par with dynamic cascade. There might be a reason for this: even though dynamic cascade obtained better weak classifiers, it removed the “calibration” stage of soft cascade, which would have significantly improved the final performance of soft cascade.

Viola and Jones’ asymmetric cascade performed significantly better Viola and Jones’

\textsuperscript{4}In practice, it is very easy to increase the detection speed by removing some stages of the cascade, at the cost of reducing accuracy.
original cascade, but not as good as other methods. It performed better than dynamic cascade, boosting chain, and nesting-structured cascade at first, but became inferior when a lot more weak classifiers were trained. In the first few layers, training with an asymmetric goal indeed had an advantage over that with the symmetric goal. As the sub-problem became much harder as in the final layers of a cascade, the use of propagating the scores from previous boosted classifier became very useful.

Dynamic cascade performed worse than nesting-structured cascade and boosting chain. While dynamic cascade was trained automatically, boosting chain and nesting structured cascade was trained with key parameters manually selected. This result justified our argument in section 5.2.1: as the sub-problem becomes harder, it is better to train longer but more accurate boosted classifiers than making early but less accurate rejection predictions.

Nesting-structured cascade performed comparable to boosting chain. However, multi-
exit asymmetric boosting performed better than all previous methods. This was expected because not only multi-exit asymmetric boosting inherited the idea of asymmetric goals from asymmetric cascade, it also inherited the idea of propagating scores from one segment to another. Besides, the values of $\lambda$ selected by our method often resulted in low numbers of weak classifiers and high accuracy, and were often similar to those manually chosen for asymmetric cascade [80]. Multi-exit asymmetric boosting avoided the need to specify the number of weak classifiers to train per segment, as well as to train a segment multiple times.

Figure 5.5 shows the final ROC curves reported by the recent methods in their original papers. Because each detector in the literature was trained with a different training set, and it was easy to tune a detector to achieve a good performance against a single test set, comparing these detectors is difficult. Dynamic cascade and nesting-structured cascade used a different type of weak classifiers than ours and previous methods. This may
5.5 Conclusions and Future Work

We proposed a method to train a multi-exit boosted classifier by combining the idea of propagating scores in [83, 89] and training with an asymmetric goal in [80]. We showed how to properly select an goal that achieves the desired error rates with a minimum number of weak classifiers, avoiding the need to run multiple ad hoc trials to discover
the best boosted classifiers that satisfy the operating point requirements. Experimental results showed not only significant reduction in training time and number of weak classifiers, but also better accuracy compared to conventional cascades and multi-exit boosted classifiers.

We did not address the problem of selecting the desired rates for all the exit nodes, leaving it as an open problem for future work. In the chapter, we used fixed desired rates for every exit node, similar to that of Viola and Jones [79, 80]. Also, our analysis of asymmetric goals might be the first, but future work should provide a deeper investigation into the issue.
Chapter 6

Margin-based Bounds on an
Asymmetric Error

6.1 Introduction

Let \((x, y)\) be a random couple defined on a probability space \((\mathcal{X} \times \mathcal{Y}, \Sigma, P)\), where \(x\) is an instance in an input space \(\mathcal{X}\), \(y \in \mathcal{Y} = \{-1, 1\}\) is an output class, \(\Sigma\) is a \(\sigma\)-algebra of subsets of \(\mathcal{X} \times \mathcal{Y}\), and \(P\) is a true but unknown probability measure. Let \(\mathcal{F}\) be a set of functions from \(\mathcal{X}\) to \(\mathbb{R}\). For \(f \in \mathcal{F}\), we use \(\text{sign}(f(x))\) to predict the unknown class \(y\). The standard goal of learning a classifier is to find a predictor \(\hat{f} \in \mathcal{F}\) based on the training data to obtain a small generalization error:

\[
P \left[ \text{sign}(\hat{f}(x)) \neq y \right] = P \left[ y\hat{f}(x) \leq 0 \right]. \tag{6.1}
\]

In what follows, however, we consider an error which is different from the standard classification error, called an asymmetric error:

\[
\mathcal{J}_\lambda(F) \overset{\text{def}}{=} \lambda_1 P \left[ F(x) = -1 | y = 1 \right] + \lambda_2 P \left[ F(x) = 1 | y = -1 \right], \tag{6.2}
\]
where \( F(x) = \text{sign}(f(x)) \) is the binary classifier to be learned, and \( \lambda_1 \) and \( \lambda_2 \) are costs associated with the false rejection rate and false acceptance rate respectively. Note that the asymmetric error used in the previous chapters (e.g., in (2.7)) correspond to a special case of the one we address here, by setting \( \lambda_1 = \frac{\lambda}{\lambda+1} \) and \( \lambda_2 = \frac{1}{\lambda+1} \).

In traditional classification learning methods, there is no difference between a false negative and a false positive, i.e., they are equally penalized. The idea of using this asymmetric goal is to weigh false negatives and false positives differently so as to favor one type of error over the other. Traditional bounds are not suited to bound an asymmetric error because they do not take into account the fact that the two error rates are treated differently with different costs. Conversely, in an attempt to explain the performance of an asymmetric classifier, we propose in this chapter the first bounds of this type, which to our best knowledge, have not been addressed in the literature.

### 6.1.1 Related Work

Let \( S = \{(x_1, y_1), \ldots, (x_N, y_N)\} \) be a set of \( N \) i.i.d. labeled training examples sampled from the true but unknown joint probability distribution \( \mathbb{P} \). The standard approach to bounding the standard generalization error was developed in seminal papers of Vapnik and Chervonenkis in the 70s and 80s (e.g., see [15, 76, 78]). It is based on bounding the difference between the generalization error \( \mathbb{P}[yf(x) \leq 0] \) and the training error \( \hat{\mathbb{P}}_N[yf(x) \leq 0] \) uniformly over the whole function space \( \mathcal{F} \) of classifiers \( f \), where \( \hat{\mathbb{P}}_N \) is the empirical measure based on the sample set \( S \):

\[
\hat{\mathbb{P}}_N \overset{\text{def}}{=} \frac{1}{n} \sum_{i=1}^{N} \delta_{(x_i, y_i)} \quad \forall (x_i, y_i) \in S,
\]

with \( \delta_{(x,y)} \) being the probability distribution on \( \mathcal{X} \times \mathcal{Y} \) concentrated at point \( (x, y) \).

The bounds are frequently expressed in terms of the so-called VC-dimension of the function space. However, in many important examples, (e.g., in boosting or in neural
network learning), the VC-dimension of the class can be very large that makes it impossible to apply the Vapnik–Chervonenkis type of bounds.

Since the invention of voting algorithms such as boosting, the convex hull \( \text{conv} (\mathcal{H}) \) of a given base function space \( \mathcal{H} \) of functions \( h : \mathcal{X} \rightarrow [-1, 1] \), defined as

\[
\mathcal{F} = \text{conv} (\mathcal{H}) \overset{\text{def}}{=} \left\{ \sum_{i=1}^{M} c_i h_i : c_i \geq 0, \sum_{i=1}^{M} |c_i| = 1, h_i \in \mathcal{H} \right\},
\]

has become an important object of study in the machine learning literature. The reason is, traditional techniques using VC-dimension cannot be applied directly because even if the base class \( \mathcal{H} \) has a finite VC-dimension, the combined class \( \mathcal{F} \) has an infinite VC-dimension.

Schapire et al. [66, 67] pioneered a line of research to explain the effectiveness of voting algorithms. In their papers, they developed a new class of bounds on generalization of a convex combination of classifiers, expressed in terms of the empirical distribution of margins \( yf(x) \). They showed that given \( \alpha \in (0, 1) \), with probability at least \( 1 - \alpha \) for all \( f \in \text{conv} (\mathcal{H}) \) where \( \mathcal{H} \) is a function space \( h : \mathcal{X} \rightarrow \{-1, 1\} \) with VC-dimension \( V \):

\[
P [yf(x) \leq 0] \leq \inf_{\delta \in (0, 1]} \left[ \hat{P}_N [yf(x) \leq \delta] + \frac{C}{\sqrt{N}} \left( \frac{V}{\delta^2 \log^2 \frac{N}{V} + \log \frac{1}{\alpha}} \right)^{1/2} \right], \quad (6.5)
\]

where \( C \) is an absolute constant. They also showed that in many experiments, voting methods tended to classify the majority of examples not only correctly, but also with large margins. This means one can expect \( \delta \) to be reasonably large and hence, the bound becomes meaningful.

In [36], using the methods of theory of empirical, Gaussian, and Rademacher processes, Koltchinskii and Panchenko generalized and refined this type of bounds. They proposed to measure a function space’s complexity in terms of Rademacher and Gaussian complexities, defined as follows.
**Rademacher complexity** The Rademacher complexity of a function space $\mathcal{H}$ is given by

$$R_N(\mathcal{H}) \overset{\text{def}}{=} \frac{1}{N} \mathbb{E}_\sigma \left[ \sup_{h \in \mathcal{H}} \sum_{j=1}^N \sigma_j h(x_j) \right],$$

(6.6)

where $\sigma = (\sigma_1, \ldots, \sigma_N)$ with $\sigma_j$ being i.i.d. Rademacher random variables (i.e., random variables taking values in $\{-1, 1\}$ with equal probabilities), and $\mathbb{E}_\sigma$ denotes the expectation w.r.t. $\sigma$ and conditional on all other variables (i.e., they remain fixed).

**Gaussian complexity** The Gaussian complexity of a function space $\mathcal{H}$ is given by

$$G_N(\mathcal{H}) \overset{\text{def}}{=} \frac{1}{N} \mathbb{E}_g \left[ \sup_{h \in \mathcal{H}} \sum_{j=1}^N g_j h(x_j) \right],$$

(6.7)

where $g = (g_1, \ldots, g_N)$ with $g_j$ being i.i.d. standard normal random variables, and $\mathbb{E}_g$ denotes the expectation w.r.t. $g$ and conditional on all other variables.

Similarly to (6.5) they proved that for all $\alpha \in (0, 1)$, with probability at least $1 - \alpha$ for all $f \in \text{conv} (\mathcal{H})$:

$$\mathbb{P} \left[ y f(x) \leq 0 \right] \leq \inf_{\delta \in (0, 1]} \left[ \mathbb{P}_N \left[ y f(x) \leq \delta \right] + \frac{8}{\delta} R_N(\mathcal{H}) + \frac{1}{\sqrt{N}} \left( \log \log_2 \frac{2}{\delta} \right)^{1/2} \right]$$

$$+ \frac{1}{\sqrt{N}} \left( \frac{1}{2} \log \frac{2}{\alpha} \right)^{1/2}. \tag{6.8}$$

In case that $\mathcal{H}$ is a VC-class of functions $h : \mathcal{X} \rightarrow \{-1, 1\}$ with VC-dimension $V$, one has the following bound [75]:

$$R_N(\mathcal{H}) \leq C \sqrt{\frac{V}{N}}, \tag{6.9}$$

which shows that (6.8) slightly improves (6.5) by getting rid of the logarithmic factor $\log^2 \frac{N}{V}$. By itself this improvement is not significant, but the latter generalizes function
space $\mathcal{F}$ to arbitrary, not only to the convex hulls. The generality allowed the authors to obtain sharper bounds in other situations, for example neural networks.

In the same paper [36] and in subsequent papers [37, 38, 39], Koltchinskii et al. further tightened the bounds for voting algorithms by exploring subsets of the convex hull to which the classifier belongs, the sparsity of the weights, and the clustering properties of the classifier.

In this chapter, we construct bounds similar to the first set of bounds of Koltchinskii and Panchenko, but applied to an asymmetric error rather than to the standard generalization error. We explore the linearity in the definition of an asymmetric error to derive the proofs. We leave extensions to subsequent bounds of Koltchinskii et al. as future work, as these bounds require many inequalities which only hold for i.i.d. training examples. The i.i.d. requirement does not hold when an asymmetric error is used. Because in this context, the training examples are treated as two independent positive and negative sets with different penalties. Positive examples are sampled from $\mathbb{P}[\cdot | y = 1]$, and negative examples are sampled from $\mathbb{P}[\cdot | y = -1]$. Developing analogous inequalities for an asymmetric error are not trivial tasks. Perhaps, the most difficult ones are the powerful Talagrand’s concentration inequalities [73, 74] that Koltchinskii et al. used in proving their subsequent bounds.

The remaining sections are outlined as follows. We present the main results and their applications to convex combinations of classifiers in section 6.2. Discussion and conclusions are given in section 6.3.

### 6.2 Main Results

In bounding the standard generalization error, false positives and false negatives are treated equally, thus only the number of examples $N$ needs considering. Here, because we treat false positives and false negatives differently, the number of positive examples
Let us divide the training set $S$ into $S_1$ and $S_2$ where $S_1$ is the set of positive examples $x^+_i$, and $S_2$ is the set of negative examples $x^-_i$. Denote $\hat{P}_{N_1}$ and $\hat{P}_{N_2}$ similarly to $\hat{P}_N$:

\[
\hat{P}_{N_1} \overset{\text{def}}{=} \frac{1}{N_1} \sum_{i=1}^{N_1} \delta_{x_i^+} \quad \forall x_i^+ \in S_1,
\]

\[
\hat{P}_{N_2} \overset{\text{def}}{=} \frac{1}{N_2} \sum_{i=1}^{N_2} \delta_{x_i^-} \quad \forall x_i^- \in S_2,
\]

where $\delta_x(\cdot)$ is the probability distribution on $\mathcal{X}$ concentrated at point $x$. Let $\hat{E}_{N_1}$ and $\hat{E}_{N_2}$ be expectations w.r.t. $\hat{P}_{N_1}$ and $\hat{P}_{N_2}$ respectively and conditional on all other variables.

### 6.2.1 Bounds for a General Class of Binary Classifiers

We restrict the function space $\mathcal{F}$ to a measurable space of functions $f$ from $\mathcal{X}$ to $[-1, 1]$. We are interested in bounding an asymmetric error of $f$ using the following empirical margin-based quantity:

\[
\hat{J}_\lambda(f, \delta_1, \delta_2) \overset{\text{def}}{=} \lambda_1 \hat{P}_{N_1} [f(x) \leq \delta_1] + \lambda_2 \hat{P}_{N_2} [f(x) \geq -\delta_2],
\]

for some $\delta_1$ and $\delta_2$ in $(0, 1]$. Similarly to [36], let $\Phi_L$ be the set of functions $\phi : \mathbb{R} \to [0, 1]$ satisfying Lipschitz condition $L$, such that $1_{[x \leq 0]} \leq \phi(x)$. Denote $\overline{\Phi}_L = \{ \phi(-x) : \phi \in \Phi_L \}$. Our first result is given as follows:

**Theorem 6.2.1.** Suppose $\phi_1 \in \Phi_{L_1}$ and $\phi_2 \in \overline{\Phi}_{L_2}$ for some Lipschitz conditions $(L_1, L_2)$. Given $t > 0$, each of the following statements is true for every $f \in \mathcal{F}$, and with probability at least $1 - \exp(-2t^2)$ over a sample of $N_1$ positive examples and $N_2$ negative
examples:

\[ J_\lambda(f) \leq 2 \sum_{i=1}^{2} \lambda_i \hat{E}_{N_1}[\phi_i(f)] + 4 \sum_{i=1}^{2} \lambda_i L_i R_{N_1}(\mathcal{F}) + \lambda t, \]  

(6.13)

\[ J_\lambda(f) \leq 2 \sum_{i=1}^{2} \lambda_i \hat{E}_{N_1}[\phi_i(f)] + \sqrt{2\pi} \sum_{i=1}^{2} \lambda_i L_i G_{N_1}(\mathcal{F}) + \dot{\lambda} t + \ddot{\lambda}, \]  

(6.14)

where \( \dot{\lambda} \overset{\text{def}}{=} \sqrt{\sum_{i=1}^{2} \lambda_i^2 / N_i} \) and \( \ddot{\lambda} \overset{\text{def}}{=} 2 \sum_{i=1}^{2} \frac{\lambda_i}{\sqrt{N_i}}. \)

**Proof.** The proof is substantially based on the proof of Theorem 1 of Koltchinskii and Panchenko’s paper in [36]. Let \( \tilde{\phi}_i(x) = \phi_i(x) - \phi_i(0). \) We have

\[ J_\lambda(f) \leq \sum_i \lambda_i E[\phi_i(f)] \]  

(6.15)

\[ \leq \sum_i \lambda_i \hat{E}_{N_1}[\phi_i(f)] \sup_{f' \in \mathcal{F}} \left\{ \sum_i \lambda_i \left( E[\phi_i(f')] - \hat{E}_{N_1}[\phi_i(f')] \right) \right\} \]

\[ = \sum_{i=1}^{2} \lambda_i \hat{E}_{N_1}[\phi_i(f)] + \sum_i \lambda_i (E[\phi_i(0)] - \hat{E}_{N_1}[\phi_i(0)]) \]

\[ + \sup_{f' \in \mathcal{F}} \left\{ \sum_i \lambda_i \left( E[\tilde{\phi}_i(f')] - \hat{E}_{N_1}[\tilde{\phi}_i(f')] \right) \right\} \]  

(6.16)

\[ = \sum_{i=1}^{2} \lambda_i \hat{E}_{N_1}[\phi_i(f)] \]

\[ + \sup_{f' \in \mathcal{F}} \left\{ \sum_i \lambda_i \left( E[\tilde{\phi}_i(f')] - \hat{E}_{N_1}[\tilde{\phi}_i(f')] \right) \right\} \]  

(6.17)

\[ = \sum_{i=1}^{2} \lambda_i \hat{E}_{N_1}[\phi_i(f)] + \sup_{f' \in \mathcal{F}} Q f', \]  

(6.18)

where the second last equation holds because \( E[\phi_i(0)] = \hat{E}_{N_1}[\phi_i(0)] = \phi_i(0), \) and operator \( Q \) is defined as \( Q f' \overset{\text{def}}{=} \sum_i \lambda_i \left( E[\tilde{\phi}_i(f')] - \hat{E}_{N_1}[\tilde{\phi}_i(f')] \right). \)

When example \( x_i^+ \in S_1 \) changes its value, \( Q f' \) changes by at most \( \lambda_1 / N_1. \) Similarly, when \( x_i^- \in S_2 \) changes its value, \( Q f' \) changes by at most \( \lambda_2 / N_2. \) Applying McDiarmid’s inequality (see [52] or theorem B.2.4 in appendix B) on \( Q f' \), we get that for \( t > 0, \) with
probability at most \( \exp \left( \frac{-2t^2}{\sum \lambda_i^2 / N_i} \right) = \exp \left( \frac{-2t^2}{\sum \lambda_i^2 / N} \right) \),

\[ Q f' \geq \mathbb{E} [Q f'] + t. \] (6.19)

Equivalently, by inverting (6.19), we have, with probability at least \( 1 - \exp(-2t^2) \),

\[ Q f' \leq \mathbb{E} [Q f'] + t \left\{ \sqrt{2 \sum \lambda_i^2 / N_i} = \mathbb{E} [Q f'] + \lambda t. \right\} (6.20)

Next, we have

\[ \mathbb{E} \left[ \sup_{f' \in \mathcal{F}} Q f' \right] \leq \mathbb{E} \left[ \sum \lambda_i \sup_{f' \in \mathcal{F}} \left\{ \mathbb{E} \left[ \tilde{\phi}_i(f') \right] - \tilde{E}_{N_i} \left[ \tilde{\phi}_i(f') \right] \right\} \right] \] (6.21)

\[ = \sum \lambda_i \mathbb{E} \left[ \sup_{g \in \mathcal{G}_i \circ \mathcal{F}} \left\{ \mathbb{E} [g] - \tilde{E}_{N_i} [g] \right\} \right], \] (6.22)

where \( \tilde{\phi}_i \circ \mathcal{F} \) is defined as \( \tilde{\phi}_i \circ \mathcal{F} \overset{\text{def}}{=} \{ x \rightarrow \tilde{\phi}_i(f'(x)) : f' \in \mathcal{F} \} \). The symmetrization inequality in [75] (page 108-109, 177-179) gives

\[ \mathbb{E} \left[ \sup_{g \in \mathcal{G}_i \circ \mathcal{F}} \left\{ \mathbb{E} [g] - \tilde{E}_{N_i} [g] \right\} \right] \leq 2R_{N_i}(\tilde{\phi}_i \circ \mathcal{F}) \leq \sqrt{2\pi} G_{N_i}(\tilde{\phi}_i \circ \mathcal{F}). \] (6.23)

Since function \( \tilde{\phi}_i / L_i \) is a contraction and \( \tilde{\phi}_i(0) = 0 \), the Rademacher comparison inequality (Theorem 4.12 in [41]) implies

\[ R_{N_i}(\tilde{\phi}_i \circ \mathcal{F}) \leq 2L_i R_{N_i}(\mathcal{F}). \] (6.24)

Combining (6.18), (6.20), (6.22), (6.23), and (6.24), we get (6.13).

To prove (6.14), we use the proof of Theorem 1 in [36], in which equation (2.8) (page 10) gives

\[ G_{N_i}(\tilde{\phi}_i \circ \mathcal{F}) \leq L_i G_{N_i}(\mathcal{F}) + \sqrt{2/(\pi N_i)}. \] (6.25)
Similarly, (6.14) is obtained by combining (6.18), (6.20), (6.22), (6.23), and (6.25).

Theorem 6.2.1 gives a bound that holds for a single choice of \((\phi_1, \phi_2)\), which in turns is constrained by a single pair of Lipschitz conditions \((L_1, L_2)\). We now give a theorem that, with high probability, the bound holds simultaneously for all pairs of Lipschitz conditions.

**Theorem 6.2.2.** Given \(t > 0, a_1 > \sqrt{0.5}, a_2 > \sqrt{0.5}, b_1 > 1, \) and \(b_2 > 1\), with probability at least \(1 - \zeta(2a_1^2)\zeta(2a_2^2)\exp(-2t^2)\) over a sample of \(N_1\) positive examples and \(N_2\) negative examples, for every \(f \in F\), each of the following statements is true:

\[
J_\lambda(f) \leq \dot{\lambda} t + \left\{ \hat{J}_\lambda(f, \delta_1, \delta_2) + 4 \sum_{i=1}^{\lambda} \frac{\lambda_i b_i}{\delta_i} R_{N_i}(F) + \dot{\lambda} \sum_{i=1}^{\lambda} a_i \sqrt{\log \log b_i} \right\},
\]

\[
J_\lambda(f) \leq \dot{\lambda} t + \ddot{\lambda} + \left\{ \hat{J}_\lambda(f, \delta_1, \delta_2) + \sqrt{2\pi} \sum_{i=1}^{\lambda} \frac{\lambda_i b_i}{\delta_i} G_{N_i}(F) + \ddot{\lambda} \sum_{i=1}^{\lambda} a_i \sqrt{\log \log b_i} \right\},
\]

where \(\zeta(s) = \sum_{n=1}^{\infty} n^{-s}\) is the Riemann zeta function, and \(\dot{\lambda}\) and \(\ddot{\lambda}\) are defined as in theorem 6.2.1.

**Proof.** We extend the technique that both Schapire et al. [67] and Koltchinskii and Panchenko [36] used for proving their bounds. First, consider two sequences \(\eta_{i,k} = b_i^{-k}\) for \(i \in \{1, 2\}\) where \(k = 1, 2, \ldots\). To prove (6.26), we use (6.13) with \(t\) replaced by \(t + \sum_{i=1}^{2} a_i \sqrt{\log k_i}\) for some positive integers \(k_1\) and \(k_2\), and with \(\phi_i\) replaced by \(\phi_i(\cdot/\eta_{i,k_i})\) for some functions \(\phi_i\) to be chosen later. Iterating \(k_1\) and \(k_2\), and uniting the
bounds altogether, we get:

\[
\mathbb{P}\left[ \exists f \in \mathcal{F} : J_\lambda(f) \geq \dot{\lambda} t + \right.
\]

\[
\inf_{k_1, k_2 \geq 1} \left\{ \sum_i \lambda_i \hat{E}_{N_i} \left[ \phi_i \left( \frac{f}{\eta_{i,k_i}} \right) \right] + 4 \sum_i \lambda_i L_i R_{N_i}(\mathcal{F}) + \dot{\lambda} \sum_i a_i \sqrt{\log k_i} \right\}
\]

\[
\leq \sum_{k_1=1}^{\infty} \sum_{k_2=1}^{\infty} e^{-2(t+\sum_i a_i \sqrt{\log k_i})^2} \leq \sum_{k_1=1}^{\infty} \sum_{k_2=1}^{\infty} e^{-2(t^2+\sum_i a_i^2 \log k_i)}
\]

\[
= \exp(-2t^2) \sum_{k_1=1}^{\infty} k_1^{-2a_1^2} \sum_{k_2=1}^{\infty} k_2^{-2a_2^2} = \zeta(2a_1^2)\zeta(2a_2^2) \exp(-2t^2).
\]

(6.28)

Notice that for any \( \delta_i \in (\eta_{i,k_i}, \eta_{i,k_i}-1] \), we have

\[
\frac{1}{\eta_{i,k_i}} \leq \frac{b_i}{\delta_i},
\]

(6.31)

\[
\hat{E}_{N_i} \left[ \phi_i \left( \frac{f}{\eta_{i,k_i}} \right) \right] \leq \hat{E}_{N_i} \left[ \phi_i \left( \frac{f}{\delta_i} \right) \right],
\]

(6.32)

\[
\sqrt{\log k_i} = \sqrt{\log \log b_i} \frac{1}{\eta_{i,k_i}} \leq \sqrt{\log \log b_i} \frac{b_i}{\delta_i}.
\]

(6.33)

Therefore, (6.30) implies:

\[
\zeta(2a_1^2)\zeta(2a_2^2) \exp(-2t^2) \geq \mathbb{P}\left[ \exists f \in \mathcal{F} : J_\lambda(f) \geq \dot{\lambda} t + \right.
\]

\[
\inf_{\delta_1, \delta_2 \in (0,1]} \left\{ \sum_{i=1}^{2} \lambda_i \hat{E}_{N_i} \left[ \phi_i \left( \frac{f}{\delta_i} \right) \right] + 4 \sum_i \lambda_i b_i L_i R_{N_i}(\mathcal{F}) + \dot{\lambda} \sum_i a_i \sqrt{\log \log b_i} \frac{b_i}{\delta_i} \right\}.
\]

(6.34)

Next, similarly to Koltchinskii and Panchenko [36], we define function \( \varphi(x) \) as follows:

\[
\varphi(x) \overset{\text{def}}{=} \begin{cases} 
1 & \text{if } x \leq 0 \\
1 - x & \text{if } 0 < x < 1 \\
0 & \text{if } x \geq 1
\end{cases}
\]

(6.35)

Note that \( \varphi(x) \in \Phi_1 \) and \( \varphi(x) \leq 1_{[x \leq 1]} \) for all \( x \in \mathbb{R} \). Now we replace \( (\phi_1(x), \phi_2(x)) \)
with \((\varphi_1(x), \varphi_2(-x))\) which yields

\[
\lambda_1 \hat{E}_{N_1} \left[ \varphi_1 \left( \frac{f}{\delta_1} \right) \right] + \lambda_2 \hat{E}_{N_2} \left[ \varphi_2 \left( \frac{-f}{\delta_2} \right) \right] \leq \hat{J}_\lambda(f, \delta_1, \delta_2). \tag{6.36}
\]

Thus, (6.34) in turn implies (6.26).

The bound in (6.27) can be obtained by using a similar argument, with the bound in (6.13) being replaced by the one in (6.14).

**Remark** The use of \(b_1\) and \(b_2\) was briefly discussed in [36], they control the tradeoff between the second summand and the third summand of the expressions inside the infimum functions. Finding \(b_i\) minimizing these expressions are convex minimization problems, but no known analytical solution exists. One can tune \(a_1\) and \(a_2\) to control between the third summand and the probability of validity of a bound. Conditions \(a_i > \sqrt{0.5}\) are required to ensure that \(\zeta(2a_i^2) < \infty\). The bounds in [36, 67] address one error rate rather than a combination of two error rates as in ours, and correspond to the case that \(b_1 = 2\) and \(a_1 = 1\).

By using a counter example, Koltchinskii and Panchenko showed in Proposition 1 in [36] that, without further information, the term \(R_N(\mathcal{F})/\delta\) of their bounds cannot be improved upon. This implies that \(R_N(\mathcal{F})/\delta_i\) in our bounds cannot be improved upon either, by using the same argument as in [36].

### 6.2.2 Bounds for Convex Combinations of Classifiers

We now consider applications of the bounds developed in the previous section to convex combinations of classifiers. Given a base class \(\mathcal{H}\) of simple (weak) functions \(h : \mathcal{X} \to [-1, 1]\), many voting algorithms, including boosting and bagging methods, produce a complex classifier that is a convex combination of base functions, *i.e.*, belonging to the convex hull of \(\mathcal{H}\). In the proof of Theorem 12 in [36], Koltchinskii and Panchenko
showed that if $\mathcal{F} = \text{conv}(\mathcal{H})$ then
\[
R_N(\mathcal{F}) = R_N(\mathcal{H}).
\] (6.37)

Applying this to theorem 6.2.2, we get an analogous version to the bound of Koltchinskii and Panchenko [36], but applied to an asymmetric error rather than to the generalization error of a convex combination of classifiers:

**Theorem 6.2.3.** Under the conditions of theorem 6.2.2, with probability at least $1 - \zeta(2a_1^2)\zeta(2a_2^2)\exp(-2t^2)$, every $f \in \text{conv}(\mathcal{H})$ satisfies
\[
J_\lambda(f) \leq \hat{\lambda}t + \inf_{\delta_1, \delta_2 \in [0, 1]} \left\{ \hat{J}_\lambda(f, \delta_1, \delta_2) + 4C \sum_{i=1}^{2} \frac{\lambda_i b_i}{\delta_i} R_{N_i}(\mathcal{H}) + \lambda \sum_{i=1}^{2} a_i \sqrt{\log \log b_i \frac{b_i}{\delta_i}} \right\}.
\] (6.38)

To make a connection with the traditional bounds of Schapire et al. [66, 67], one uses the well-known inequality [75]:
\[
R_N(\mathcal{H}) \leq C \sqrt{\frac{V}{N}},
\] (6.39)
where $C$ is a constant and $V$ is the VC-dimension of $\mathcal{H}$, to get:

**Corollary 6.2.4.** Under the conditions of theorem 6.2.2, with probability at least $1 - \zeta(2a_1^2)\zeta(2a_2^2)\exp(-2t^2)$, every $f \in \text{conv}(\mathcal{H})$ satisfies
\[
J_\lambda(f) \leq \hat{\lambda}t + \inf_{\delta_1, \delta_2 \in [0, 1]} \left\{ \hat{J}_\lambda(f, \delta_1, \delta_2) + 4C \sum_{i=1}^{2} \frac{\lambda_i b_i \sqrt{V}}{\delta_i \sqrt{N_i}} + \lambda \sum_{i=1}^{2} a_i \sqrt{\log \log b_i \frac{b_i}{\delta_i}} \right\},
\] (6.40)
where $C$ is a constant and $V$ is the VC-dimension of $\mathcal{H}$.
6.3 Discussion and Conclusions

We developed a new set of bounds on an asymmetric error of a binary classifier and on that of a convex combination of classifiers, based on the two class-conditional empirical margin distributions.

The bounds show that, unlike traditional methods where there is no difference between the margin of a positive example and that of a negative example, the penalties associated with the margins are different for different classes. This suggests that traditional learning methods that treat margins of the two positive and negative classes equally (e.g., AdaBoost and asymmetric boosting methods) are sub-optimal in learning an asymmetric classifier.

Our bounds are based on the first set of bounds of Koltchinskii and Panchenko [36], which improve the bounds of Schapire et al. [66, 67] in boosting and bagging, and those of Bartlett [4] in neural network learning. These bounds treat all classifiers in the function space \( \mathcal{F} \) equally, and they do not take into account any property of the classifier \( f \) itself. In a special case when \( \lambda_1 = \mathbb{P}[y = 1] \) and \( \lambda_2 = \mathbb{P}[y = -1] \), an asymmetric error is precisely equal to the generalization error. In this case, our bounds are slightly tighter than those of Koltchinskii and Panchenko because they take into account the prior probabilities of the two classes.

Koltchinskii et al. [37, 38, 39], however, have developed a number of new bounds in boosting under more restricted assumptions on (subsets of) the function space \( \mathcal{F} \), and the classifier \( f \) itself. These bounds require a number of inequalities which do not hold when an asymmetric error is used. Deriving bounds on asymmetric error that are analogous to the new bounds of Koltchinskii et al. is a potential direction for future work.
Chapter 7

Conclusions and Future Work

7.1 Summary of Research

The central theme of the research done in this thesis is the application of asymmetric boosting to significantly improve face detectors in learning time, learning capacity, detection speed, and detection’s accuracy.

In chapter 3, we presented an integrated framework for the online learning of asymmetric boosted classifiers. Previous methods addressed either the online learning of a symmetric boosted classifier, or the offline learning of an asymmetric classifier, but not both. In addition to integrating the two lines of research, our method seeks to balance the skewness of the labels presented to the weak classifiers, allowing them to be trained more equally, and hence resulting in a small gain in accuracy. In terms of learning online, we enforced more conditions to the weights of the examples presented to weak classifiers, resulting in a faster convergence speed than the traditional online learning algorithm [56] used for object detection problems. Our experiments showed that, by replacing traditional methods with our algorithm, about a 0-10% increase in accuracy and about 5-30% gain in learning speed were observed, depending on the problem the algorithms were applied to.
In chapter 4, we presented a fast method to train and select Haar-like features for training of a weak classifier in face detection cascades. It trains a weak classifier in time $O(N + T)$ (in seconds), rather than $O(NT \log N)$ (in minutes) in traditional methods. The reduction in the training time complexity, from the product of two large quantities, $N$ and $T$, to the sum of those two, leads to a dramatic reduction in the training time. While conventional methods trained a face detector in days or even weeks, our method trained a face detector in just a few hours. In compared with the currently fastest implementation of boosting [86], taking about 12 seconds per weak classifier using 40,000 Haar-like features but requiring almost 1GB of memory, this method trained a weak classifier using nearly 300,000 Haar-like features in just 6 seconds, while requiring less than 30MB of memory and maintaining a compelling performance. Besides, this method suffered a very minimal increase in the training time with very large increases in members of Haar-like features, enjoying a significant gain in accuracy. By substantially reducing the training time, the method empowers researchers to much more quickly experiment and explore solutions to other important research issues in this area.

In chapter 5, we proposed a method to train a multi-exit boosted classifier, which is a better model than traditional cascades, by combining the idea of propagating scores in [87, 89] and training with an asymmetric goal in [80]. More importantly, we showed how to properly select an asymmetric goal that achieves the desired error rates with a minimum number of weak classifiers, avoiding the need to run multiple ad hoc trials to discover the best boosted classifiers satisfying the operating point requirements. Experimental results showed not only significant reduction in the training time and the number of weak classifiers, but also better accuracy compared to conventional cascades and multi-exit boosted classifiers.

The success of AdaBoost and some of its variants has been recently explained, to some limited extent, by using margin-based bounds on the generalization error of the classifier learned by the algorithms. These bounds, however, are not applicable to asym-
metric boosted classifiers as the learning goals of AdaBoost and asymmetric boosting are different. The learning goal of the former is symmetric in the sense that there is no difference between a false positive and a false negative. For the latter, there is a clear distinction between a false positive and a false negative. In an attempt to understand the generalization ability of asymmetric boosting, in chapter 6, we developed the first margin-based bounds on the true asymmetric error of a classifier trained with an asymmetric goal. Our bounds show that, unlike symmetric bounds, the margins of positive examples and those of negative examples are of different importance. This suggests that, with a proper proportion (which is currently not clearly understood), a learning algorithm yielding margins asymmetrically for different classes may actually improve the generalization ability of the asymmetric boosted classifier that it learns.

7.2 Future Work

It is often the case with scientific investigations that more questions than answers are produced. The research described in this thesis has led to methods for improving learning in classification problems with imbalanced data like face detection. Some potential future research work includes:

7.2.1 Learning a Weak Classifier

**Extending Haar-like features** In chapter 4, we addressed the problem of fast training a large number of Haar-like features using statistics. Haar-like features are very useful for detection because they can be extracted extremely fast, in just a few hundreds of CPU clock cycles per feature. However, currently they are selected manually from a predefined set of Haar-like feature types. This raises a question of whether one can generalize this set to a set of all possible linear features that are sparse enough for fast extraction. Perhaps, one should also discuss about tradeoff between sparsity and extraction time.
Fast searching for Haar-like features If the above issue is solved, then searching for the best Haar-like feature becomes problematic because now we have to deal with a large set of features. Current linear scan solutions are not adequate. Can we search for the best feature, or perhaps a nearly best feature, in sub-linear time or even log time? Those are challenging open problems that can be addressed.

7.2.2 Learning a Boosted Classifier

Consistency and convergence rate of asymmetric boosting One area of research in computational learning theory is whether methods like AdaBoost are consistent, i.e., whether its generalization error approaches Bayes error as the number of examples approaches infinity. Only recently did Bartlett and Traskin [5] prove that AdaBoost is consistent. This naturally leads to a question of whether asymmetric boosting methods are also consistent. Of course, in this case, the theoretical minimum error in question is not the original Bayes error, but is rather the Bayes asymmetric error described in (5.17) in chapter 5:

\[
\epsilon_\lambda = \int_x \min \left\{ \frac{\lambda}{\lambda + 1} \mathbb{P} [y = 1|x], \frac{1}{\lambda + 1} \mathbb{P} [y = -1|x] \right\} \mathbb{P} [x] dx. \tag{7.1}
\]

Another aspect of consistency is the rate of convergence towards Bayes risk of boosting methods. For AdaBoost, the rate is rather pessimistic, \( \log^{-1/2} t \) [5] where \( t \) is the number of iterations/weak classifiers. If asymmetric boosting is consistent, then is the convergence rate similar or worse?

Online asymmetric boosting using real-valued weak classifiers The underlying boosting method described in chapter 3 is a variant of Discrete AdaBoost in which weak classifiers produce discrete-valued outputs. With the recent development of boosting methods in which weak classifiers produce real-valued outputs (i.e., Friedman et al. [21] and Schapire and Singer et al. [67]), one would naturally ask whether the proposed on-
7.2 FUTURE WORK

line asymmetric boosting method can be extended to these algorithms. Our unpublished preliminary results show that deriving a framework is not an issue, but the stability of such an algorithm is the main challenge. If a real-valued weak classifier wrongly predicts an example, the next weak classifier in the sequence would learn the example with large weight. Our experiments show that these weights are much larger than those in the case of discrete-valued boosting. Hence, it takes much more iterations to converge a real-valued weak classifier than a discrete-valued one. Future work should consider this issue with care.

Sharper asymmetric bounds We proved in chapter 6 the first set of upper bounds for asymmetric generalization error based on the first bound of Koltchinskii and Panchenko [36]. Recently, Koltchinskii proved new and sharper bounds under additional but reasonable assumptions [39, 38, 37]. This naturally raises a question of whether our current asymmetric bounds can be sharpened based on their techniques. This is not easily foreseeable as the techniques, as admitted by the authors, are very hard to derive. Whether they can be applied to our case is still not clear.

7.2.3 Beyond Learning a Classifier

Designing desired error rates One issue we have not addressed in this thesis is how to choose desired error rates to asymmetrically train a boosted classifier. Cascades and multi-exit boosted classifiers can be considered as machines making a sequence of decisions whereby late decisions are harder to make than early ones. There is clearly a trade-off among three important factors of a boosted classifier: the detection rate, the false acceptance rate, and the number of weak classifiers. In chapter 5 we showed how to minimize the number of weak classifiers given bounds for false acceptance rate and false rejection rate. The remaining question is how to choose these sets of bounds over all the exit nodes of a multi-exit boosted classifier or a cascade. Some progress has been made to address this problem [9, 70] but so far satisfactory results and full understanding
have not been achieved.

**Fast generating false positive examples for bootstrapping** A less important problem when training with bootstrapping is that as more negative examples are rejected, it is harder to generate false positives for training subsequent boosted classifiers. At the moment, negative examples are first generated randomly from a large set of non-object images. The currently trained cascade or multi-exit boosted classifier is then used to filter all true negatives, leaving only false positives to train the next boosted classifier. The problem is, as more boosted classifiers are trained, the probability of generating a false positive approaches zero and the average time to actually achieve it goes to infinity (i.e., inversely proportional to the probability). In the future, a different strategy to generate false positives must be invented to avoid this problem.

**Online learning of a face detector** An interesting yet challenging line of research that has become active recently is how to learn *online* a face/object detector [24, 33, 34, 58]. The problem itself is still open, but it has an interesting insight as follows. An offline learned face detector is usually trained with a fixed set of positive/negative examples. In order to achieve high accuracy, the provided training set has to be large and diverse enough to generalize to any possible user environment. However, when the detector is applied to a specific environment of a user, it is so often that the environment it works with is much smaller than what it has been trained for. If we can explore the user environment on the fly, it is theoretically possible to build/re-design a face detector to work specifically towards the user environment. The key point here is, because the environment is now much smaller than the one used for training in offline, we expect the resulting face detector is much less complex, yielding much faster detection speed.

Pioneered work has shown some promising results [58, 60]. However, the problem is far from being solved. The main issue is how to online-learn a cascade or a multi-exit boosted classifier, which is a lot more difficult than online-learning a boosted classifier alone due to the involvement of a sequence of decisions. However, throughout this thesis,
all the chapters address many key issues for online-learning a face detector. Chapter 3 shows how we can learn online a boosted classifier with an asymmetric goal. The technique developed in chapter 4 can be used to dramatically speed up the online learning of a weak classifier, by learning online blocks of examples for instance. Chapter 5 proves that the asymmetric goal used for training can be properly chosen prior to training so that the number of weak classifiers can be minimized. And chapter 6 explains the relationship between the empirical asymmetric error of a boosted classifier and its generalization ability.

With these achievements, perhaps the problem of online-learning a face/object detector may be solvable in a very near future.
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Appendix A

Derivations for Training a Haar-like Feature Classifier

This chapter shows how we can train a feature classifier under class-conditional Gaussian distribution assumptions by using closed-form solutions, implying running in constant time. For simplicity, we omit subscripts $m$ and $t$. Thus, a feature classifier $\eta(v)$ assumes $v|c \sim \mathcal{N}(\mu_c, \sigma^2_c)$ for every $c \in \mathcal{Y}$, where $v$ is the random variable representing the observed feature value when the image sub-window is weighted by $w_m(\cdot)$. Denote by $\hat{\mathbb{P}}$ the weighted distribution presented to the classifier. To train the classifier, one finds a threshold $\hat{\theta} \in \mathbb{R}$ and a parity $\hat{p} \in \{-1, 1\}$ such that

$$\hat{\theta}, \hat{p} = \arg \min_{\theta, p} \left\{ \hat{\mathbb{P}}[v > \theta \land y = -p] + \hat{\mathbb{P}}[v < \theta \land y = p] \right\}.$$ (A.1)

We can try both cases of the parity and select the one with a smaller error. Hence
without loss of generality, we assume \( \hat{p} = 1 \) and rewrite the error function:

\[
\epsilon(\theta) \overset{\text{def}}{=} \hat{P}[v > \theta \land y = -1] + \hat{P}[v < \theta \land y = 1] \quad \text{(A.2)}
\]

\[
= \hat{P}[y = -1] \hat{P}[v > \theta | y = -1] + \hat{P}[y = 1] \hat{P}[v < \theta | y = 1] \quad \text{(A.3)}
\]

\[
= \frac{\hat{P}[y = -1]}{\sqrt{2\pi\sigma_{-1}}} \int_{v=\theta}^{\infty} \exp \left(-\frac{1}{2} \left( \frac{v - \mu_{-1}}{\sigma_{-1}} \right)^2 \right) dv +
\]

\[
\frac{\hat{P}[y = 1]}{\sqrt{2\pi\sigma_1}} \int_{v=-\infty}^{\theta} \exp \left(-\frac{1}{2} \left( \frac{v - \mu_1}{\sigma_1} \right)^2 \right) dv. \quad \text{(A.4)}
\]

Let \( a_{-1} = \frac{\hat{P}[y=-1]}{\sqrt{2\pi\sigma_{-1}}} \) and \( a_1 = \frac{\hat{P}[y=1]}{\sqrt{2\pi\sigma_1}} \). Differentiating \( \epsilon(\theta) \) w.r.t \( \theta \) we get:

\[
\epsilon'_\theta(\theta) = a_1 \exp \left(-\frac{1}{2} \left( \frac{\theta - \mu_1}{\sigma_1} \right)^2 \right) - a_{-1} \exp \left(-\frac{1}{2} \left( \frac{\theta - \mu_{-1}}{\sigma_{-1}} \right)^2 \right). \quad \text{(A.5)}
\]

\[
\epsilon'_\theta(\theta) = 0 \text{ if and only if:}
\]

\[
\Rightarrow a_1 \exp \left(-\frac{1}{2} \left( \frac{\theta - \mu_1}{\sigma_1} \right)^2 \right) = a_{-1} \exp \left(-\frac{1}{2} \left( \frac{\theta - \mu_{-1}}{\sigma_{-1}} \right)^2 \right) \quad \text{(A.6)}
\]

\[
\Leftrightarrow 2 \log a_1 - \left( \frac{\theta - \mu_1}{\sigma_1} \right)^2 = 2 \log a_{-1} - \left( \frac{\theta - \mu_{-1}}{\sigma_{-1}} \right)^2 \quad \text{(A.7)}
\]

\[
\Leftrightarrow \left( \frac{\mu_1^2}{\sigma_1^2} - \frac{\mu_{-1}^2}{\sigma_{-1}^2} \right) \theta^2 - 2 \left( \frac{\mu_1^2}{\sigma_1^2} - \frac{\mu_{-1}^2}{\sigma_{-1}^2} \right) \theta +
\]

\[
\left( \frac{1}{\sigma_1^2} - \frac{1}{\sigma_{-1}^2} + 2 \log a_{-1} - 2 \log a_1 \right) = 0, \quad \text{(A.8)}
\]

where the last equation is achieved by re-arranging the terms. Let

\[
A \overset{\text{def}}{=} \frac{\mu_1^2}{\sigma_1^2} - \frac{\mu_{-1}^2}{\sigma_{-1}^2}, \quad \text{(A.9)}
\]

\[
B \overset{\text{def}}{=} 2 \left( \frac{\mu_1}{\sigma_1^2} - \frac{\mu_{-1}}{\sigma_{-1}^2} \right), \quad \text{(A.10)}
\]

\[
C \overset{\text{def}}{=} \frac{1}{\sigma_1^2} - \frac{1}{\sigma_{-1}^2} + 2 \log a_{-1} - 2 \log a_1. \quad \text{(A.11)}
\]
Solving $\epsilon'_\theta(\theta) = 0$ becomes solving a quadratic equation

$$A\theta^2 + B\theta + C = 0.$$  \hfill (A.12)

Denote by $\Theta$ the set of solutions of (A.12). Depending on the values of $(A, B, C)$, there are at most two closed-form solutions. Since we do not know if any $\theta \in \Theta$ corresponds to a local minimum of $\epsilon(\theta)$, we just have to select $\hat{\theta}$ from:

$$\hat{\theta} = \arg \min_{\theta \in \Theta \cup \{-\infty, +\infty\}} \{\epsilon(\theta)\}.$$  \hfill (A.13)
Appendix B

Probability Tools

This chapter recalls facts from probability theory that are used throughout the thesis, sometimes without explicitly mentioning it.

B.1 Basic Tools

We denote by $A$ and $B$ some events and by $x$ some real-valued random variable.

- Union:
  \[ P[A \text{ or } B] \leq P[A] + P[B]. \]  
  (B.1)

- Inclusion:
  
  If $A \Rightarrow B$ then $P[A] \leq P[B]$.

- Inversion: If $P[x > t] \leq F(t)$ then with probability at least $1 - \delta$,
  \[ x \leq F^{-1}(\delta). \]  
  (B.3)

- Expectation:
  If $x \geq 0$ then $E[x] = \int_{0}^{\infty} P[x \geq t] \, dt$.
  (B.4)
• Jensen: Given function $f$ convex,

$$f(\mathbb{E}[x]) \leq \mathbb{E}[f(x)]. \quad (B.5)$$

## B.2 Concentration Inequalities

Recently, new tools have appeared in probability theory. These tools called concentration inequalities allow to bound the deviation of a random function from its expectation, just knowing the sensitivity of this function to the change or removal of one of its arguments. We give a list of some of these inequalities here. We refer to [7] for a comprehensive review of concentration inequalities.

First of all, for a non-negative random variable $x$, (B.4) yields Markov’s inequality:

$$\mathbb{P}[x \geq t] \leq \frac{\mathbb{E}[x]}{t}, \quad (B.6)$$

for all $t > 0$.

It follows that if $\phi$ is a monotonically increasing non-negative function, we can replace $x$ with $\phi(x)$:

$$\mathbb{P}[\phi(x) \geq \phi(t)] \leq \frac{\mathbb{E}[\phi(x)]}{\phi(t)}. \quad (B.7)$$

Applying $\phi(x) = x^2$ and replacing $x$ with $|x - \mathbb{E}[x]|$, we obtain Chebyshev’s inequality:

$$\mathbb{P}[|x - \mathbb{E}[x]| \geq t] = \mathbb{P}[|x - \mathbb{E}[x]|^2 \geq t^2] \leq \frac{\mathbb{E}[|x - \mathbb{E}[x]|^2]}{t^2} = \frac{\text{Var}(x)}{t^2}. \quad (B.8)$$

In another application, if we take $\phi(x) = \exp(sx)$ for some positive number $s$, then
for any random variable $x$, we have

\[
\mathbb{P}[x \geq t] = \mathbb{P}[\exp(sx) \geq \exp(st)] \leq \frac{\mathbb{E}[\exp(sx)]}{\exp(st)}.
\]  

(B.9)

We find an $s > 0$ that minimizes the upper bound. This is the basis of Chernoff’s bounding method.

Chernoff’s bounding method is especially convenient for bounding tail probabilities of sums of independent random variables. Given $N$ independent real-valued random variables $x_1, \ldots, x_N$, let $S_N = \sum_{i=1}^{N} x_i$. Chernoff’s bound becomes

\[
\mathbb{P}[S_N - \mathbb{E}[S_N] \geq t] \leq \exp\left(-st \mathbb{E}\left[\exp\left(s \sum_{i=1}^{N} (x_i - \mathbb{E}[x_i])\right)\right]\right) = \exp\left(-st \prod_{i=1}^{N} \mathbb{E}[\exp(s(x_i - \mathbb{E}[x_i]))]\right) \text{ (by independence).}
\]  

(B.10)

Now the problem of finding tight bounds comes down to finding a good upper bound for the moment generating function of the random variables $x_i - \mathbb{E}[x_i]$. There are many ways of doing this. A classical and most celebrated version is due to Hoeffding [28] which we state without proof.

**Lemma B.2.1** (Hoeffding’s lemma [28]). Let $x$ be a random variable with $\mathbb{E}[x] = 0$, $a \leq x \leq b$. Then for $s > 0$,

\[
\mathbb{E}[\exp sx] \leq \exp\left(s^2(b-a)^2/8\right).
\]

Combining this lemma with (B.10) yields:

**Theorem B.2.2** (Hoeffding’s inequality [28]). Let $x_1, \ldots, x_N$ be independent (but not necessarily identically distributed) random variables with $x_i \in [a_i, b_i]$ almost surely. Let
\[ S_N = \sum_{i=1}^{N} x_i. \] For any \( t > 0 \) we have
\[
\mathbb{P} [ S_N - \mathbb{E} [ S_N] \geq t] \leq \exp \left( -2t^2 / \sum_{i=1}^{N} (b_i - a_i)^2 \right)
\]
and
\[
\mathbb{P} [ S_N - \mathbb{E} [ S_N] \leq -t] \leq \exp \left( -2t^2 / \sum_{i=1}^{N} (b_i - a_i)^2 \right).
\]

An application of Hoeffding’s inequality for binomial random variables was proved by Chernoff [10]:

**Corollary B.2.3 (Chernoff’s bound [10]).** Assume \( x_1, \ldots, x_N \) are i.i.d. random variables. Let \( p = \mathbb{E} [ x_i], x_i \in \{0, 1\} \) and \( \varepsilon > 0 \). Then
\[
\mathbb{P} \left[ \frac{1}{n} \sum_{i=1}^{n} x_i \geq p + \varepsilon \right] \leq \exp \left( -2\varepsilon^2 N \right)
\]
and
\[
\mathbb{P} \left[ \frac{1}{n} \sum_{i=1}^{n} x_i \leq p - \varepsilon \right] \leq \exp \left( -2\varepsilon^2 N \right).
\]

About two decades after Hoeffding’s inequality was published, McDiarmid [52] derived a stronger and more general inequality:

**Theorem B.2.4 (McDiarmid’s inequality [52]).** Let \( x_1, \ldots, x_N \) be independent (but not necessarily identically distributed) random variables taking values in a set \( A \), and assume that \( f : A^N \to \mathbb{R} \) is a function satisfying
\[
\sup_{x_1, \ldots, x_N, x_i} | f(x_1, \ldots, x_N) - f(x_1, \ldots, x_{i-1}, \hat{x}_i, x_{i+1}, \ldots, x_N) | \leq c_i
\]
for every \( 1 \leq i \leq N \). Then, for every \( \varepsilon > 0 \):
\[
\mathbb{P} [ f(x_1, \ldots, x_N) - \mathbb{E} [ f(x_1, \ldots, x_N)] \geq \varepsilon] \leq \exp \left( -2\varepsilon^2 / \sum_{i=1}^{N} c_i^2 \right).
\]
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McDiarmid gave a proof based on the theory of martingale, and an extension of Hoeffding’s lemma:

**Lemma B.2.5.** Suppose for random variable $v$ and random vector $y$, we have $E[v|y] = 0$ almost surely and $f(y) \leq v \leq f(y) + c$, for some function $f$ and constant $c$. Then, for any $s > 0$,

$$E[\exp(sv) | y] \leq \exp\left(s^2 c^2 / 8\right).$$

**Proof.** of lemma B.2.5: By applying Hoeffding’s lemma with $x$ replaced by $v|y$, $a$ replaced by $f(y)$, and $b$ replaced by $f(y) + c$, we get the result. \qed

**Proof.** of McDiarmid’s inequality: Let $x = (x_1, \ldots, x_N)$ and a discrete-time stochastic process $z_2, \ldots, z_n$ where $z_k = E[f(x)|x_1, \ldots, x_k]$. Obviously, $z_2 = E[f(x)]$ and $z_n = f(x)$.

Sequence $z_k$ is, by definition, a martingale w.r.t. sequence $x_k$ since

$$E[z_k|x_1, \ldots, x_{k-1}] = E[E[f(x)|x_1, \ldots, x_k]|x_1, \ldots, x_{k-1}] = E[f(x)|x_1, \ldots, x_{k-1}] = z_{k-1}. \quad (B.11)$$

Let $u_k = \sup_v z_k|_{x_k=v}$ and $l_k = \inf_v z_k|_{x_k=v}$. We have

$$l_k \leq z_k \leq u_k. \quad (B.12)$$

Moreover,

$$u_k - l_k \leq \sup_{l,u} \{E[f(x)|x_1, \ldots, x_k = u] - E[f(x)|x_1, \ldots, x_k = l]\} = \sup_{l,u} E[\{f(x)|_{x_k=u} - f(x)|_{x_k=l}\}|x_1, \ldots, x_{k-1}] \leq \sup_{l,u} E[c_k|x_1, \ldots, x_{k-1}] = c_k. \quad (B.13)$$
Applying lemma B.2.5 with \( v = z_k - z_{k-1} \) and \( y = (x_1, \ldots, x_{k-1}) \), noticing that
\[
\mathbb{E}[v|y] = \mathbb{E}[z_k|y] - z_{k-1} = 0 \quad \text{and} \quad (l_k - z_{k-1}) \leq v \leq (l_k - z_{k-1}) + c_k,
\]
we obtain:
\[
\mathbb{E}[\exp (s(z_k - z_{k-1}))|x_1, \ldots, x_{k-1}] \leq \exp \left( \frac{s^2 c_k^2}{8} \right). \quad (B.14)
\]

Now, starting with Chernoff’s bounding method, for \( s > 0 \) we have:
\[
\mathbb{P} \left[ f(x) - \mathbb{E}[f(x)] \geq \varepsilon \right] \leq e^{-s\varepsilon} \mathbb{E}[\exp (s(f(x) - \mathbb{E}[f(x)]))] = e^{-s\varepsilon} \mathbb{E} \left[ \exp \left( s \sum_{k=1}^{n}(z_k - z_{k-1}) \right) \right] \quad (B.15)
\]

Notice that:
\[
\begin{align*}
\mathbb{E} \left[ \exp \left( s \sum_{k=1}^{n}(z_k - z_{k-1}) \right) \right] &= \mathbb{E} \left[ \mathbb{E} \left[ \exp \left( s \sum_{k=1}^{n}(z_k - z_{k-1}) \right) |x_1, \ldots, x_{n-1} \right] \right] \\
&= \mathbb{E} \left[ \exp \left( s \sum_{k=1}^{n-1}(z_k - z_{k-1}) \right) \mathbb{E} \left[ \exp \left( s(z_n - z_{n-1}) \right) |x_1, \ldots, x_{n-1} \right] \right] \\
&\leq \mathbb{E} \left[ \exp \left( s \sum_{k=1}^{n-1}(z_k - z_{k-1}) \right) \exp \left( \frac{s^2 c_n^2}{8} \right) \right] \\
&= \exp \left( \frac{s^2 c_n^2}{8} \right) \mathbb{E} \left[ \exp \left( s \sum_{k=1}^{n-1}(z_k - z_{k-1}) \right) \right] \quad (B.16)
\end{align*}
\]

Applying the same argument \( n - 1 \) times, we get:
\[
\begin{align*}
e^{-s\varepsilon} \mathbb{E} \left[ \exp \left( s \sum_{k=1}^{n}(z_k - z_{k-1}) \right) \right] &\leq e^{-s\varepsilon} \prod_{k=1}^{n} \exp \left( \frac{s^2 c_k^2}{8} \right) \\
&= \exp \left( -s\varepsilon + \frac{s^2}{8} \sum_{k=1}^{n} c_k^2 \right). \quad (B.17)
\end{align*}
\]

Minimizing the right-hand side of (B.17) w.r.t. \( s \), we get the optimal point \( s = \frac{4\varepsilon}{\sum_k c_k^2} \), at which the equation equals \( \exp \left( -2\varepsilon^2 / \sum_k c_k^2 \right) \). \( \square \)
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