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Summary

It is well known that the physical properties of a macroscopic system can be well described using classical approaches such as the Gibbs free energy or the continuum medium mechanics, which relates the measurable quantities directly to the external applied stimulus such as temperature, pressure, chemical composition, electric and magnetic field, etc, without considering the atomistic origin. At atomic scale, quantum effect becomes dominant and the physical properties of a small object can be reliably obtained from computations by solving the Schrödinger equations or Newton motion equations with a sum of averaged interatomic potentials as a key element. However, for a small system in nanometer scale, both classical and quantum approaches have their limitations. Therefore, an effective approach solving the difficulties encountered by both classical and quantum approximations has been a great challenge.

The recently advanced bond-order-length-strength (BOLS) correlation suggests that the size dependent material property is mainly attributed to the interaction between under-coordinated atoms in the surface skins. The coordination number imperfection in the surface skin leads spontaneous bond length contraction and bond energy strengthening. This causes densification and localization of charge, energy, mass at surface region, and hence modifies atomic coherency, Hamiltonian, etc.

By extending the BOLS correlation mechanism to temperature domain, an approach of local bond average (LBA) has been developed in this thesis, which states that: (i) the entire specimen or a specific location of a specimen can be represented by a representative bond; (ii) the detectable quantity of a specimen can be obtained once
the relationship between this detectable quantity and the bond identities (bond order, nature, length, and strength) of the representative bond and the response of these bond identities to the stimulus is established.

This thesis discusses the size and temperature dependent elastic, lattice vibronic, and thermal properties of various materials. Deeper insight into the mechanism behind the size and temperature dependence together with analytical solutions is presented. Theoretical reproductions of experimental observations reveal that the surface coordination number imperfection induced spontaneous bond contraction and bond energy strengthening dictate the size-induced mechanical strength enhancement, optical Raman frequency redshift, and thermal conductivity variation; whereas the thermally-driven bond length expansion and bond energy weakening lead to mechanical strength depression, Raman frequency redshift, as well as surface energy reduction. Reproductions of size and temperature dependent Young’s modulus, Raman frequency shift, thermal expansion coefficient, thermal conductivity and surface energy for various materials, such as metals, group IV, group III-nitrides, and carbon based materials give quantitative information about the atomic cohesive energy and the dimer frequency, which is beyond the scope of currently available approaches in literature.

Current progress in BOLS correlation and LBA approximation could pave a path to bridge the gap between the classical approach in macroscopic system and the quantum confinement approach in atomic level by considering the interatomic bond formation, dissociation, relaxation, vibration and associated energetic response of corresponding atoms and electrons and the consequences on the measurable quantities.
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Chapter 1 Introduction

1.1 Overview

Since the discovery of nanomaterials, there has been great interest in the synthesis and characterization of nanoscaled structures and devices because of their fascinating properties from scientific viewpoint and their great potential in technological applications [1, 2]. The increase of surface to volume ratio with decreasing size of the nanomaterials, or in another word, the percentage increase of the under-coordinated surface atoms, leads to the fact that the nanomaterials differ substantially from their elementary substances as well as their corresponding macroscopic counterparts. Compared with the corresponding bulk specimen, the surface to volume ratio of a nanoscaled specimen increases dramatically with its decreasing size. It has been reported that CdSe nanocrystals had 10%-50% of their total number of atoms exposed on the surface [3]. Taking iron particle for instance, with a diameter of 30 nm, only 5% atoms are on the surface. While for a nanoparticle with a diameter of 10 nm, the percentage of surface atoms increases to 20%, and there are more than 50% atoms sitting on the surface if the diameter of the iron nanoparticle decreases to 3 nm. The increasing surface to volume ratio leads to increasing portion of under-coordinated atoms with less atomic bonds, which provides a way to fine tune the physical properties of the nanomaterials, where the physical properties of the corresponding bulk materials are normally considered constants under given conditions. Because of the reduced mean atomic coordination number, these nanomaterials demonstrate novel mechanical,
electrical, thermal, acoustic, optical, dielectric and magnetic properties [4-7].

Substantial efforts have been made in theory [4] to uncover the mechanism behind. The unusual behaviors of a nanostructure go beyond the expectation in classical theories, such as continuum medium mechanics and statistic thermodynamics. The mechanical properties, for instance, the Young’s modulus of a nanomaterial, is no longer constant but varies with the solid size, while thermal softening is often observed experimentally. It is interesting that the combination of new degrees of freedom involving both size and temperature provides us not only the opportunities to tune the physical properties, but also gain atomic information, which is beyond the scope of traditional approaches.

1.2 Challenges

Intensive experimental studies have been conducted on size and temperature dependent material properties and great amount of experimental database have been obtained in literature. However, fundamental progress in theory is still lagging far behind the experimental exploitations. Questions are still open for discussion. It is well known that the physical properties of a macroscopic system can be well described using classical approaches such as the Gibbs free energy or the continuum medium mechanics that relate the detectable quantities directly to the external stimulus such as the temperature, pressure, chemical composition, electric and magnetic field, without considering any atomistic origin. At the atomic scale, on the other hand, the quantum effect becomes the dominant factor and the physical properties of a small object can be reliably obtained from massive computations by solving Shrödinger equations or
Newton’s motion equations with a sum of averaged interatomic potentials as a key element. However, for a small system in nanometer scale, both the classical approach and the quantum approach encounter some difficulties. In the continuum medium mechanics, entropy, volume, surface energy, and chemical potential of a particular element remain no longer constant but vary with material size. The quantum approach faces the boundary-condition problems, since the surface broken bonds induced surface trapping and the associated densification and localization of charge, energy, and mass in the surface skin will play significant roles in the variation of material properties. As a consequence, the averaged interatomic potential and the periodic boundary condition applied in quantum approach may be too ideal. Furthermore, the computational power increases dramatically with increasing number of atoms. Therefore, a model to bridge the gap between the classical macroscopic approach and the atomic quantum mechanics and to overcome the limitations encountered in both approaches is highly demanded. By extending the previously developed bond-order-length-strength (BOLS) mechanics [4], a set of analytical expressions from the perspective of local bond average (LBA) for the size, temperature and bond nature dependence of mechanical, lattice vibronic and thermal properties of the material under consideration are proposed and discussed in details in the following chapters.

1.3 Objectives

The main objectives of this project are:
a) To present a survey on recent progress in both experimental observations and theoretical considerations on the size and temperature dependence of elastic, lattice vibronic, and thermal properties of various materials and structures including metals, nitrides, carbon based materials, group IV elements, nanowires, and surface skins.

b) To develop a set of analytical solutions to predict the experimentally observed intrinsic effect of size, temperature, and bond nature on elastic, vibronic and thermal properties of systems from the perspective of bond formation, dissociation, and relaxation. To extend the previously developed bond order length strength (BOLS) correlation mechanism in size domain to local bond average (LBA) approach, which correlates the measurable quantities to the atomistic bonding identities including bond nature, bond length, bond strength, and coordination number of a representative local bond. Functional dependence of the experimental detectable quantities on the bonding identities and the response of the bonding identities to external stimulus such as coordination environment (BOLS effect), temperature (thermal expansion and vibration) will be established. A combination of the BOLS correlation and LBA approaches could provide a new way to study and predict the size and temperature dependence of various material properties.

c) To gain atomistic insight into the physical origins of the size and temperature dependence of the mesoscopic elastic, lattice vibronic, and thermal properties in a bottom up instead of top down way. To find out dominating factors of the size and temperature dependent behaviors from the perspective of bond making and bond
breaking in order to provide guideline for device design. Furthermore, comparing the relative change of the experimental data with the standard value will allow us to distinguish the intrinsic contributions from the extrinsic artifacts involved in the experiments. More importantly, besides the theoretical consideration of its atomistic origin of various size and temperature dependent material behavior, the knowledge of general trends and the limitations of the changes are also needed prior to device design and fabrication.

d) To extract information such as cohesive energy by matching the theoretical predictions to the experimental observations. A combination of the degrees of freedom of size and temperature may allow us to gain additional information such as the cohesive energy per bond and the dimer frequency in various systems. All these quantities are of elemental importance to surface and materials sciences.

1.4 Major achievements

The contributions to the work are as follows:

a) Extended the previously developed BOLS correlation to temperature domain and proposed local bond average (LBA) approximation;

b) Presented atomic understanding of the change of elastic, lattice vibronic and thermal properties upon size reduction and temperature variation;

c) Derived analytical expressions for functional dependence of elastic, lattice vibronic and thermal properties, such as Young’s modulus, Raman frequency shift, thermal expansion coefficient, surface energy density, and thermal conductivity on
bonding identities;

d) Provided methods to obtain atomic cohesive energy and dimer frequency of various materials, which are beyond the scope of traditional approaches.

1.5 Organization of thesis

The thesis starts in Chapter 1 with a brief overview on current research interest on nanoscience and nanotechnology. A brief summary outlines existing questions and emerging problems in both classical and quantum approaches as well as the challenges faced in consistent understanding on the variation of materials properties upon size reduction into nanometer scale and temperature variation. The objects and main contributions are also discussed in this chapter. Chapter 2 presents theory considerations of the often-overlooked effect of surface broken bonds on the behaviors of the remaining bonds of the under-coordinated atoms, following recently developed bond order length strength (BOLS) correlation mechanism. The BOLS correlation has been extended to local bond average (LBA) approximation to include the temperature effect, as the thermal stimulus affects directly the length and strength of the bond through thermal expansion and thermal vibration. Principles and mathematical expressions are developed in this chapter. Chapter 3, 4, and 5 extend the analytical solutions to the functional dependence of elastic modulus, Raman frequency shift and thermal properties on the bonding identities (bond number, length, strength, and nature) and also their temperature dependence. Solutions have been applied to typical samples,
such as metals, group IV elements, carbon base materials (CBM), group III nitrides, and silicon nanowires. Good agreement between experimental observations and theoretical predictions has been obtained together with derived information on cohesive energy and dimer frequency. Improved understanding of the factors governing the intrinsic change of material properties upon size reduction and temperature variation are presented. Existing modeling considerations and understanding from various perspectives are also comparatively discussed. Chapter 6 gives a summary on the achievements and limitations of the present approaches. Prospects of recommendations on the extension of current developed approaches to atomic defects, impurities, interfaces, and systems under other stimuli such as pressure, electronic and magnetic fields are briefly addressed.
Chapter 2 Principles

2.1 The BOLS correlation

With device minimization, the dimension of solids or devices reduces into nanometer scale. The surface and interface effects become dominate factors in material property variation. The conventionally detectable physical quantities are no longer constants as in the case of bulk material, but can be adjusted by simply changing the size and the shape of the solids or devices. It is well known that a bulk solid performs differently from its elemental isolated atom because of the involvement of interatomic bonds. Comparing with the bulk solid, the nanomaterial contains a large portion of surface atoms and hence large percentage of under-coordinated atoms. As a consequence, the interaction between these under-coordinated atoms plays a significant role in the unusual behavior of nanomaterials. The general trend of size dependent material property change has attracted great research interest and led to important revolutions in material science and technology in recent decades. Numerous experiments have been carried out to study the size effect in order to fine tune the physical property prior to any device design and fabrication. However, from fundamental point of view, a consistent understanding on the physical origin and general trend of the material properties variation with size reduction is still lacking, although many models have been proposed for individual specified phenomenon. Recently developed bond order length strength (BOLS) correlation has provided us a consistent understanding on the variation of various materials properties from the perspective bond making and bond breaking.
2.1.1 Effect of lattice periodicity termination

For a perfect crystal, the unit cell repeats itself within the crystal. However, near the surface, this lattice periodicity is distorted. The termination of lattice periodicity in surface skin or at grain boundary will reduce of the coordination number (CN) of local atoms, which means the under-coordinated atoms at surface will have less number of bonds compared with those atoms in the bulk site [8]. This is called as CN imperfection in the following discussion.

Pauling [9] and Goldschmidt [10] have indicated earlier that if the CN of an atom is reduced, the ionic and metallic radius of the atom should contract spontaneously. Therefore, the under coordinated surface atoms with fewer interatomic bonds will relax and reconstruct on the quasi two dimensional surface, and hence leads to spontaneous length shrinkage of the remaining bonds of these under-coordinated atoms, disregarding the nature and the crystal structure of the specific bonds. The phenomena of bond contract have been well observed in many small systems using diffraction experiments [10, 13-18]. A coherent electron diffraction used by Huang et al. observed an out-of-plane bond length contraction of 0.2Å for edge atoms, and 0.13 Å and 0.05 Å bond length contraction for [100] and [111] surface atoms, respectively [8]. Miller et al. observed that the interatomic bond length decreased with decreasing size for gold nanoparticles and they have reported a maximum contraction of 0.15Å for gold nanoparticles with size smaller than 30Å using EXAFS spectroscopy [11]. Similar results were also obtained by Comaschi et al. for gold nanoparticles ranging from 2.4 to 5.3 nm and temperature between 20K and 300K [12]. Other examples of bond length
contraction of surface layers has also been well observed in a number of simple, two-dimensional (2D), or metallic systems using experimental techniques such as low energy electron diffraction (LEED), medium-energy ion scattering, and X-ray diffraction [13, 14]. Moreover, theoretical study obtained bond length of gold dimer, trimer, and hexamers to be 2.58Å, 2.64Å, and 2.77Å, respectively from DFT calculations [15], while the bond length of bulk gold were reported to be 2.88Å. For liquid Sn, 10% contraction in spacing between first and second atomic layers comparing with that in the subsequent layers has been observed [16]. The earlier results have shown that displacements of the first three atomic layers are generally sufficient to describe the surface bond contraction [17]. Furthermore, the bond length contraction in the surface layer is expected to be stronger on a curved surface [8]. In addition to that, the CN may be slightly higher for a negative curved surface, such as the inner surface of a nanocavity [18]. The CN imperfection also happens at the following locations: facet, edge, step, corner, or grain boundary. Moreover, the bond angle deformation may also affect the CN. The driving force for the observed surface bond contraction has been attributed to surface electron charge density redistribution induced electrostatic force [19, 20] or chemical bonding strengthening with coordination reduction [9]. In addition, the relaxation of surface atoms in nanocrystals is constrained by their neighbouring atoms. Most experimental observations, if not all, have reported that surface bonds experienced bond contraction compared with those bonds in the interior (or bulk site). Some authors have experimentally observed first interlayer expansion of Rh (001), Pd (001), Be (0001). Although the aforementioned interlayer expansions have attracted a
lot of attention over the past decades, to our knowledge, despite some possible mechanisms, such as surface magnetism, finite temperature effects, as well as repulsive $d$-wave interactions for nearly filled $d$-shells, have been proposed to be possible reasons for the discrepancies, there is no theoretically model including DFT is able to predict these abnormal phenomena.

Generally, the CN of an atom in an fcc unit cell is considered to be 12, in a monatomic chain CN = 2, and in a single layer graphene, CN = 3. In this thesis, the CN of an atom is referred to the standard value of 12 in the bulk, irrespective to the bond nature or crystal structure. Comprehensive understanding in the effects of CN imperfection induced surface bond length contraction is important due to the impact they posed on surface energy, which is directly related to many size related nanoscale phenomena, including mechanical strength [4, 21, 22], thermal stability [22], magnetic modulation [23, 24], acoustic and optical phonons [25], dielectric suppression [26], and catalytic activity [8].

### 2.1.2 Potential well modification

Together with the bond length contraction of surface atoms, the strength of the remaining interatomic bonds will become stronger [9] spontaneously. The spontaneously strengthened surface bonds will cause localization and densification of charge, energy, and mass at these under-coordinated sites. The greater the bonding strength, the greater the localization of the electron density in the bonded region [27]. As observed in many experiments, the bond contraction is a spontaneous process.
Therefore, the binding energy of a relaxed bond must be lowered (raised in magnitude) in order to achieve a more stable state.

The surface bond contraction induced bond strengthening of under-coordinated surface atoms modifies the potential well by creating additional trapping centers in the region nearby the under-coordinated sites, as can be seen in Figure 1. The potential well confines only the nearly free electrons moving within the specimen, while the potential barrier (additional trapping centre) in the modified potential well localizes and densifies charge, energy, and mass at the trapping sites. This potential barrier perturbs the Hamiltonian, atomic coherency, and electroaffinity as well as the associated properties of a specimen. At the same time, it introduces new scattering sites. Figure 1 presents a schematic illustration of modified nanosolid potential well with multi-trapping centers introduced by CN imperfection. The conventional quantum well with a single trapping center extended from that of a single atom is also illustrated in bold line for comparison.

![Figure 1 Schematic illustration of CN imperfection induced nanosolid potential](image)

In Figure 1, $V_{\text{atom}}$ is the intra-atomic trapping potential, which confines electrons, while $V_{\text{crystal}}$ stands for the interatomic binding potential to bind atoms to form a solid. The
surface bond contraction together with spontaneous bonding energy enhancement of remaining bonds lowers the potential well near the surface ($\delta_{\text{surf}}$ in Figure 1), where the standard periodic potential well remains inside the bulk [28]. With increasing percentage of surface atoms upon material size reduction into nanometer scale, the modification of surface potential well becomes more and more important. Therefore, the traditional ‘quantum confinement’ theory that applies a periodic boundary condition to the whole system may be too ideal, and necessary modification to include additional surface trapping centers is required. This additional potential trapping is critical in electrical or thermal transport dynamics [29, 30].

The shortened and strengthened bonds in the surface region and the associated trappings shown in Figure 1 are believed to be the atomic origin of the various unusually tunable behaviors of a mesoscopic system whereas the degree of tunability is subject to the percentage of the under-coordinated surface atoms in the entire specimen. The pinning effect near under coordinated sites hinders atomic glide dislocations and hence enhances the mechanical strength locally. Potential well depression also contributes to the transport dynamics of phonons, electrons, and photons because of the additional trapping sites near the edges [29, 30]. Densification and localization of electrons with lowered binding energy in the traps have been observed at defect states [31], chain end states [32, 33], terrace edge states [34-36], and surface states [42-44]. Therefore, the broken bonds at the surface or defect region, or the dangling bonds, may not contribute directly to the performance of a specimen, instead, the remaining bonds of the under-coordinated atoms do take effect. Such CN imperfection induced change
of material properties can also be extended to structural defects, like voids, grain boundaries, dislocations, and so on.

### 2.1.3 Mathematical expressions for BOLS correlation

The core idea of BOLS correlation mechanism is that the surface under-coordinated atoms have less atomic bonds connecting with adjacent atoms, which causes the remaining bonds to contract spontaneously together with bond strength enhancement. Consequently, local strain and quantum trapping are formed immediately at the sites surrounding these surface atoms. According to Goldschmidt [10], Pauling [37], and Feibelman [38], if the coordination number (CN) of an atom is reduced from standard value 12 to 8, 6, 4, and 2, the radius of the under-coordinated atom would shrink spontaneously by 3%, 4%, 12%, and 30-40%, respectively, regardless of the nature of the specific chemical bond or the dimension or the structural phase of the substance [39]. On the premise of Goldschmidt, Pauling and Feibelman’s observation, the bond contraction and the associated bond strength gain can be expressed as following:

\[
\begin{align*}
  c_i(z_i) &= \frac{d_i}{d_b} = 2/\{1 + \exp[(12 - z_i)/8z_i]\} \\
  E_i &= c_i^{-m} E_b \\
  E_{b,i} &= z_i E_i
\end{align*}
\]  

(1)

where the subscripts \(i\) and \(b\) denote an atom in the \(i\)th atomic layer and in the bulk, respectively. \(i\) should be counted up to three from outmost atomic layer to the central of the sample under consideration. There is no bond order loss for \(i > 3\), since the displacement of the first three atomic layers is generally sufficient to describe the
surface contraction [8]. The equation reflects that broken bonds of the surface atoms make the remaining bonds (with length $d_i$ and bond energy $E_i$) between the under-coordinated atoms (with coordination number $z_i$) shorter and stronger with respect to their bulk counterparts. $c_i$ is the coefficient of bond contraction, which is defined as the ratio of bond length at $i$th atomic layer to the bond length in bulk site, with $z_i$ being the effective coordination of the corresponding atom of concern in the $i$th atomic layer. In general, $c_i < 1$. Index $m$ is a key parameter that represents the nature of the bond. For metals $m = 1$, while for alloys and compounds $m$ is about 4, and $m$ value is optimized to be 4.88 for silicon [40]. In certain cases, if the remaining bonds at the surface expand, we only need to modify the value of $c_i$ from being smaller than one to be greater than one and the $m$ value from positive to negative to represent the spontaneous process for which the system energy is at its lowest level. $E_b$ is the binding energy per bond, and $E_B$ denotes the atomic cohesive energy of an atom under consideration. It is defined as the product of coordination number and single bond energy.

Figure 2(a) presents a graphical illustration of BOLS correlation. The bond contraction coefficient $c_i$ is a function of coordination number $z_i$. It is presented as a solid line in Figure 2(a). The ionic radius contracts by 12%, 4%, and 3% when the CN reduces from standard value 12 to 4, 6 and 8, respectively [10]; they are presented as circles in Figure 2 (a). Squares represent the contraction of the dimer bond of Ti, Zn, and V, which is as much as 30% to 40% [38]. Furthermore, Comaschi observed 0.14%, 0.24%, 0.31%, and 1.01% of bond length contraction, which corresponds to CN = 11.8,
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10.5, 11, and 9, respectively for Au nanoparticles (shown as down triangle in Figure 2(a)). Together with the literature data, we obtained an empirical expression of the bond contraction coefficient as a function of CN shown in Eq. (1), which is demonstrated as the solid line in Figure 2(a).

As a consequence of spontaneous process of bond contraction, the bond length reduces from one to $c_i$. Meanwhile the single bond energy at equilibrium, $E_i$, changes from $E_b$ to $c_i^{m}E_b$, which is normally greater than $E_b$ as shown in Figure 2(b). The Lennard-Jones potential:

$$u(r) = 4\varepsilon\left(\frac{\sigma}{r}\right)^{12} - \left(\frac{\sigma}{r}\right)^{6}$$  \hspace{0.2cm} \text{(2)}

is used for illustration purpose in Figure 2(b), where $\varepsilon$ is the depth of the potential well or the bonding energy of an atom in concern, and $\sigma$ is the distance $r_0$ such that the inter-particle force is zero, or in another word, $\left.\frac{\partial u(r)}{\partial r}\right|_{r=\sigma} = 0$. According to Eq. (1), the binding energy increases with reduction of bond length and follows: $\varepsilon_i = c_i^{m}\varepsilon_0$, when the bond length reduces from $d_0$ to $d_i$ or the bond contraction coefficient reduces from 1 to $c_i$.

In Figure 2(b), the separation between $E_i(T)$ and $E_i(0) (=\int_0^T \eta_i (t)dt )$ is the thermal vibration energy or specific internal energy, which corresponds to the energy for thermal or mechanical rupture of the pairing bond. Separation between $E_i(T_{m,i})$ and $E_i(T)$ ($=\int_T^{T_m} \eta_i (t)dt$ ) corresponds the energy required for melting, which affects the extensibility and the yield strength in plastic deformation. $\eta_1$ is the specific heat per bond and $\eta_2$ is $1/z_i$ fold energy required for evaporating an atom from its molten state to
gas state or to become a completely free atom. The cohesive energy of a specified atom in $i$th atomic layer $E_{B,i}$, which is defined as the production of the reduced coordination number in $i$th atomic layer ($z_i$) and strengthened single bond energy ($E_i$), can be smaller, equal or even greater than the cohesive energy of an atom in the bulk site with different $m$ values, as shown in Figure 2(a).

![Figure 2 Illustration of the BOLS correlation. Solid line in (a) corresponds to the bond contraction coefficient with literature data from Goldschmidt (circles), Feibelman (square), and Comashchi (down triangle). The atomic cohesive energy with different $m$ is also shown in (a). (b) Atomic CN imperfection modified pairing potential energy.]

Generally, $z_1 = 1$, $z_2 = 6$, $z_3 = 8$ or 12 could be sufficient to describe the bond contract of outmost three layers. For curved surface, $z_1$ varies with the size and the curvature, following:

$$z_1 = \begin{cases} 4 \times (1 - 0.75 / K) & \text{for convex surface} \\ 4 \times (1 + 0.75 / K) & \text{for concave surface} \end{cases}$$  \hspace{1cm} (3)$$

where $K$ is the dimensionless form of radius of a nanowire or nanosphere that will be discussed later.
Based on BOLS consideration, the physical measurable quantities of a nanosolid containing \( N \) atoms with dimension \( K \), can be expressed as \( Q(K) \) as:

\[
\begin{align*}
Q(\infty) &= N/q_0 \\
Q(K) &= Nq_0 - \sum_{i=1}^{i=3} N_i \times (q_i - q_0)
\end{align*}
\]  

(4)

where \( q_0 \) and \( q_i \) correspond to the local density of measurable quantity \( Q \) inside the bulk and the region of the \( i \)th atomic layer, respectively. \( Q(\infty) \) is the measurable quantity for the same sample without considering the effect of CN-imperfection or a measurable quantity for the corresponding bulk sample. Hence the relative change of size dependent quantity \( Q(K) \) with respect to \( Q(\infty) \) can be derived based on core-shell configuration and scaling relation, following:

\[
\Delta Q(K) = \frac{Q(K) - Q(\infty)}{Q(\infty)} = \sum_{i=1}^{i=3} \gamma_i (q_i / q_0 - 1) = \sum_{i=1}^{i=3} \gamma_i \Delta q_i / q_0
\]  

(5)

\( \gamma_i \) is the weighting factor, whose value is defined as the volume ratio between the \( i \)th atomic layer and the entire sample:

\[
\gamma_i = \begin{cases} 
\frac{A_i \times d_i}{A \times d_0} = c_i & \text{Thin plate} \\
\frac{A \times H}{2\pi R \times d_i \times l} = \frac{2c_i}{K} & \text{Nanowire or nanorod} \\
\frac{4\pi R^2 \times d_i}{\frac{4}{3}\pi R^3} = \frac{3c_i}{K} & \text{Sphere}
\end{cases}
\]  

(6)

or \( \gamma_i = \frac{\tau c_i}{K} \)  

(7)

where \( A \), \( L \), and \( R \) are the surface area, length, and radius of thin plate, nanowire/nanorod, and sphere, respectively. \( K \) is the dimensionless form of size, which is defined as the number of atomic layers along the radius of a sphere or across the thin plate: \( K = R/d_0 \) or \( H/d_0 \). \( \tau \) in Eq. (7) is the dynamic dimensionality (\( \tau = 1 \) for thin plate or monatomic chain; \( \tau = 2 \) for nanowire or nanorod; \( \tau = 3 \) for spherical dot).
nanostructure, when $K$ approaches 3, only surface layers with under coordinated atoms remain. When $K = 1$, on the other hand, the nanostructure under consideration will become a thin plate, a monatomic chain, and an isolated atom when $\tau = 1$, 2, and 3, respectively. The weighting factor, $\gamma_i$, represents the geometrical contribution from dimension ($K$) and dynamic dimensionality ($\tau$) of the solid, which determines the magnitude of the relative change with size reduction.

Figure 3 illustrates the derivation of the weighting factor $\gamma_i$ for (a) thin plate (b) nanowire/nanorod, and (c) nanosphere.

Figure 3 Illustration of the weighting factor $\gamma_i$ of a (a) thin plate (b) nanowire/nanorod, and (c) nanosphere
Chapter 2 Principles

The quantity $\Delta q/q_0$ in the surface skin originates the change of various measurable quantities, which depends functionally on temperature, pressure, and bond nature. As the size of the structure reduces, the volume ratio of surface atoms increases and these surface atoms will have great influence on the overall material properties. This is also demonstrated in deriving the size dependence of mechanical [41], electrical [29] and thermal properties [30] of nanostructures.

2.2 Local bond average (LBA) approximation

2.2.1 Limitations of classical and quantum approaches

As stated earlier, both classical and quantum approaches face difficulties in describing the variation of material properties observed in experiments.

For instances, the statistics in classical approach must be conducted over a large number of atoms $N$, with a standard deviation that is proportional to $N^{-1/2}$, where $N$ is the total number of atoms in the system. In nanometer scale, the quantities such as entropy, volume, surface energy, and chemical potential of a particular element remain no longer constants but vary with solid size.

Quantum approaches are facing problems with boundary condition, which is a key component in nanoscience study. The periodic boundary condition is distorted in the surface region because of additional trapping centers created by contracted surface bonds. Furthermore, for compound materials, such as nitrides or an oxides, interactions in bonding, nonbonding (lone pair), and antibonding (dipole) are involved with rather anisotropic nature at the atomic level. During reaction, atomic positions change
collectively and the atomic valence varies dynamically associated with charge polarization and repopulation. Describing the anisotropic and dynamic bonding interactions in a small sample with the effect of skin trapping using averaged interatomic potentials and the periodic boundary conditions in quantum mechanics approach may not represent the true situation. Recent progress by extending the BOLS correlation mechanism to temperature domain shows that the difficulties could be solvable by considering the interatomic bond formation, dissociation, relaxation, and vibration, together with the associated energetic response of the corresponding atoms and electrons and their impact on the detectable quantities.

A bulky solid is formed by numerous atoms with bonds connecting one with another. The involvement of interatomic bonding makes the solid perform differently from its individual isolated atoms. For a given specimen no matter whether it is crystal, non-crystal, with or without defects or involving impurities, the nature and the total number of the atomic bonds do not change with external stimulus (such as temperature and pressure) unless there is a phase transition. Nevertheless, the length and strength of all involved bonds will response to the applied stimulus and react on the measurable quantities. Moreover, the changes in length and strength of all involved bonds with application of the external stimulus will directly relate to the changes of measurable quantities. Therefore, one only needs to focus on the effect of external stimulus on the length and strength of the corresponding representative bonds or their average in order to predict the performance of the entire specimen or difference sites of the specimen with the applied external stimulus. In another word, once the relation between the
measurable quantities under consideration and the bonding identity (bond length, strength, nature) of the representative bonds is established, we can predict the change of measurable quantities under external stimulus. This is the core idea of local bond average (LBA) approximation.

This LBA approach may represent the true situations of a specimen. Compared with the measurements and numerical computations, the LBA approach could distinguish the behavior of local bonds at different sites. The LBA approach is substantially similar to the volume partitioning approximation implemented by Delph and his co-workers [42, 43] who have opened a way in improving the calculation of such local quantities through volume partitioning and showed that volume averaging has been the correct way to obtain physically meaningful stress and elastic properties of complex microstructures. They examined the problem of deriving the absolute values of local stress and associated elastic constants for a region containing a fixed number of atoms that is part of a large body. By means of an expansion of the local interatomic potential energy, they derived expressions for the local second Piola-Kirchhoff stress. With this approach, they have obtained good agreement with the suitably averaged continuum solutions in the far-field regime.

Unlike the volume partition approximation, the LBA approach seeks for the ratio of a quantity with the applied external stimulus against the already known standard value. It focuses merely on the performance of the local representative bonds disregarding the number of bonds in the given specimen or in the specified location. The presence of broken bonds, defects, impurities, or the non-crystallinity will affect the reference
values of concern rather the nature of observations. Contribution from long-order interaction or the high-order coordinates can be simplified by folding them into the bonds between the nearest neighbors.

2.2.2 Mathematical expressions for LBA approximation

The mathematical expression for LBA approximation is given such that any detectable quantity \( Q \) can be expressed as a function of bond identities (bond length \( d \), bond strength \( E \), bond nature \( m \), and atomic coordination number \( z \)) of the representative bond, i.e.

\[
Q = f(d_i, E_i, m, z_i)
\]  

(8)

In temperature domain, the bond nature and atomic coordination number (CN) remains constant unless phase transition happens; however, the bond length and bond strength are temperature dependent and follows:

\[
E_{m}(T) = E_{m}(0) - \int_{0}^{T} \eta(t) dt
= \begin{cases} 
\eta_2 + \int_{0}^{T} \eta_0(t) dt, & (T \leq \theta_d) \\
\eta_2 + \eta_0(T_{mi} - T) & (else)
\end{cases}
\]

(9)

\[
d_i(T) = d_i \left[ 1 + \int_{0}^{T} \alpha_i(t) dt \right]
\]

The subscript \( i \) is the same as in Eq. (1), which refers to the \( i \)th atomic counting from outmost layer to the center of the bulk. \( \eta_i \) is the specific heat per bond, which follows the universal relationship for the temperature dependence of the specific heat for most bulk materials \( C_V \). Here \( C_V \) is the specific heat per atom, which is assumed to follow the Debye model,

\[
C_V(T) = \frac{9R}{N_i \theta_D^2} \int_{0}^{\theta_D / T} x^4 \exp(x) \left[ \exp(x) - 1 \right] dx
\]  

(10)
or Einstein model, \( C_v(T) = \frac{3R}{N_A}(\theta_E / T)^3 \cdot \exp(\theta_E / T) / [\exp(\theta_E / T) - 1] \) \(^\text{(11)}\)

where \( \theta_D \) and \( \theta_E \) are the Debye and Einstein temperature, respectively. \( N_A \) is the Avogadro’s constant, \( R \) is the gas constant, and \( x = \hbar \omega / k_B T \). There is no substantial difference between the Debye’s and Einstein’s approximation of the specific heat numerically \(^{[44]}\). Both Debye’s model and Einstein’s model match each other very well at high temperature. It is therefore acceptable to assume the Debye approximation as Debye’s approximation gives better fitting to experimental observation at very low temperature and there exists no better alternatives. The Debye approximation will be used in subsequent discussions. The integration of the specific heat gives the specific internal energy, which rises with the temperature due to the thermally excited lattice vibration in all possible phonon modes and is expressed as:

\[
U(T / \theta_D) = \int_0^T C_v(t)dt = \frac{9RT}{N_A \theta_D} \left( \frac{T}{\theta_D} \right)^3 \int_{\theta_D/T}^\infty x^3 dx / e^x - 1
\] \(^\text{(12)}\)

Figure 4 illustrates the temperature dependence of the specific heat \( C_v \) per atom (in unit of gas constant \( R \)) and the specific internal energy (the integration of specific heat with respect to temperature \( T \), also in unit of \( R \)). It can be seen from Figure 4 that there are two sections in the \( U \) vs \( T \) curve. In high temperature range, especially when \( T > \theta_D \), the integration of the specific internal energy increases almost linearly with temperature. This is due to the fact that the specific heat is almost a constant value in this temperature range; meanwhile in low temperature region, the specific internal energy is nonlinearly dependent on temperature and is observed to be proportional to \( T^4 \). The non-linearity and value at high temperature range highly depends on the Debye temperature \( \theta_D \).
which dictates the transition range from nonlinear portion to linear portion.

Figure 4 Illustration of the temperature dependence of the reduced specific heat (inset) and specific internal energy

To obtain the specific heat per bond, \( \eta_1 \), and the specific internal energy per bond, one only needs to divide Eqs. (10) and (12) by the number of bonds connecting the atom in concern or we have Eq. (13) following Debye’s model:

\[
\eta_1(T/\theta_D) = \frac{C_v(T/\theta_D)}{zN_d} = \frac{9R}{zN_d} \left( \frac{T}{\theta_D} \right)^3 \int_0^{\theta_0/\theta_D} x^4 \exp(x) (e^x - 1) dx
\]

\[
u(T/\theta_D) = \frac{U(T/\theta_D)}{zN_d} = \int_0^{T/\theta_D} C_v(x) dx = \frac{9RT}{z} \left( \frac{T}{\theta_D} \right)^3 \int_0^{\theta_0/\theta_D} x^3 dx \left( e^x - 1 \right)
\]

In the concept of LBA approximation, one only needs to establish the relationship between the material quantities and the bonding identities of the repetitive bond in order to predict the material properties under external stimulus. Furthermore, this concept can also be extended to various other states, such as end states, defects states, impurity states, or interface states once the representative bonds is specified.
2.3 Summary

We have discussed the effect of atomic CN imperfection and its consequence on the bond length contraction and bond strength gain. Additional depressed surface potential well trapping near under coordinated sites has also been discussed following BOLS correlation. An extension of BOLS correlation to LBA approach allows us to study the entire specimen and a special location of a specimen by simply considering a representative bond and the response of this representative bond to the external stimulus. The mathematical expression for BOLS correlation and LBA approximation are presented, which will be applied in the following sections to study the size and temperature effects on various material properties towards consistent understanding of the physical insight of the size and temperature dependence of material properties as well as predictable design in current material science and technology.
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3.1 Definition and measurement methods

In solid mechanics, Young’s modulus ($Y$) is defined as a measure of the stiffness of a given material, which indicates the rate of change of stress with respect to strain in elastic region. It is also known as modulus of elasticity or elastic modulus. The Young’s modulus provides a way to predict the behavior of a material under external loads. For instance, it can be used to predict the amount that the specimen will extend under external tensile load, or to predict how much deformation will happen to the specimen under compression. Its SI unit is pascal ($1 \text{Pa} \equiv 1 \text{N/m}^2$), while the practical units are MPa or GPa. Young’s modulus is one of the key elementary parameters in material science and engineering design. It is of fundamental significance not only to the mechanical behaviors, but also to the processes such as electron-phonon coupling, phonon-photon interaction, and phonon transport. Recently, many nanoscaled mechanical devices, such as nanoelectro mechanical systems (NEMS) including high-frequency oscillators and filters [45, 46], nanosensors [47] have been proposed.

According to the definition of Young’s modulus, it can be calculated by dividing the tensile stress by the tensile strain, or in mathematical expression:

$$Y = \frac{\text{tensile stress}}{\text{tensile strain}}$$

(14)

Traditionally, for bulk solid, the Young’s modulus measurement is conducted by applying an already known load to a well-characterized test instrument. Then from the deformation profile, the Young’s modulus is calculated by putting stress and strain data
into Eq. (14). Some testing methods are codified by American Society for Testing and Materials (ASTM).

However, in micrometer/nanometer scale, the direct measurement of load vs deformation profile is not that straightforward and requires many sophisticated measurement techniques. The efforts to characterize small-scale mechanical properties of a material are driven by the need of reliably predicting the performance of such small scaled devices and also to develop detailed and accurate hierarchical models of the elastic behavior of complex, multi-component structural materials when the dimension and internal microstructural features are greatly reduced [48]. Similar to the measurement of Young’s modulus for bulk material, the precise measurement in micro and nano scale is highly dependent on the accuracy in monitoring the applied force, stress and strain. The measurement of elastic properties requires sophisticated techniques and has been intensively studied recently. There has already been many good review works on various testing techniques of mechanical behavior of microscaled materials with the purpose of providing certain design and selection guideline for the measurement [48-53]. Han et al [53] provided a comprehensive review on the methodological development and technical applications of \textit{in situ} microscopy, in investigating the elastic property of nanomaterial. These \textit{in situ} microscopy include transmission electron microscopy (TEM) based tensile tester [54, 55], atomic force microscopy (AFM) based cantilever [56], nanoindenter [57-59], three-point bending tester [60] and scanning electron microscopy (SEM). Comparatively, the methods of surface acoustic waves (SAWs) [61, 62], ultrasonic
waves, field-induced oscillations, and atomic force acoustic microscopy (AFAM) [63, 64] could minimize the artifacts because of their nondestructive nature. Srikar and Spearing [50] detailed studied and compared various microscale and nanoscale mechanical test techniques, including microtension test, axisymmetric plate bend test, microbeam bend test, M-test, fabrication of passive strain sensors, and Raman spectroscopy. Besides nanoindentation methods [65, 66], scanning force microscope (SFM) [67], and bulge testing [68-72] are also well applied in small scale.

The mechanical measuring techniques in micro and nano scale have been intensively studied and greatly developed in the past few decades. Meanwhile, the operation environment of the device or structure under concern, such as the internal temperature, may vary from time to time, which also requires special attention in device design and fabrication.

3.2 Temperature dependent Young’s modulus

The structures or devices are usually operated at different temperatures from their fabrication condition, and the operation temperature may also change from time to time. Hence, understanding of the thermally-induced mechanical behavior is also of fundamental importance to the material science and device design. Generally, it has been observed that the temperature dependent Young’s modulus or the $Y$ vs $T$ curve follows [71-78]: (i) it decreases with increasing temperature monotonically; (ii) it approaches a constant value when $T$ approaches absolute zero with near zero slope; (iii) it has a negative slope at high temperature; and (iv) it has almost linear behavior at high
temperature.

The temperature-induced softening of substances has been widely seen for both organic and inorganic specimens regardless of the sample size. Various experiments and simulations in temperature domain have been conducted and confirmed the observations. For instance, when testing temperature was raised, the mechanical strength was reduced, such as in the cases of nanograin Al films [73] and nanograin diamond films [74]. At higher temperatures, the bending stiffness and the apparent Young's modulus of the diamond beams were drastically reduced to one third of the initial value before fracture. The flexural strength and the modulus of the hydrosilylated and condensed curable silicone resins were also decreased when the testing temperature was increased [75]. The yield stress of Mg nanosolid [76] of a given size dropped when the temperature was increased. An atomic-scale simulation [77] suggested that the material became softer in both the elastic and the plastic regimes as the operating temperature was raised. When measured at 200 °C, the strength of the 300-nm-sized Cu nanograins was lowered by 15% compared with that in room temperature and the ductility increased substantially [78]. The biaxial Young’s modulus of Si(111) and Si(100) dropped linearly when T was increased [79]. The Young’s modulus of the TiN/MoxC multilayer films increased with the decrease of the modulation period and dropped when the temperature raised from 100 to 400 °C [80]. The Young’s modulus of α-Pu at 0 K was 1.303 times the value of α-Pu at room temperature [81]. An MD investigation suggested that the longitudinal Young’s modulus and the shear modulus for both armchair and zigzag nanotubes changed in
different trends over the temperature range of 300 - 1200 K. Y value dropped while the shear modulus increased as temperature increased [82]. Also, detailed examinations have shown that the measured Y values dropped nonlinearly at very low temperatures and then followed a linear relation at higher temperatures [83]. When the operation temperature increased from room temperature to 400 °C, the ductility of the ultrafine-grained FeCo$_2$V samples of 100-290 nm size increased from 3 - 13% to 22% [84].

As discussed above, the thermally induced softening of the elastic strength has been well observed in many experiments; however, the mechanism behind is still not clear enough. In the following session, theoretical consideration and reproduction of temperature dependent Young’s modulus will be discussed.

3.2.1 Modeling consideration

The temperature induced change of Young’s modulus has been studied in early decades. It is believed to be caused by the anharmonic effect of the lattice vibration. Born and Huang [85] showed that at sufficient low temperature, the elastic constant was proportional to $T^4$ that satisfied the third law of thermodynamics, and that the derivative of the elastic constant with respect to temperature must approach zero as $T$ approaching absolute zero degree. Wachtman et al., firstly, proposed a semiempirical formula with Boltzmann factor exp (-$T_0/T$), to demonstrate the temperature dependent Young’s modulus [86]:

$$Y(T) = Y_0 - bT \exp\left(- \frac{T_0}{T}\right)$$  \hspace{1cm} (15)
where \( Y(T) \) is the Young’s modulus at temperature \( T \), and \( Y_0 \) is the Young’s modulus at absolute 0 K. \( b \) and \( T_0 \) are arbitrary constants. At high temperature, that is when \( T \gg T_0 \), the Boltzmann factor \( \exp(-T_0/T) \) tends to a unit. Then Eq. (15) can be simplified as \( Y(T) \approx Y_0 - bT \), which demonstrates a linear dependence of \( Y \) on \( T \). At absolute 0 K, the Young’s modulus in Eq. (15) approaches a constant value \( Y_0 \), which is consistent with experimental observations. Wachtman et al. have obtained well fitting to experimental data of several oxides, such as Al\(_2\)O\(_3\), MgO, and ThO\(_2\) [86] and some nitrides, such as AlN, MgSiN\(_2\), and Si\(_3\)N\(_4\) [87].

Later on, Anderson [88] and Nandanpawar [89] tried to justify Wachtman’s equation and to relate the arbitrary constants to Grüneisen constant and Debye temperature. Anderson attempted to interpret Wachtman’s exponential from Grüneisen parameter, such that:

\[
\frac{b}{V_0} = \frac{3R\gamma\delta}{V_0}
\]

In which, \( R \) is the gas constant, \( V_0 \) is the specific volume per “average” atom at 0 K, \( \gamma \) is the Grüneisen parameter, which is defined in terms of the thermal properties, following:

\[
\gamma = -\frac{V(\partial V / \partial T)_p}{C_p(\partial V / \partial P)_S} = \alpha_v V B_S / C_p
\]

and \( \delta \) is another important physical constant defined as:

\[
\delta = -(1 / \alpha) (\partial \ln B_S / \partial T)_p
\]

Both \( \gamma \) and \( \delta \) are assumed to be temperature independent by Anderson. \( \alpha_v \) is the volume thermal expansion coefficient and \( B_S \) is adiabatic bulk modulus. The detailed derivation of Wachtman’s equation starting from Mie-Grüneisen equation of state, can be found from Ref [88] and [89]. The temperature dependent bulk modulus from Anderson [88]
Chapter 3 Elastic behavior

and Nandanpawar [89] can be expressed as:

$$B_S(T) = B_{s0} - \gamma \delta / V_0 \times E$$  \hspace{1cm} (19)$$

where $E$ is the internal thermal energy. Using the Debye approximation for the $E$, the thermal energy for one mole atoms is given as:

$$E(\theta / T) = 3RT \times H(T / \theta_D)$$

with 

$$H(T / \theta_D) = 3(T / \theta_D)^{3} \int_{0}^{\theta_D / T} \frac{x^3 dx}{e^x - 1} \hspace{1cm} (20)$$

which actually is specific internal energy in Eq. (12). Eq. (19) is derived for adiabatic bulk modulus $B_S$ in Anderson’s approach. However, the bulk modulus and Young’s modulus satisfy $Y / B_S = 3(1 - 2\nu)$, where $\nu$ denotes the Poisson constant. For small and nearly constant $\nu$, $d\nu / dT \ll 1$, and the bulk modulus can be replaced by the Young’s modulus where $B_S = 1 / 3Y$. Thus Eq. (19) is also valid for Young’s modulus. Compared with Wachtman’s model, it is easy to get that:

$$b = R\gamma \delta / V_0 \text{ and } T_0 \approx \theta_D / 2$$  \hspace{1cm} (21)$$

Lakkad obtained similar form of temperature dependent Young’s modulus as Anderson [90]. He assumed that the vibrating mass points formed linear chains and the oscillation was anharmonic. By solving the Hamiltonian of 1D anharmonic oscillation subjected to stress field, the mean position of the mass points and hence the averaged effective strain over the entire frequency spectrum could be obtain. Following the definition of Young’s modulus, he confirmed Anderson’s expression.

3.2.2 LBA approximation

From LBA approximation, on the other hand, in order to predict the general trend of
temperature dependent Young’s modulus, we only need to establish the functional relationship between Young’s modulus and the bonding identities \((z_i, d_i, m_i, E_i)\) of the reprehensive bond.

The surface stress \(P\) and the Young’s modulus \(Y\) can be derived from the Lennard-Jones potential in Eq. (2), such that:

\[
\begin{align*}
P &= \left. \frac{\partial u(r)}{\partial V} \right|_{r=d} \propto \frac{E_b}{d^3} \\
Y &= \left. V \frac{\partial P}{\partial V} - V \frac{\partial^2 u(r)}{\partial V^2} \right|_{r=d} \propto \frac{E_b}{d^3}
\end{align*}
\]

where \(u(r)\) is the pairing potential and \(V\) is the volume. Eq. (22) indicates that: the surface stress \((P)\) corresponds to the first order differential of the binding energy with respect to volume. It reflects the internal energy response to volume change. Meanwhile, Young’s modulus \((Y)\) is the second order differential of the binding energy with respect to volume and is also proportional to binding energy per unit volume from the perspective of dimension. Hence, Young’s modulus and the surface stress share the same dimension and the same functional dependence on bonding identities.

Extending Eq. (22) to temperature domain, by considering the temperature dependent bond length and bond energy in Eq. (9), it is easy to get the following relationship for the temperature dependence of Young’s modulus:

\[
\frac{Y(T)}{Y_0} = \left(1 + \int_0^T \alpha(t) dt\right)^{-3} \left(1 - \frac{\int_0^T C_V(t) dt}{E_b(0)}\right)
\]

where \(Y_0\) is the reference Young’s modulus at 0 K, \(\alpha(t)\) is the temperature dependent thermal expansion coefficient; \(E_b(0)\) is the atomic bonding energy at 0 K; \(C_V(T)\) is the
specific heat which follows Debye’s model of specific heat indicated in Eq. (10). Its
integration from 0 K to T gives the specific internal energy following Eq. (11). Eq. (23)
is the same as the expression given in Anderson’s model, Eq. (20), except the
involvement of temperature induced lattice expansion in Eq. (23). Therefore, we have
reconfirmed Anderson’s expression from the atomistic bonding perspective, while the
thermal expansion upon temperature rise must also be included in the calculation.

In high temperature range (general refers to $T \gg \theta_D$), the specific heat $C_V$ can be
considered as a constant, approaching $3R$ according to Dulong-Petit law. The thermal
expansion coefficient $\alpha$ is normally in a range of $10^{-6}$, and hence $\int_0^T \alpha(t) \, dt \sim 10^{-3}$ and
varies very little with temperature. Therefore, Eq. (23) can be approximated as:

$$ Y(T) = A Y_0 (1 - 3RT / E_B(0)) = A Y_0 - B_1 \times T $$

(24)

where $A = (1 + \int_0^T \alpha(t) \, dt)^{-3}$ is almost a constant, and $B_1 = 3A R Y_0 / E_B(0)$ is also a constant;
therefore, the temperature dependent Young’s modulus can be simplified as:

$$ Y(T) = \text{Const1} + \text{Const2} \times T, $$

It shows that the Young’s modulus is having a linear relationship with temperature at
very high temperature. When the temperature of consideration approaches absolute
zero, the specific heat follows: $C_V \cong \frac{12R \pi^4}{5} \left( T / \theta_D \right)^3$, and the thermal expansion effect
approaches zero ($\int_0^T \alpha(t) \, dt \sim 0$). Therefore Eq. (23) can be rewritten as:

$$ Y(T) = Y_0 \left( 1 - \frac{3R \pi^4}{E_B(0) \theta_D^3} \times T^4 \right) = Y_0 - B_2 \times T^4 $$

(25)

When $T$ approaches 0 K, $Y(T)$ approaches a constant $Y_0$, and the slope of $Y-T$ curve is
also zero, which are consistent with experimental observations. Furthermore, the
relative change of elastic constant is proportional to \( T^4 \) satisfies the discussion in Ref [85]. As a conclusion, Eq. (23) satisfies the characteristics (i) to (iv) of \( Y \) vs \( T \) curve discussed in earlier paragraph.

In Eq. (23), \( E_{\theta}(0) \) is the only fitting parameter, which is defined as the atomic cohesive energy, the energy required to completely free an atom from the bulk site as earlier discussed. To calculate the temperature dependent Young’s modulus, first of all, the \( Y \) vs \( T \) relation in high temperature range is considered. In this temperature range, the slope \( B_1 \) (in Eq. (24)) of \( Y-T \) curve can be easily obtained from experimental data, and therefore the atomic cohesive energy \( E_{\theta}(0) = 3RY_0/B_1 \) can be roughly estimated. This estimated \( E_{\theta}(0) \) is used then as an initial guess in the iteration of refinement and it can be further refined by carefully fitting the experimental data at the whole temperature range together with the consideration of the \( T \)-dependent thermal expansion coefficient. The Debye temperature, \( \theta_D \), and temperature dependent thermal expansion coefficient, \( \alpha(T) \), are taken as the known data from literature.

Figure 5 shows agreement between LBA predictions and the measured temperature dependence of Young’s modulus for various materials. The solid lines correspond to LBA predictions, and the scattered symbols represent experimental data in literature, for example (a) group IV elements, (Si, Ge, and diamond), (b) metals (Ag, Au, and Pu), and (c) nitrides (AlN, GaN, and Si₃N₄) and oxides Al₂O₃. The experimental source data and derived atomic cohesive energy at 0 K, \( E_{\theta}(0) \), from Figure 5 are listed in Table I. Besides, the cohesive energy of some elementary samples from Kittel [91] are also listed in Table I for comparison.
Figure 5 Agreement between predictions and the measured temperature dependence of the relative change Young’s modulus of (a) Group IV elements (b) metals and (c)
nitrides and Al$_2$O$_3$.

Table I List of experimental data source, cohesive energy derived from Figure 5, and cohesive energy of some elementary samples from Kittel.

<table>
<thead>
<tr>
<th>Materials</th>
<th>Exp Data Source</th>
<th>$E_h(0)$ (eV)</th>
<th>Kittel (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si</td>
<td>[92]</td>
<td>4.33</td>
<td>4.63</td>
</tr>
<tr>
<td>Ge</td>
<td>[93]</td>
<td>2.65</td>
<td>3.85</td>
</tr>
<tr>
<td>Diamond</td>
<td>[94]</td>
<td>5.71</td>
<td>7.37</td>
</tr>
<tr>
<td>Pu</td>
<td>[81]</td>
<td>0.314</td>
<td>6.74</td>
</tr>
<tr>
<td>Ag</td>
<td>[95]</td>
<td>1.137</td>
<td>2.95</td>
</tr>
<tr>
<td>Au</td>
<td>[95]</td>
<td>1.633</td>
<td>3.81</td>
</tr>
<tr>
<td>AlN</td>
<td>[96]</td>
<td>5.327</td>
<td>-</td>
</tr>
<tr>
<td>GaN</td>
<td>[97]</td>
<td>6.348</td>
<td>-</td>
</tr>
<tr>
<td>Si$_3$N$_4$</td>
<td>[87]</td>
<td>12.36</td>
<td>-</td>
</tr>
<tr>
<td>Al$_2$O$_3$</td>
<td>[86]</td>
<td>3.90</td>
<td>-</td>
</tr>
</tbody>
</table>

3.3 Size dependent Young’s modulus

Traditionally, the Young’s modulus of a bulk material is deemed as a constant and is independent of the size and the shape of the structure at a given temperature [83]. However, upon structural miniaturization into nanometer regime, the Young’s modulus is no longer a constant but changes with the size and shape of the solid. Experimental
observations have revealed surprisingly that the $Y$-value changes in three different trends: elevation, depression, or retention as the solid size is reduced. For inorganic nanomaterials with higher $T_m$, the modulus was often observed to increase at ambient temperature when the solid size is decreased, such as observed from Si nanospheres [98], Ag nanowires [99], quartz crystal oscillators [100], Si$_3$N$_4$ nanobelts [101], TiCrN and TiAlN surfaces [102], Al and Si nanobelts [103], ZnO nanowires [104], and nanobelts [105]. However, an opposite trend in the (0001) oriented ZnO nanobelts/wires showed lowered modulus varying from $29 \pm 8$ [106] to $38\text{--}100$ GPa [107, 108], comparing with that of the bulk ZnO at $140$ GPa. The Young’s modulus of Ag and Pb nanowires with diameter of 30 nm was observed to be approximately twice the Young’s modulus of bulk materials using resonant-contact atomic force microscopy (AFM) measurement [109], while for large diameters (> 70 nm for Ag, and >100 nm for Pb), the measured Young’s modulus were almost independent of size and were close to the bulk values reported in the literature. Same results were observed for polypyrrole nanotubes [110, 111]. A study using atomistic combined microscopy of high-resolution TEM/scanning probe microscopy reported that the value of Young’s modulus increased to $18\pm2$ GPa for a 10-nm Si $<100>$ nanowire [112]; however, the value of $Y$ of Si [85] wires were found to be bulk like [113]. An atomic force acoustic microscopy (AFAM) measurement [114] has revealed that the modulus of nanocrystallined Ni films of 50 - 800 nm thick was lower than the bulk value. An AFM measurement in room temperature [115] has revealed that the local Young’s modulus of organic thin films that can evaporate at $\sim450$ K decreased with sizes. The moduli of Cr [116] and Si [117]
nanocantilevers and ZnS [118] nanobelts were also measured to decrease sharply with decreasing diameters. The Yong’s modulus $Y$ of $\alpha$ quartz was calculated to be decreasing with decreasing size at 10 and 300K [119]. Furthermore, Haque and Saif [120] reported a 30% decrease of the elastic modulus for thin Au films with grain size of 15 nm, while films with 75 nm grain size yielded approximately the same elastic modulus as bulk Au. In contrast, amorphous Si [121], Au [122] and Ag [122] nanowires show no apparent change with size if we count out the scattered error bars in measurement. Therefore, it can be concluded that in most cases, the measured Young’s modulus increases with decreasing size, but in certain cases, even for the same material such as Ni, Ag, ZnO, and Si, the value of $Y$ may decrease or remain unchanged with decreasing size, depending on the experimental techniques and operation conditions.

In consideration of the high demand on nanoscaled materials, the process of design and fabrication of these devices and structures is extremely challenging. New techniques for synthesis, characterization, integration, as well as theoretical modeling are urgently needed.

3.3.1 Modeling consideration

Besides various new measurement means [52-55, 58, 70, 135-138], some theoretical models have been proposed to predict the shape and size effect on Young’s modulus [119, 123, 124]. The elastic property of nanosized structures is expected to be size dependent because of the increase of surface to volume ratio [103, 125, 126]. This argument was emphasized through computer simulations using atomistic techniques on
\( \alpha \) quartz [119] with empirical three body potential used by Nakano et al. [127]. In their model, the authors assumed a core-shell structure with bulk modulus \( Y_B \) for core region and a difference value of Young’s modulus \( Y_S \) for surface skin:

\[
Y = Y_B \left( \frac{A_B}{A_{\text{Tot}}} \right) + Y_S \left( \frac{A_S}{A_{\text{Tot}}} \right) \tag{26}
\]

where \( A \) refers to cross-sectional area, and subscripts \( B, S, \) and \( \text{Tot} \) refer to bulk, surface, and total, respectively. The sum of \( A_B \) and \( A_S \), of course, must equal to \( A_{\text{Tot}} \). Besides the effect of surface to volume ratio, the edge to volume ratio was also considered as one of contributor to size dependent change of Young’s modulus [119]. Therefore, Broughton et al. modified Eq. (26) by adding one additional term as shown in Eq. (27), where the subscript \( C \) corresponds to corner, or edge.

\[
Y = Y_B \left( \frac{A_B}{A_{\text{Tot}}} \right) + Y_S \left( \frac{A_S}{A_{\text{Tot}}} \right) + Y_C \left( \frac{A_C}{A_{\text{Tot}}} \right) \tag{27}
\]

In both equations, a surface skin depth 10 Å is chosen in the simulation. This core-shell structure is frequently applied in describing size dependent Young’s modulus. For instance, in studying the size effect on Young’s modulus for ZnO nanowires, Chen et al. defined that the effective flexural rigidity of ZnO nanowires follows [104]:

\[
YI = Y_B I_B + Y_S I_S \tag{28}
\]

The subscripts \( B, \) and \( S \) have the same meaning as in Eq. (26). \( I_B \) and \( I_S \) are the moment of inertia of the core and shell region, respectively. Hence for nanowires, the size dependent Young’s modulus follows:

\[
Y = Y_B \left[ 1 + 8 \left( \frac{E_S}{E_0} - 1 \right) \left( \frac{r_s}{D} - 3 \frac{r_s^2}{D^3} + 4 \frac{r_s^3}{D^5} - 2 \frac{r_s^4}{D^7} \right) \right] \tag{29}
\]

where \( D \) is the nanowire diameter, and \( r_s \) is the shell or skin depth, which is estimated to
be 4.4 nm in their model, which is 4.4 times larger than that in Broughton’s simulation.

Another study suggested that the size dependency of Young’s modulus was contributed by the nonlinear response of the nanowire core and the surface elasticity modification resulting from surface stress [123]. The authors performed molecular static simulations for square cross-sectional copper nanowires with side length ranging from 1.2 to 14.0 nm. The core-shell structure was applied in the simulation, for which the shell layer includes surfaces as well as edges whose elastic properties deviated significantly from that of the corresponding bulk. This calculation provided an atomic insight into the surface and edge effects. However, the empirical potential applied is still a debatable point, since in multicomponent systems the empirical potential is either not available or not trustable.

With this in concern, Lee and Rudd [124] applied first principle quantum elastics to study the size dependent Young’s modulus of hydrogen-passivated Si <001> nanowires based on density function theory (DFT) to predict the mechanical behavior of nanoscaled structures. This first principle calculation does not rely on any empirical potential as required in continuum model and classical atomic calculations. Instead, it is done by solving the quantum mechanical Kohn-Sham equation. In their approach, the Young’s modulus was defined as the second derivative of the DFT total energy with respect to the applied longitudinal strain divided by the volume. They have concluded that the Young’s modulus became softer monotonically from the bulk value with decreasing size and roughly proportional to the surface area to volume ratio. However, this method is very time consuming and requires a lot of CPU time.
3.3.2 BOLS consideration

With the LBA and the BOLS in mind, and taking the core-shell configuration of a nanosolid into consideration, we are able to reproduce the observed trends and hence clarify the long-standing discrepancy in observations. From Eq. (22), the Young’s modulus is related to bond identities such as \( Y \propto \frac{E_b}{d^3} \). In the core-shell configuration, the bond nature \( (m) \), shape and size \( (\tau, K_j) \) dependence of the relative change of the \( Y \) can be obtained by summing the contribution over the outmost three atomic layers.

According to Eq (5), the local quantity \( q \) equals \( \frac{E_b}{d^3} \). If only size effect is considered, the relative change of Young’s modulus at extreme low temperature with respect to the bulk modulus can be expressed as:

\[
\frac{\Delta Y(K_j)}{Y(\infty)} = \sum_{i=1}^{i=3} Y_i \left( \frac{E_i}{E_b} \times \frac{d_j^3}{d_i^3} - 1 \right) = \sum_{j=1}^{j=3} \frac{\tau c_j}{K_j} \left( e^{-\left(\frac{m+3}{3}\right)} - 1 \right)
\]  

(30)

Note that Eq. (30) is valid at low temperature where the temperature effect is very small.

It is quite obvious from Eq. (30) that the local Young’s modulus in the first three layers is higher than that in the bulk region. In another word, in the core-shell model, the surface Young’s modulus is greater than its corresponding bulk modulus. Figure 6 gives the predicted size and shape dependent relative change of Young’s modulus. It can be seen that the Young’s modulus increases with decreasing size at low temperature, and the percentage of increase is more obvious for nanosphere because of its higher surface to volume ratio compared with thin plate and nanowire. In case of thin plate, the relative change of Young’s modulus is only about 1.5% when \( K \) increases to 65. Figure 7 gives one example of relative change of Young’s modulus for ZnO nanowires. The scatters are from experimental measurement [104].
As previously stated, the Young’s modulus may increase, decrease or even remain unchanged depending on the measuring techniques and measurement conditions. From previous sessions, it can be seen that the Young’s modulus decreases with increasing temperature of measurement, whereas it increases with decreasing size in nanometer regime when the temperature approaches absolute zero degree in nanometer regime. The individual effect of temperature or size on Young’s modulus has been well discussed in previous sessions; however, there are very few experimental or simulation
results available in literature to discuss combined effects of temperature and size on Young’s modulus. Here, by combining Eqs. (23) and (30), we have:

\[
\frac{q(i,T)}{q(b,0)} = \frac{Y(i,T)}{Y(x,0)} = \frac{E(i,T)}{E(x,T)} \times \left[ \frac{d(i,T)}{d_0} \right]
\]

\[
= \left( \int_{T}^{T_c} \eta_2(t) dt + \eta_{21} \right) \times c_i^{-3} \times (1 + \alpha T)^3
\]

\[
\approx \left( \frac{\eta_2(T_m - T) + \eta_{21}}{\eta_1(T_m - T) + \eta_2} \right) \times c_i^{-3} \times (1 + \alpha T)^3
\]

\[
\approx \left( 1 - \frac{T / z_{\alpha} c_{i}^{-m}}{T_m + \eta_{21}} \right) \times c_i^{-(1+\alpha)} \times (1 + \alpha T)^3
\]

\[
\frac{\Delta Y(K, T)}{Y(x,0)} = \sum_{i=1}^{\infty} \frac{\omega_i}{K} \left( \frac{\Delta d_i}{q} \right) = \sum_{i=1}^{\infty} \frac{\omega_i}{K} \left[ \left( 1 - \frac{T / z_{\alpha} c_{i}^{-m}}{T_m + \eta_{21}} \right) \times c_i^{-(1+\alpha)} \times (1 + \alpha T)^3 \right] - 1 \tag{31}
\]

Figure 8 shows one example of the predicted relative change of Young’s modulus in high temperature range, which includes both contribution from size and temperature. In this figure, a unit \( T_m, \theta_D = 0.3T_m \) are assumed for illustration purpose. It can be seen that the Young’s modulus may increase, decrease, or remain unchanged depending the combination of contradictory factors (size and temperature).
3.4 Summary

The experimental observed size and temperature dependence of elastic modulus has been discussed with the theoretical models proposed. A set of analytical expressions for the size, temperature, and bond nature dependence of the elastic modulus has been established in terms of bonding identities and their thermal dependency following BOLS correlation in size domain and LBA approximation in temperature domain. Consistency between the predictions and the experimental data has evidenced the validity of BOLS correlation and LBA approximation. Furthermore, the prediction to the experimental data shows that:

(a) The temperature dependent Young’s modulus decreases monotonically with increasing temperature. The Young’s modulus linearly depends on \( T \) in high temperature range, while changes non-linearly in low temperature range.

(b) The Young’s modulus increases with decreasing size when the temperature of measurement is in low temperature range.

(c) The Young’s modulus of a nanosolid may increase, decrease, or remain unchanged depending on the size, temperature of operation, and the nature of the bond involved. Therefore, it is not surprising to observe that the Young’s modulus change in different trends for different materials under different measurement conditions. It is suggested that one could not consider an individual parameter at a time without addressing the rest when discussing the mechanical and thermal properties of a material, especially for a small object.

(d) Agreement between observations and predictions of the \( T \)-dependent Young’s
modulus has allowed us to derive information about the atomic cohesive energy of an atom in the bulk, which goes beyond conventional theoretical and experimental approaches.
Chapter 4 Raman frequency shift

4.1 Definition and measurement methods

Studies of the vibronic properties of nanostructured materials are aimed at a better understanding of the fundamental physical properties of strongly confined electrons and phonons. Raman spectroscopy is one of the very efficient measuring techniques for the investigation of electron-phonon coupling (EPC) that is important for better understanding of the optical and electrical properties of nanostructures with confined electrons and phonons.

The vibronic behavior of nanoscaled materials has also been subject to intensive studies in the past few years. Raman Spectroscopy, first discovered in 1928 by Sir C.V. Raman, who won the Nobel Prize in Physics in 1930 [128, 129], is widely used to probe a material by visible light, near infrared or near ultraviolet source to obtain material vibronic information. Raman measurement was originally used as a method to identify organic solvents and compounds, which was accomplished by recognizing characteristic vibrations that correspond to different bonds in the material. The Raman scattering occurs when the incident monotonic light (photons) impinges on a molecule and interacts with the electron cloud of the bonds of that material. The scattering process then forms a kind of electronic or vibronic spectrum: intensity vs wavelength, or so called Raman spectrum. In classic view, the Raman scattering can be seen as a perturbation of the molecule electronic field by the incident photons, while in quantum mechanics, the Raman scattering process can be described as: an incident photon
excites one atom from its lower energy state into a virtual higher energy state, and then this atom relaxes from its virtual higher energy state to a vibrational excited state. There are two kinds of Raman scattering, one is called as Stokes Raman scattering and the other is called as anti-Stokes Raman scattering, which is shown in Figure 9. The difference between these two is whether the initially excited molecule is in grand state or in an elevated vibrational energy state. Normally, the Raman shift is described in unit of frequency (cm$^{-1}$)

![Energy level diagram for Raman scattering](image)

According to its definition, a typical Raman spectrometer is made up of three main parts: (i) A laser that generates coherent monochromatic light beam (visible, near infrared, or near ultraviolet); (ii) A collection device that collects the scattered photons and filters out unnecessary signals; (iii) A detector that detects the transmitted photos from the collection device and to record the intensity of the Raman signal at each wavelength in Raman spectrum. With these three main components in mind, several
Raman systems, such as Reinshaw Raman spectroscopy, have been well developed for Raman measurement. Meanwhile the combination with scanning probe microscopy, (e.g. AFM) and Raman spectroscopy provides a new tool in nanotechnology. Integration with additional equipments such as Linkham heating stage or diamond (or sapphire) anvils is commonly used to obtain temperature and pressure dependent Raman frequency shift. Alternatively, the temperature effect on Raman frequency shift can also be observed by modifying the incident laser power density, which creates local heating on the sample. However, this method is not used as often as the one using heating stage because the relationship between incident laser power density and local temperature cannot be that easily to be monitored.

Different frequency peaks can be observed in a Raman spectrum with different notations, such as G peak, E peak, and D peak, which correspond to different frequency modes that relate to the lattice vibration direction and manner according to group theory. Detailed discussions on the crystal structure (group theory) and Raman frequency will be presented later.

Today, as a sensitive, non-destructive, and fast measuring technique, Raman scattering has been widely used in optical characterization of solids such as lattice dynamics and electronic properties. Furthermore, Raman spectroscopy offers one major advantage for microscopic analysis: since it is a scattering technique, it is a non-destructive process and the specimens do not need to be fixed or sectioned.
4.2 Temperature dependent Raman frequency shift

The vibronic behavior of atoms with changing temperatures in a specimen is not only of fundamental significance to the processes such as electron-phonon coupling, phonon-photon interaction, and phonon transport, but also important to practical applications in the fields such as short wavelength light emitter, high temperature, high frequency, high power electronic and thermal devices [29, 146-148]. Generally, the Raman peaks shift to lower frequencies when the measurement temperature is increased. Typical samples who exhibit above mentioned behavior include group III-nitrides, like GaN [149-154], AlN [149, 155, 156], and InN [24, 130]; group IV elements, Si [158-162], Ge [160, 163-166], some carbon-based-materials (CBMs), like diamond [84, 167-172], graphite [131, 132], CNTs [175-182], and graphene [133, 134], as well as some other compounds, such as CdSe [135], ZnSe [143-145], ZnO [136]. The curve of Raman frequency shift vs $T$ is quite similar to $Y$ vs $T$ curve, such that: the thermally driven Raman frequency shift of the all frequency modes decreases monotonically with increasing temperature in the entire temperature range, and it decreases nonlinearly in low temperature range and approaches a constant value when temperature approaches absolute zero degree, and almost decreases linearly with increasing temperature in high temperature range.

4.2.1 Modeling consideration

Klemens [137] assumed that the Raman redshift is arisen from the decay of one optical phonon into two acoustic phonons of the same frequency but opposite momentum.
Later, Balkanski et al. [138] modified Klemens’s model by further including the phonon-phonon interaction up to the fourth order. With this model, they have calculated Raman frequency shift and line width of the first-order Raman active longitudinal optic (LO) mode.
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Figure 10 Illustration of three- and four-phonon anharmonic processes that contribute to the decay of the Raman active LO mode in silicon from Ref [138].

Figure 10 schematically demonstrates three- and four-phonon anharmonic processes contributed to the decay of the Raman active LO mode for silicon [138]. The scattering process can be viewed such that an incident light with energy $\hbar\omega_I$ is absorbed followed by an emission of a photo with energy $\hbar\omega_S$ and creation of an optical phonon $0_j$. This phonon is then decayed via anharmonicity into two phonons, three phonons as shown in Figure 10 (a) and (c). If the process happens at nonzero temperatures, this scattering
process may also involve absorption of another phonon and emission of one or more phonons as shown in Figure 10 (b) and (d). However, this process is seldom considered in theoretical calculations.

The observed Raman frequency redshift is believed to be attributed not only from the lattice anharmonicity [149, 169], but also from the presence of the thermal expansion of lattice constants with temperature variation. Various mechanisms for the thermally driven redshift of the Raman optic mode are still under debate with the following possible models:

\[
\frac{\Delta \omega(T)}{\omega_0} = \begin{cases} 
\Delta_1(T) & \text{(Balkanski et al)} \\
\Delta_1(T) + \Delta_2(T) & \text{(Menendez et al)} \\
\Delta_1(T) + \Delta_2(T) + \Delta_3(T) & \text{(Qian et al)} \\
\Delta_4(T) & \text{(Liu et al)}
\end{cases} 
\] (32)

in which,

\[
\begin{align*}
\Delta_1(T) &= A_1 \left( 1 + \frac{1}{e^x - 1} \right) + A_2 \left( 1 - \frac{1}{e^y - 1} + \frac{1}{(e^y - 1)^2} \right) \quad \text{(Anharmonic - phonon - decay)} \\
\Delta_2(T) &= \exp \left[ -3\gamma \int_0^t \alpha(t) dt \right] - 1 \quad \text{(Thermal - expansion)} \\
\Delta_3(T) &= 2 \left( a - b \frac{C_{33}}{C_{13}} \right) \left( 1 + \varepsilon_\alpha \right) \left[ 1 + \frac{\int_0^t \alpha(t) dt}{\int_0^t \beta(t) dt} \right] \quad \text{(Interface - contribution)} \\
\Delta_4(T) &= \frac{B_1}{e^{\frac{\hbar \omega_0(T)}{k_B T}} - 1} \quad \text{(Simplified - phonon - decay)}
\end{align*}
\] (33)

where \( \omega_0 \) is the specific Raman phonon frequency measured at reference temperature (0 K). \( T \) is the temperature of the measurement, and \( t \) is the integrand; \( x = \hbar \omega_0 / 2k_B T \) and \( y = 2x/3 \) (\( k_B \) is the Boltzmann’s constant) correspond to the third and the forth order of phonon decay, respectively. The constants \( A_1, A_2, B_1, \) and \( B_2 \) are feely adjustable.
parameters needing clear physical indications. Other parameters in Eq. (33) are physically meaningful and experimentally obtainable. For example, $\gamma_i$ is the mode Grüneisen parameter and the value of $\gamma_i$ varies from mode to mode. $\alpha(T)$ is the coefficient of thermal expansion of the specimen and $\alpha_s(T)$ is the coefficient of thermal expansion of the substrate when interface interaction is involved. $\epsilon_g$ is the residual strain in the sample at the growth temperature $T_g$. $C_{13}/C_{33}$ is the elastic constant ratio of the 13 and 33 elements in the elastic tensor. The parameters $a$ and $b$ in $\Delta_3$ are phonon deformation potentials [130, 139].

The models given in Eq. (32) represent that the redshift of phonon frequency may arise from anharmonic phonon decay, thermal expansion, interface interaction or the combination of these factors. In Eq. (33), except for phonon decay, other terms originate from the change of the macroscopic properties with temperature.

Agreement between theory and measurement has been realized when phonon decay shown as $\Delta_1$ in Eq. (33) [140-144] was considered alone. Menéndez et al [145], further revised Balkanski’s [138] model by adding the contribution from lattice thermal expansion ($\Delta_2$ in Eq. (33)) to the redshift of Raman frequency, and approved that the thermal expansion also played an important role in the temperature dependence of the Raman shift [146-151]. The lattice and thermal mismatch between the specimen and the substrate induced strain also contributed to the temperature dependent Raman shift, indicated as $\Delta_3$ [24, 130, 152]. From quantum mechanical point of view, the $T$-induced Raman redshift could also be fitted to a negative Bose-Einstein population as indicated by $\Delta_4$ in Eq. (33) [142, 153]. On the other hand, first principle ab initio calculations
have been conducted to calculate some of the individual terms in Eq. (33) to examine
the dominating factor in the temperature dependent Raman frequency shift [196-198].

All models in Eq. (32) could fit the experimental observations quite well although
numbers of fitting parameters have been applied. However, the physical meanings of
these parameters are yet to be clear. One apparent question is that the Bose-Einstein
population describes the density population in energy domain rather than the frequency
distribution of the phonons in energy space although coincidence exists. The Grüneisen
parameter represents solid with ionic nature where Coulomb interactions dominate.
Therefore, atomistic understanding and analytical expressions for the temperature
dependent Raman frequency shift is highly desirable [25].

4.2.2 LBA approximation and BOLS consideration

From LBA approximation, in order to understand and predict the temperature effect on
Raman frequency shift, it is necessary to establish the relationship between the Raman
frequency and the bond identities of the corresponding representative bond. Starting
from the energy of a single bond, \( E_{\text{total}} \), it can be expanded in Taylor’s series as:

\[
E_{\text{total}}(r, T) = \sum_{n=0}^{\infty} \left( \frac{d^n u(r)}{n!dr^n} \right)_{r=d} (r-d)^n
\]

\[
= u(d) + \frac{d^2 u(r)}{2!dr^2} (r-d)^2 + \frac{d^3 u(r)}{3!dr^3} (r-d)^3 + \ldots 
\]

(34)

\[
= E_b(d) + \left[ \frac{k'}{2} + \frac{k}{6} (r-d) \right] (r-d)^2 + O[(r-d)^{n+3}] 
\]

\[
= E_b(d) + E_T(T) 
\]

Here \((r-d)\) is the magnitude of lattice vibration, which is normally smaller than 3% of
the equivalent bond length \(d\) even at melting temperature [154]. \(d\) is the bond length at
absolute 0 K, and $r$ is the nonequilibrium bond length under thermal vibration. When index $n = 0$, the term corresponds to the minimal binding energy at $T = 0$ K, $E_b(d) < 0$. The $n = 1$ term corresponds to the force $[\hat{\partial}u(r)/\hat{\partial}r]_d = 0$ at equilibrium and terms with $n \geq 2$ correspond to the thermal vibration energy of a single bond, $E_V(T) > 0$, where

$$E_{ij}(T) = \left[\frac{k_j}{2} + \frac{k_j'}{6}(r-d)\right](r-d)^2 + O[(r-d)^{\omega^3}]$$

$$\approx m^* \omega^2 (r-d)^2 / 2 + O[(r-d)^{\omega^3}]$$

$$\approx k_{ij}(r-d)^2 / 2 = \int_0^T \eta_{ij}(t)dt$$

where $m^*$ is the reduced mass, $\eta_1(T)$ being the temperature dependent specific heat per bond following Debye’s formulation as shown in Chapter 2 and $\omega$ is the angular frequency of vibration. The force constant for lattice vibration with anharmonic term contribution is:

$$k_{ij} = m^* \omega^2 = k_j + \frac{k_j'(r_j-d)}{3} = \frac{d^2u(r)}{dr^2} \bigg|_d + \frac{d^3u(r)}{3dr^3} (r-d) \bigg|_d \propto E_b / d^2$$

where the subscript $j$ in Eqs. (34) and (35) refers to the $j$th atomic bond of an atom, counted from 1 to $z$. Actually, the high-order anharmonic terms $O$ in Eq. (35) corresponding to the nonlinear contribution can be negligible in the first-order approximation because $r = d$ at equilibrium. Therefore the force constant $k_V$ for a single bond is in the similar dimension as stress shown in Eq. (35). According to the BOLS correlation, the force constant $k_{ij}$ of a single bond of an under-coordinated surface atom is strengthened. Since the short-range interaction on each atom results from its neighboring coordinated atoms, the atomic vibration dislocation is the contribution from all the surrounding coordinates, $z$. Considering that the vibration amplitude $x << d$, it is convenient and reasonable to take the averaged contribution from each coordinate.
for the force constants and the magnitude of dislocations in first order approximation, i.e.,

\[ k_1 = k_2 = \cdots = k_z = m^* \omega^2 \]

and,

\[ x_1 = x_2 = \cdots = x_z = (r - d)/z. \]

Therefore, the resultant force constant of the atom under consideration could be lower or higher depending on the production of the reduced coordination number (CN) and the average force constant of the single atom that is strengthened due to surface bond contraction. The total energy of a certain atom with \( z \) coordination number is the sum of all CNs [155], such that:

\[
E_{\text{total}} = \sum_z \left[ -E_b + \frac{m^* \omega^2}{2} \left( \frac{r - d}{z} \right)^2 + \ldots \right] \\
= -zE_b + \frac{zd^2u(r)}{2Idr^2} \int (r - d)^2 + \ldots
\]

(37)

This relation leads to an immediate expression for the phonon frequency as a function of atomic CN, bond length, \( d \), and the cohesive energy per bond, \( E_b \), as

\[
\omega = z \left[ \frac{d^2u(r)}{m^* dr^2} \right]^{1/2} \propto \frac{z(E_b / m^*)^{1/2}}{d}
\]

(38)

Extending the Eq. (38) to the temperature domain and by considering the change of bond length and bonding energy with temperature in Eq. (9), we have

\[
\omega(T) \propto \frac{z \left[ \eta_z + \int_{\tau}^{\tau_z} \eta(t)dt \right]^{1/2}}{d \left( 1 + \int_{\tau}^{\tau_z} \alpha(t)dt \right)}
\]

(39)

For a bulk material, the Raman frequency shift at temperature \( T \), relative to that
measured at the reference \( T_0 \) can be expressed as:

\[
\frac{\omega(T)}{\omega(T_0)} = \frac{1 + \int_0^T \alpha(t)dt}{1 + \int_0^T \alpha(t)dt} \left( 1 - \frac{\int_0^T \eta_1(t)dt}{E_b(T_0)} \right)^{1/2}, \quad (T_0 \neq 0; T < \theta_D)
\]  

(40)

where \( \eta_1(t) \) and the integration of \( \eta_1(t) \) with respect to \( T \), or the conventionally termed specific internal energy per bond, \( u(T) \), for a single bond can be found in Eqs. (10) and (12).

Normally, the reference temperature is chosen to be absolute zero degree. Hence Eq. (40) becomes:

\[
\frac{\omega(T)}{\omega_0} = \left( 1 + \int_0^T \alpha(t)dt \right)^{-1} \left( 1 - \frac{\int_0^T \eta_1(t)dt}{E_b(0)} \right)^{1/2}
\]  

(41)

where \( E_b(0) = \eta_z + \int_0^T \eta_1(t)dt \) represents the Raman mode related cohesive energy per bond at \( T = 0 \). \( E_b(0) \) is the only adjustable parameter in Eq. (41) with the given physical meaning.

When the measuring temperature \( T \) is higher than the Debye temperature \( (T >> \theta_D) \), the specific heat \( \eta_1 \) approaches a constant value according to Debye’s premise. Furthermore, since the thermal expansion coefficient \( \alpha \) is normally in a range of \( 10^{-6} \text{ K}^{-1} \), the contribution from thermal expansion can be neglected in rough calculation. Hence, Eq. (40) can be simplified as,

\[
\frac{\omega(T)}{\omega_0} \approx \left( 1 + \int_0^T \alpha(t)dt \right)^{-1} \left( 1 - \frac{\eta_1 T}{E_b(0)} \right)^{1/2} \approx \left( 1 - \frac{\eta_1 T}{2 E_b(0)} \right) \approx A + B \times T
\]

\[\omega(T) \approx A \omega_0 + B \omega_0 \times T = A' + B' \times T \]  

(42)

which shows linear decrease of Raman frequency with increasing temperature when \( T >> \theta_D \). This approximation agrees quite well with experimental observation. To
compare the theory with experimental data, again, first of all, this linear relationship between the Raman frequency shift and the temperature of the measurement in high temperature range is used for rough estimation of the mode cohesive energy. From the experimental data, the slope $B'$ of the $\omega$ vs $T$ curve in high temperature range ($T \gg \theta_D$) can be easily determined. Hence, according to Eq. (42), $B' = B \times \omega_0 \approx \frac{1}{2} \eta_1/E_\theta(0)$, the mode cohesive energy of a single bond can be estimated. A further refinement of the mode cohesive energy can be conducted by carefully fitting the experimental data in low temperature range and also by including the contribution from lattice thermal expansion.

With Eq. (42), we are able to reproduce the temperature dependent Raman frequency redshift with increasing temperature, with derived information about the mode related atomic cohesive energy at absolute 0 K. Figure 11 compares our predictions (solid lines) with the measured $T$-dependent Raman shift of the $A_1$ (LO) and the $E_2$ modes of some nitrides and the $E_2$ mode of group IV elements (Si, Ge, diamond), and carbon base materials (CBMs) like diamond, graphite, graphene, and SWNTs, with derived mode cohesive energy tabulated in Table II. Exceedingly well agreement has been obtained for the temperature dependent Raman frequency redshift with $T$, especially in low temperature range ($T \ll 1/3 \theta_D$). It is seen that the slow decrease of the Raman shift at very low temperatures arises from the smaller $\int_0^T \eta_1(t) dt$ values as the specific heat $\eta_1(t)$ follows Debye $T^3$ law at very low temperature (see the inset in Figure 4 and Eq. (9)). The fitting results, $\omega_0$ (the intrinsic Raman frequency at 0K), and the mode related atomic cohesive energy $E_\theta(0)$ at 0K for each mode are tabulated in Table
II. Inputting parameters, like the Debye temperature and the $T$-dependent thermal expansion coefficient are obtained from literature data. The thermal expansion coefficients for AlN, GaN and InN are obtained from Ref [156], [157], and [158], respectively and are calculated as $\alpha = \frac{1}{3} \times (2 \times \alpha_a + \alpha_c)$, whereas the thermal expansion coefficient of Si, Ge, Diamond, graphite, graphene, and SWNTs are from Ref [159], [160], [161], [162], and [163], respectively. The Debye temperature $\theta_D$ determines the shoulder width in $\omega$ vs $T$ curve. For instance, the Debye temperature of AlN is higher than that of GaN and InN. Then the linearity of the Raman shift for AlN appears at higher temperature.
Figure 11 Comparison of the predictions with the measured T-dependent Raman frequency shift of some nitrides, group IV elements, and carbon base materials.

Table II List of intrinsic Raman frequency $\omega_0$, and mode related atomic cohesive energy $E_B(0)$ at 0 K of various Raman active modes for group III-nitrides, group IV elements, and carbon based materials

<table>
<thead>
<tr>
<th>Materials</th>
<th>Raman mode</th>
<th>Exp source data</th>
<th>$\omega_0$ (cm$^{-1}$)</th>
<th>$E_B(0)$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AlN</td>
<td>E$_2$(high)</td>
<td>[152]</td>
<td>658.6</td>
<td>4.48</td>
</tr>
<tr>
<td></td>
<td>A$_1$(LO)</td>
<td></td>
<td>892.6</td>
<td>4.82</td>
</tr>
<tr>
<td></td>
<td>A$_1$(TO)</td>
<td>[152]</td>
<td>613</td>
<td>2.82</td>
</tr>
<tr>
<td></td>
<td>E$_1$(LO)</td>
<td></td>
<td>914.7</td>
<td>5.26</td>
</tr>
<tr>
<td></td>
<td>E$_1$(TO)</td>
<td></td>
<td>671.6</td>
<td>4.74</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>GaN</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E₂(high)</td>
<td></td>
<td>570.2</td>
<td>5.82</td>
<td></td>
</tr>
<tr>
<td>A₁(LO)</td>
<td></td>
<td>738</td>
<td>3.90</td>
<td></td>
</tr>
<tr>
<td>A₁(TO)</td>
<td>[130]</td>
<td>534</td>
<td>4.89</td>
<td></td>
</tr>
<tr>
<td>E₁(LO)</td>
<td></td>
<td>745</td>
<td>3.70</td>
<td></td>
</tr>
<tr>
<td>E₁(TO)</td>
<td></td>
<td>561.2</td>
<td>6.28</td>
<td></td>
</tr>
<tr>
<td>InN</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E₂(high)</td>
<td>[147]</td>
<td>495.1</td>
<td>2.10</td>
<td></td>
</tr>
<tr>
<td>A₁(LO)</td>
<td></td>
<td>595.8</td>
<td>2.95</td>
<td></td>
</tr>
<tr>
<td>Si</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E₂(high)</td>
<td>[149, 154, 168]</td>
<td>520</td>
<td>2.83</td>
<td></td>
</tr>
<tr>
<td>Ge</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E₂(high)</td>
<td>[145]</td>
<td>305</td>
<td>2.52</td>
<td></td>
</tr>
<tr>
<td>Diamond</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E₂(high)</td>
<td>[167-169, 171, 203]</td>
<td>1333</td>
<td>7.38</td>
<td></td>
</tr>
<tr>
<td>SWNT</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G band</td>
<td>[169-172]</td>
<td>1593.6</td>
<td>3.69</td>
<td></td>
</tr>
<tr>
<td>Graphite</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G band</td>
<td>Our work</td>
<td>1584</td>
<td>5.45</td>
<td></td>
</tr>
<tr>
<td>Graphene</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G band</td>
<td>[164]</td>
<td>1583.8</td>
<td>4.70</td>
<td></td>
</tr>
</tbody>
</table>

As earlier stated, the mode cohesive energy in Eq. (41) is different for different Raman modes that relates to the direction and the manner of lattice vibration. In the following part, the group theory, taking the structure of group III-nitrides as an example, is applied to discuss the concept of mode cohesive energy.

For group III-nitrides, there are two kinds of crystal structures. They are hexagonal (wurtzite, space group $C_{6v}$ and two III-N atom pairs per unit cell) and cubic (zinc blend, space group $T_d^2$ and only one III-N atom pair per unit cell). The only difference
between these two kinds of structures is the stacking order. The first-order phonon Raman scattering is caused by phonons with wave vector \( k \sim 0 \) at \( \Gamma \) point in the reciprocal space. In the hexagonal structure, the group theory predicts that there are eight sets or phonon normal modes at the \( \Gamma \) point, which are \( 2A_1 + 2E_1 + 2B_1 + 2E_2 \), among which one \( A_1 \) and one \( E_1 \) modes are acoustic, while the remaining six modes are optical. However, only \( A_1, E_1, \) and \( E_2 \) modes are Raman active \([24, 165]\). Here, \( A_1 \) and \( E_1 \) symmetry are the modes corresponding to the axial and planar vibrations, respectively, and they are further split into LO and TO modes, in which \( E_2 \) is non-planar mode and only TO mode can be observed. Therefore, the Raman active modes in hexagonal III-nitrides are \( A_1(LO) \), \( A_1(TO) \), \( E_1(LO) \), \( E_1(TO) \), \( E_2(high) \), and \( E_2(low) \).

Figure 12 illustrates the possible atomistic displacement schemes of these six different optical modes. The superscripts \( H \) and \( L \) refer to high and low frequencies, respectively. These six active Raman modes can be observed by different scattering geometries. Typically \( A_1(LO) \) and \( E_2 \) (high) modes are commonly observed in backscattering configuration, because in most cases the III-nitrides grow on the substrate with \( c \)-axis normal to the substrate. In current discussion, the focus is mainly on the Raman active modes in the hexagonal III-nitrides, especially \( A_1(LO) \) and \( E_2(high) \) modes, which correspond to two very strong peaks in Raman spectrum in backscattering configuration measurement.
Figure 12 Six optical phonon modes in hexagonal group III-nitride structure, (O) represents group III atoms, like Al, Ga or In; (●) represents N atoms. The superscript L and H indicates high and low frequencies respectively.

As shown in Figure 12, $A_1$ and $B_1$ correspond to the atomic displacement along $c$-axis, while $E_1$ and $E_2$ give atomic displacement perpendicular to $c$-axis or in planar direction. Consequently, the atomic bonding energy obtained from $A_1$, $B_1$ and $E_1$, $E_2$ relating to the displacement in axial and planar direction, respectively, may be different from each other. We denoted them as mode cohesive energy, and they contribute to the atomic cohesive energy. Thus, it is not surprising that the obtained mode cohesive energy in Table II is smaller than the atomic cohesive energy obtained from fitting to temperature dependent Young’s modulus listed in Table I. Furthermore, for transverse optical phonon and longitudinal optical phonon, different relative vibration directions relate to different bonding strength. For instance, the $A_1$(LO) mode, which corresponds to atomic displacement along $c$-axis is related to the atomic bonding strength between the
group III atom (Al, Ga or In) and N atom. From Table II, the mode cohesive energy for $A_1(LO)$ is obtained as 4.82eV, 3.90eV, 2.10eV for AlN, GaN, and InN, respectively, which indicates that the Al atom has stronger bond energy with N atom compared with Ga-N and In-N bonds.

4.3 Size dependent Raman frequency shift

Similar to Young’s modulus, the Raman frequency also varies with sample size when the solid size is reduced down to nanometer scale. It has been well observed that the optical Raman modes shift towards lower frequencies [206-208] with reducing sample size and it is expected that the magnitude of vibration for a surface atom is always greater than that in the bulk [166, 167].

4.3.1 Modeling consideration

The size-induced redshift of Raman optical frequency has usually been suggested to be triggered by surface disorder [168], surface stress [169-171], quantum confinement [172-174], or surface chemical passivation. Choi et al. stated that the redshift of Raman frequency of TiO$_2$ particles were attributed to the effects of decreasing in particle size on the force constant and the amplitudes of vibration of the nearest atomic neighbors [175]. The phonon quantum confinement argument [176] attributes the redshift of the asymmetric Raman line to the relaxation of the $q$-vector selection rule for the excitation of the Raman active phonons. When the size is of the nanostructure decreased, the
momenum conservation rule would be relaxed and the Raman active modes would not be limited to the center of the Brillouin zone [169], like the case of bulk Raman shift. A Gaussian-type phonon confinement model [177] indicated that strong phonon damping presented upon size reduction, whereas calculations by Ohtani and Kawamura [178] using the correlation functions of the local dielectric constant ignored the role of phonon damping upon size reduction for nanosolid. The large surface-to-volume ratio of a nanosolid strongly affected the optical properties mainly due to the surface polarization and surface states introduced [179]. Using a phenomenological Gaussian envelope function of phonon amplitudes, Tanaka et al. [135] showed that the size dependent redshift of Raman optical modes originated from the relaxation of the \( q = 0 \) selection rule based on the confinement argument with negative phonon dispersion.

Hwang et al. [180] demonstrated for the first time that the effect of lattice contraction must also be considered in order to explain the observed redshift of phonon frequency for CdSe nanodots embedded in different glass matrices. The interface bond contraction has been confirmed recently by Pan et al. [181] using fluorescence x-ray absorption fine structure and x-ray diffraction. To obtain the phonon frequency as a function of the solid radius \( K \) with contribution of lattice contraction, it was assumed that [180],

\[
\omega(K) - \omega_L(\infty) = \Delta\omega_D(K) + \Delta\omega_C(K)
\]

where \( \omega_L \) is the LO phonon frequency of the bulk. \( \Delta\omega_D(K) \) is the peak position shift due to phonon dispersion and \( \Delta\omega_C(K) \) is the peak shift due to lattice contraction, which are given as,

\[66\]
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\[
\frac{\Delta \omega_p(K)}{\omega_L} = \left[ 1 - \beta_i^2 \left( \frac{\mu_{np}}{Kjd} \right)^2 \right]^{-1/2} \approx -\frac{\beta_i^2}{2\omega_L} \left( \frac{\mu_{np}}{Kjd} \right)^2
\]

\[
\frac{\Delta \omega_c(K)}{\omega_L} = \left( 1 + \frac{3\Delta d(K)}{d} \right)^{-\gamma} \approx -\frac{3\gamma \Delta d(K)}{d}
\]

where the LO phonon frequency \(\omega_L\) describes the phonon dispersion and is assumed to be parabolic and \(\mu_{np}\) is the nonzero \(n_p\)-th root of the equation of \(\tan(\mu_{np}) = \mu_{np}\) and,

\[
\frac{\Delta d(K)}{d} = (\alpha'-\alpha)(T - T_g) - \frac{2\beta_i}{3} \left( \frac{\sigma_c}{Kjd} + \frac{b}{2(Kjd)^2} \right)
\]

\[
\approx (\alpha'-\alpha)(T - T_g) - \frac{\beta_i b}{3(Kjd)^2}
\]

\(\gamma\) is the Grüneisen parameter, \(\alpha'\) and \(\alpha\) are the linear thermal-expansion coefficients of the host glass and the embedded nanosolid, respectively. \(T\) and \(T_g\) are the testing and the heat treatment temperature, respectively. \(\beta_c\) and \(\sigma_c\) are the compressibility and the surface tension of the bulk, respectively, and \(b\) is the parameter describing the size-dependent surface tension of the crystal. The surface tension for bulk crystals is assumed to be very small. The first term in Eq. (45) describes the lattice contraction by thermal mismatch between the glass matrix and the embedded nanosolid. The second term arises from the increase of surface tension with the decrease of crystal size.

Substituting Eqs. (44), and (45) into (43), the phonon frequency change at a given temperature, is obtained as:

\[
\frac{\Delta \omega(K)}{\omega_L(\infty)} = -3\gamma(\alpha'-\alpha)(T - T_g) - \left[ \frac{1}{2} \left( \frac{\beta_i \mu_{np}}{\omega_L(\infty)} \right)^2 - \gamma \beta_c b \right] (Kd)^2
\]

\[
= A(T) - BK^{-2}
\]

For the free surface, \(\alpha' = \alpha\), \(A(T)\) and \(b = 0\). The redshift follows a \(K^2\) relation. The value of coefficient \(B\) in Eq. (46) is given by the difference of the phonon negative dispersion
and the size-dependent surface tension. Thus, a positive value of $B$ indicates that the phonon negative dispersion exceeds the size-dependent surface tension and consequently causes the redshift of phonon frequency. On the contrary, if the size-dependent surface tension is stronger than the phonon negative dispersion, blueshift of phonon frequency occurs. In case the two effects are in balance, i.e., $B = 0$, the Raman peaks will remain unchanged with size. However, in Eq. (46), the parameter $b$ introduced by the size-dependent surface tension is hardly to be known.

4.3.2 BOLS correlation

As derived in Eq. (38), the Raman frequency is proportional to $z \times (E_b/\mu)^{1/2}/d$. According to BOLS correlation, the detectable quantity $Q$ can be expressed as $\omega(K) \omega_{\text{dimer}}$, that is the Raman frequency at size $K$ reference to a dimer frequency $\omega_{\text{dimer}}$. Therefore the size dependent Raman frequency shift can be expressed as:

$$\Delta q_i = \frac{\omega(z_i) - \omega_{\text{dimer}}}{\omega(\infty) - \omega_{\text{dimer}}} - 1 = \frac{\omega(z_i) - \omega(\infty)}{\omega(\infty) - \omega_{\text{dimer}}} = \frac{z_i / z_b \times c_i^{-(m/2+1)} - 1}{1 - \omega_{\text{dimer}} / \omega_b}$$

(47)

$$\Delta Q(K) = \frac{\omega(K) - \omega(\infty)}{\omega(\infty) - \omega_{\text{dimer}}} = \frac{1}{3} \sum_{i=1}^{3} \gamma_i \left[ \frac{z_i / z_b \times c_i^{-(m/2+1)} - 1}{1 - \omega_{\text{dimer}} / \omega_b} \right]$$

(48)

Note that unlike Young’s modulus, which is an extensive quantity, the Raman frequency shift is an intensive quantity. Therefore, an average over the outmost three layers should be considered instead. Great success has been achieved by applying Eq. (48) to size dependence of Raman frequency blue shift as shown in Figure 13. Solid
lines correspond to our predictions while the scattered data are from literature: Si-1[144], Si-2 [182], Si-3, Si-4 [183], Si-5 [184], Si-6 [185], Si-7 [186], Si-8, Si-9 [187], Si-10, Si-11 [169], CdSe-1 [180], CdSe-2, and 8 [188], CdSe-3 [189], CdSe-4 [190], CdSe-5 [191], CdSe-6 and 7 [192], with derived dimer frequency as 505.5 cm\(^{-1}\) for Si and 191.2 cm\(^{-1}\) for CdSe, shifted by 14.5 cm\(^{-1}\) and 18.8 cm\(^{-1}\) compared with bulk Raman LO frequency, respectively.

Figure 13 Comparison of the predictions with measured or calculated size dependent Raman frequency shift of nanosolid Si and CdSe.

4.4 Summary

The experimental observed Raman frequency redshift with increasing temperature and decreasing size have been discussed with the proposed theoretical models in literature. A set of analytical expressions from the perspective of atomic bonding based on BOLS correlation and LBA approximation have been proposed. Consistency between the predictions and the experimental data has evidenced the validity of BOLS correlation and LBA approximation. Moreover, our predictions to the experimental
data show that:

(a) The temperature dependent Raman frequency redshifts monotonically with increasing temperature, and demonstrates similar temperature dependent behaviors as Young’s modulus with temperature variation.

(b) The Raman frequency redshifts with decreasing in size, which was believed to be contributed by surface lattice contraction.

(c) Agreement between observations and predictions of the temperature and size dependent Raman frequency redshift allows us to derive information about the mode cohesive energy of an atom in the bulk and the dimer frequency which goes beyond conventional theoretical and experimental approaches.
Chapter 5 Thermal properties

5.1 Thermal expansion coefficient

5.1.1 Definition and measurements

The thermal expansion coefficient (TEC or $\alpha(t)$) is one of the key parameters in material science, which is of great importance to the performance of a material for devices or engineering structures with temperature variation. The bond length of different samples varies with the temperature by different amounts, and it is represented in terms of TECs. Generally, most solid materials expand during heating and contract upon cooling. The absolute value and the general trend of TEC are very essential in device design and fabrication. For instance, smaller thermal expansion coefficient leads to higher thermal shock resistance, while large thermal expansion coefficient leads to lower thermal shock resistance. When a sample layer is grown on a substrate, residual stresses may be built up at the interface between the sample and the substrate because of the thermal expansion mismatch [193, 194]. Likewise, the thermal stress can also be developed in the sample during annealing [195], and hence affects the performance of the devices [196].

The thermal expansion coefficient is often defined as the increment in the lattice length per degree rise in temperature. The mathematical expression for thermal expansion coefficient depends on the whether the thermal expansion is specified based a precise temperature (that is the true thermal expansion coefficient) or it is considered over a temperature range (that is the averaged or mean thermal expansion coefficient). The former one is governed by the slope of bond length vs temperature curve (shown in Eq.(49)), while the later one is only determined by the starting and ending points in bond length vs temperature curve and is defined in Eq. (50). To differentiate between
the two, $\alpha$ represents the true TEC, while $\overline{\alpha}$ stands for mean TEC:

$$\alpha = \frac{1}{l} \frac{dl}{dT} \quad \text{and} \quad l = l_0 \exp \left[ \int_0^T \alpha(t) \, dt \right]$$

(49)

$$\overline{\alpha} = \frac{l_f - l_0}{T_f - T_0} \quad \text{and} \quad l_f = l_0 + \overline{\alpha} (T_f - T_0)$$

(50)

where $l_0$, $l$, and $l_f$ are the original, temperature dependent, and final bond length corresponding to temperature $T_0$, $T$, and $T_f$, respectively. $\alpha(t)$ is the thermal expansion coefficient at temperature $t$, and $\overline{\alpha}$ is the averaged thermal expansion coefficient in temperature range from $T_0$ to $T_f$. From Eqs. (49) or (50), it can be seen that the thermal expansion coefficient has the unit of reciprocal temperature, in unit of (K$^{-1}$). In current discussion, we are more interested in the true thermal expansion coefficient. The temperature will affect the material in all directions. Therefore sometimes a term named volume thermal expansion coefficient $\alpha_V$ is used, which has similar definition as linear thermal expansion coefficient, except that the volume vs temperature curve is used. For isotropic materials, the sample expands similarly across all directions. Its volume thermal expansion coefficient relates to linear thermal expansion coefficient as $\alpha_V = 3\alpha$. For some anisotropic materials, on the other hand, they expand by different amounts in different directions depending on the crystal structure and measurement direction. For most materials, the thermal expansion coefficients are in the range of $10^{-6}$ K$^{-1}$.

The measurement of thermal expansion coefficient is conducted based on its definition. Therefore, there are two physical quantities must be measured: bond length and temperature. The thermal expansion coefficients of different materials have been well studied experimentally during the past decades. There are three main techniques [197]: dilatometry [198, 199], interferometry [200], and thermomechanical analysis. Detailed discussions and the comparison of these three methods are available in Ref [197]. However, even for the same material, such as diamond [201-204], silicon [159,
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205-207], GaN [157, 208-210], and some metals, like Ag [198, 211-213], Cu [198, 214], Ni [214, 215], etc., the experimental data scattered depending on the measurement techniques and processes.

5.1.2 Modeling consideration

Generally, the magnitude of TECs increases with rising temperature. The mechanism behind this temperature dependence of the lattice thermal expansion has long been a puzzle, in spite of various sophisticated modeling considerations [44, 161, 216, 217].

From microscopic point of view, the temperature dependent bond relaxation is usually attributed to the anharmonicity of the interatomic potential. The temperature dependent trend of TECs have been found analogous to that of specific heat [208, 216, 218], and this has been described by a number of models [95, 157, 159, 161, 201, 218-220], from the perspectives of classical thermodynamics and lattice quantum vibrations, as summarized in Eq. (51).

\[
\alpha(T) = \left[ \sum_{n=0}^{4} A_n T^n - \sum_{n=0}^{3} A_n T^{n-1} \right] + \left\{ B_1 \left[ 1 - \exp \left[ - B_2 \left( T - T_1 \right) \right] + B_3 T \right] \right. \\
\sum_{n} \left( \theta_i / T \right)^2 \exp \left( \theta_i / T \right) \right. \\
\left. \sum_{n} X_i \frac{\exp(\theta_i / T) - 1}{\exp(\theta_i / T) - 1} \right] \forall \xi \right)
\]

(Debernardi)
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parameter, $f(\theta_D/T)$ is the Debye function given by $f(x) = 3\int_0^1 \frac{t^3}{\exp(t\alpha) - 1} dt$ [208], and $\xi = \hbar \omega_n / k_B T$; Numerically, all the models could reproduce the general trends of the measured temperature dependent TECs. However, most of the adjustable parameters are lacking of physical justifications. Brules [218] and Garai [95] indicated that the temperature dependent bond length $l$ could be well fitted by a polynomial $\sum A_n T^n$. Therefore, the TECs could be represented by a polynomial empirically [95, 201, 218]. The observed TECs sometimes could also be fitted using exponential terms [207, 219]. The *ab initio* method, which computes the total energy of the equilibrium and distorted atomic configuration, was also used to calculate the temperature dependent TECs for Al and W. This method involves bulk modulus, mode Grüneisen constant, and the concave parameter as adjustable variables [220]. Phenomenological lattice dynamics theory in quasiharmonic approximation is also well applied [216]. However, deeper insight into the atomistic origin of the thermal expansion and a unified expression remains yet a great challenge.

### 5.1.3 LBA approximation

As earlier stated the materials expand with increasing temperature. The expansion is believed to be governed by the interatomic potential well that bonds the atoms and ions together. For instance the tightly bounded atoms reside in deeper energy wells are normally slightly less affected by the temperate than those reside in shallower energy wells. Figure 14 demonstrates the effect of interatomic potential well on the lattice thermal expansion. For the same amount of change of temperature $\Delta T$, which corresponds to energy $k\Delta T$ ($k$ is Boltzman constant), the bond length varies from
equivalent bond length $r_0$ to $r_{T1}$ in the case of shallower interatomic potential well (Figure 14(a)), whereas the bond length varies from $r_0$ to $r_{T2}$ in the case of deeper interatomic potential well (Figure 14(b)), and $r_{T1} > r_{T2}$. The illustration in Figure 14 indicates that the atomic potential energy plays an important role in temperature dependent thermal expansion coefficient.

Figure 14 Illustration of the effect of interatomic potential well on TEC

Furthermore, according to LBA approximation, if the material under consideration can be represented by a representative bond, the TEC follows:

$$\alpha(T) \approx \frac{1}{l_0} \left( \frac{dl}{dT} \right) = \frac{1}{l_0} \left( \frac{dl}{du} \right) \left( \frac{du}{dT} \right) = \frac{1}{l_0} \left( \frac{du}{dT} \right) \left( \frac{dV}{dl} \right)$$  
(52)

where $u(l)$ is the pairing potential, taking the Leonard-Jones potential in Eq. (2) for example, the restoring force $F(l)$ at non-equilibrium position $l$ (which is defined as the negative gradient of the potential function) is given as:

$$F(l) = -\nabla V(l) = 4\varepsilon \left[ 12 \frac{\sigma^{12}}{l^{13}} - 6 \frac{\sigma^6}{l^7} \right] \hat{l}$$  
(53)

The equilibrium bond length, $l_0$, is the distance between two atoms when there is minimum potential or zero force. Therefore $l_0 \approx 1.122\sigma$.

since $\frac{du}{dl} = -F(l) > 0$ and $\frac{du}{dT} \approx C_v(T)$
Again $C_V$ is the specific heat per atom. By considering the fact that the product of bond length ($l_0$) at 0 K and the force $F(l)$ is in the dimension of atomic bonding energy, we let $-l_0F(l) = A_l(l)E_B(0)$, where $E_B(0)$ is the intrinsic atomic bonding energy at 0 K, and $A_l(l)$ is a $l$-dependent coefficient similar to $F(l)$. The $T$-dependent TEC can then be rewritten as:

$$\alpha(T) = -\frac{C_V(T)}{l_0F(l)} \cong \frac{C_V(T)}{A_l(l)E_B(0)} = A(l)C_V(T) \cong AC_V(T)$$  \hspace{1cm} (55)$$

Hence, $A(l) = [-l_0F(l)]^{-1} = [A_l(l)E_B(0)]^{-1}$ is related to the restoring force at non-equilibrium position $l$, $F(l)$. Since the thermally-induced bond expansion deviates from the equilibrium distance by a maximal amount of 3% even at the melting point [154], the force $F(l)$ is limited and deviates, due to the anharmonic contribution, slightly from the linear relation. As temperature increases, the term $-F(l)$ values from 0 to a positive finite small value. Hence the averaged $F(l)$ in the temperature under consideration can be used here. Furthermore, in real situation, the measurement is normally conducted under constant pressure. Therefore the specific heat under constant pressure $C_p$ should be considered instead. However, in solid state, $(C_p - C_V)/C_V \approx 3\%$ or less [39]. The replacement of $C_p$ with $C_V$ may compensate the effect of $F(l)$ linear dependence in the range of 1$\%$ lattice expansion. Therefore, a nearly constant coefficient $A$ can be assumed in the discussion.

On the other hand, based on Eqs (49) and (55), the bond length $l$ can be expressed as,

$$l = l_0 \exp \left[A \times \int_0^T C_V(t) dt \right]$$  \hspace{1cm} (56)$$

We have thus derived analytical expressions for the temperature dependent TEC and
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thermally induced bond length expansion from the perspective of LBA approximation. The only parameter $A$, in unit of (eV/atom)$^{-1}$, is slightly less dependent on bond length variation. It is related to the bond energy at equilibrium and determines the magnitude of the TECs at high temperature; the Debye temperature, $\theta_D$, determines the turning point of the $T$-dependent TEC in the $\alpha(t)$ curve (See Figure 15).

Similar to temperature dependent Young’s modulus and Raman frequency shift, the calculation was first conducted in high temperature range, where the specific heat approaches a constant value of $3R$. Hence, the value of $\alpha(T)$ at high temperature is used to estimate the value of $A$ in Eq. (55). The obtained $A$ value is then further refined by careful reproducing the available experimental data in the entire temperature range. Fine tuning of $A$ and $\theta_D$ is necessary because of the deviation of the available experimental data and errors in the measurements. The current $\theta_D$ values derived from fitting to the $T$-dependent lattice parameter and $T$-dependent the TECs are in good agreement with the findings of Redor [208]. The fitting parameter $A$ relates to $E_B(0)$ that can be obtained from fitting to the temperature dependent Young’s modulus as discussed in Chapter 3. With the given atomic bonding energy $E_B(0)$, the value of $A_1$ can readily be obtained. For example, the $E_B(0)$ was estimated to be 4.33, 2.65, and 5.71 eV for Si, Ge, and diamond in Table I. The corresponding $A_1$ values are 0.134, 0.365, and 0.142, meaning that $-F \theta_D$ is $A_1$ portion of the atomic bond energy.

Figure 15 shows the reproduction of the measured temperature dependent TECs using Eq. (55) for some specimens. Encouragingly, the current approach covers the general trend of $T$-dependent $\alpha(T)$. Exceedingly good agreement with the measured data has been obtained for AlN, Si$_3$N$_4$, and GaN. However, the observed negative TECs in group IV elements at extremely low temperatures could not be reproduced in current approach. Generally, most materials expand upon heating, although rarely some
materials expand upon cooling. The unusual behaviors of materials having negative
TECs have been considered to arise from the negative Grüneisen parameters of the
transverse acoustic phonons near the Brillouin-zone boundary [45, 225, 231]. For
certain pure metals, such as Au, Cu, and Al, the current model gives better prediction
for the lattice behavior at low temperature than that at high temperature. The TECs of
these pure metals still keep increasing with increasing temperature even at very high
temperature ($T >> \theta_D$). This deviation may arise from the thermal contribution from
free electrons. The contribution to specific heat in Debye’s model mainly comes from
phonons. For metals, at high temperature, in addition to the phonon contribution to the
specific heat, free electrons also play a role and their contribution increases with
increasing temperature [214]. For the ferromagnetic Ni and Fe, the measured TECs
exhibit an abrupt feature at the Curie temperature $T_c$, which corresponds to a phase
transition from ferromagnetic to paramagnetic. As earlier discussed, the phase
transition, which leads to the variation of the number of atomic bonds, is not covered in
current LBA approximation. The abrupt feature was believed to arise from additional
contribution to the specific heat from electron spin [215]. It is not surprising that these
unexpected features are beyond the scope of the current model because in current LBA
approximation, an ideal phonon density-of-states derived from long wavelength at the
Brillion zone center and only the phonon contribution are considered for specific heat.
The contribution from electrons, or spins, or phase transition is not included. The
Debye approximation of the specific heat assumes that the phonon density-of-states in
an elastic medium is ideally proportional to $\omega^2$. In reality, one has to consider the exact
form of the phonon density-of-states that is a quantity of measurement using Neutron
diffraction which is way beyond the scope of our current model [44]. Nevertheless, the
phonon contribution to the thermal properties is dominant and a precise prediction of
the $T$-dependent TECs can be obtained if the exact density-of-states $g(\omega)$ vs $\omega$ is given.

Figure 16 shows the reproduction of the $T$-dependent lattice parameters for various materials. The fact that much better match of the lattice constants compared with that of the TECs for the same elements indicates that experimental errors could not be ignored in practice. The agreement between the LBA approach and the available experimental data for the temperature dependent thermal expansion coefficients and lattice parameters of various materials justifies the validity of the LBA approach and reconfirms that the assumption of the slight $l$-dependent of $A(l)$ holds true.

The derived form is numerically consistent with the existing models in literature as summarized in Eq. (51) [208, 216, 218]. If the Einstein’s model of specific heat is applied, the exponential terms in Reeber’s model [157] can be obtained. Meanwhile, if the exponential term is expanded in Taylor’s series the temperature dependent polynomial TECs is quite obvious [95, 218]. Therefore, with the current justification from LBA viewpoint, the previous models discussed in Eq. (51) [201, 220] are all numerically correct.
Table III Parameters derived from fitting to the temperature dependent TECs and lattice parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Si</th>
<th>Ge</th>
<th>C</th>
<th>AlN</th>
<th>Si$_3$N$_4$</th>
<th>GaN</th>
<th>Au</th>
<th>Cu</th>
<th>Al</th>
<th>Ni</th>
<th>Fe</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \theta_D ) (K)</td>
<td>647</td>
<td>360</td>
<td>1860</td>
<td>1150</td>
<td>1150</td>
<td>600</td>
<td>170</td>
<td>315</td>
<td>420</td>
<td>375</td>
<td>460</td>
</tr>
<tr>
<td>( \alpha(t) )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \theta_D ) (K)</td>
<td>1000</td>
<td>600</td>
<td>2500</td>
<td>1500</td>
<td>1600</td>
<td>850</td>
<td>400</td>
<td>500</td>
<td>450</td>
<td>600</td>
<td>600</td>
</tr>
<tr>
<td>( A )</td>
<td>0.579</td>
<td>0.966</td>
<td>0.811</td>
<td>0.888</td>
<td>0.502</td>
<td>0.637</td>
<td>2.241</td>
<td>2.588</td>
<td>3.322</td>
<td>2.009</td>
<td>1.777</td>
</tr>
<tr>
<td>( l(t) )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \theta_D ) (K)</td>
<td>1100</td>
<td>500</td>
<td>2150</td>
<td>1500</td>
<td>1400</td>
<td>800</td>
<td>400</td>
<td>500</td>
<td>500</td>
<td>600</td>
<td>600</td>
</tr>
<tr>
<td>( A )</td>
<td>0.579</td>
<td>1.035</td>
<td>0.792</td>
<td>0.811</td>
<td>0.888</td>
<td>0.618</td>
<td>2.105</td>
<td>2.588</td>
<td>3.554</td>
<td>2.144</td>
<td>20.09</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \theta_D ) (K)</td>
<td>1050</td>
<td>550</td>
<td>2325</td>
<td>1500</td>
<td>1500</td>
<td>825</td>
<td>400</td>
<td>500</td>
<td>475</td>
<td>600</td>
<td>600</td>
</tr>
<tr>
<td>( A )</td>
<td>0.579</td>
<td>1.001</td>
<td>0.802</td>
<td>0.882</td>
<td>0.695</td>
<td>0.631</td>
<td>2.173</td>
<td>2.588</td>
<td>3.438</td>
<td>2.076</td>
<td>10.93</td>
</tr>
</tbody>
</table>
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Figure 15 Reproduction of temperature dependent thermal expansion coefficient for (a) group III-Nitrides (b) group IV elements (c) metals (d) ferromagnetics.

Figure 16 Reproduction of temperature dependent lattice parameters for (a) group III-Nitrides (b) group IV elements (c) metals (d) ferromagnetics.
5.2 Surface energy and atomic cohesive energy

5.2.1 Definition and measurement

Because of CN reduction, a surface atom has fewer neighbouring atoms and hence experiences strengthened single bond energy but lower total energy compared with that of atom in bulk site. Indeed, the surface atoms must have lower energy than its corresponding bulk counterparts, otherwise the driving force will attempt to create a new surface. Surface energy quantifies the disruption of intermolecular bonds that occurs when a surface is created. The surface energetics plays the key role in the thermodynamics of solid surface, especially in nanosolid science because it links the microscopic bonding configuration at an interface with its macroscopic material properties, such as strength, elasticity, wettability, reactivity, diffusivity, stability [221-224].

During the past decades, increasing efforts have been put on processes that are strongly influenced by surface energetics such as surface reconstruction, relaxation, interfacial mixing, segregation, self-organization, and melting on solid surface. The experimental working principle to obtain surface energy is to calculate the maximum steady pulling force during measurement. Based on this, several measurement methods have been developed. For instance, traditional contact angle or the sessile drop technique is often used to measure the surface energy of liquid formed surface, but this method is greatly affected by the surface conditions of the substrate and contamination such as oxygen in the atmosphere [225]. Other measuring methods, like microgravity oscillating drop method and [226] and ring tensiometry technique [227] have overcome
the disadvantages of traditionally sessile drop method, and the later [227] has also provided a method to measure the surface tension at very high temperature.

5.2.2 Modeling consideration

The experimental determination of the absolute results on well defined surface is still very difficult and hence several theoretical attempts have been performed to calculate the surface energy using either \textit{ab initio} [228, 229], molecular dynamics [224] or Monte Carlo simulations. Traditionally, the surface energy ($\gamma$), or surface free energy of a solid, or the surface tension of a liquid, is defined as the energy needed to cut the given crystal into two halves, or the energy consumed (lost) upon surface formation [83]. Usually, the un-relaxed structures at absolute zero degree are considered in the discussion of surface energy. The values obtained are then corrected to relaxation of the surface atoms, without mentioning surface reconstruction. In some cases, this correction is considered to be very small, so a simplified model can be made without including relaxations.

The temperature dependence of surface energy involves phonons and their corresponding surface modification; the vibrational effects sometimes have to be taken into account, which lead to the empirical expressions of temperature dependent surface energy. The elegantly well-accepted approaches of the surface energy are the broken-bond rules [233, 241-243], which are comparatively summarized as follows:
\[ \gamma_s = \frac{W_S - W_B}{20} n_d (n_d - 10) \]  
\[ (1 - \frac{z_s}{z_b})E_B \]  
\[ (1 - \frac{\sqrt{z_s}}{z_b})E_B \]  
\[ \left( 2 - \frac{z_s}{z_b} - \frac{z_s}{z_b} \right)^{1/2} + \lambda \left( 2 - \frac{z_s}{z_b} \right)^{1/2} \]  
\[ E_B \]  
\[ 2 + 2 \lambda \]  
\[ (57) \]

where \( \gamma_s \) is the surface energy. Galanakis et al. [230] correlated the surface energy of some \( d \)-metals to the broken bonds in the tight-binding approximation. \( n_d \) is the number of \( d \)-electrons. \( W_S \) and \( W_B \) are the bandwidth of the surface and bulk density of states, for which a rectangular form is assumed. Haiss et al. [222] related the surface energy directly to the multiplication of the number of broken bonds with the cohesive energy per bond \( E_B = z_b E_b \) at 0 K. The number of broken bonds in their model depended on crystallographic structure in concern. A second-moment tight-binding approximation conducted by Desjonquères et al. [231], suggested that the surface energy gain is proportional to \( \sqrt{z_s} \), instead, due to the lowering of the occupied states. According to their approximation, the rearrangement of the electronic charge did not practically change the nature of the remaining bonds when one bond is broken. Thus, the energy needed to break a bond was independent of the surface orientation, so that the \( \gamma_s \) value is proportional to the square root of the number of the nearest-neighboring broken bonds.

To obtain a more general expression, Jiang et al. [232] suggested that an average of the approximations of Haiss and Desjonquères and an extension to count in the contribution from the second nearest neighbors could be more precise. \( \lambda \) is defined as the ratio of the total bond strength between the nearest neighboring bonds and the next-nearest neighboring bonds.

Besides the considerations in thermodynamics, the kinetic process of lattice
vibration also plays a significant role in the anisotropy of surface properties [233].

Measurements at temperature above the Debye temperature indicate that the surface energy (tension), surface stress, and the Young’s modulus of a specimen vary linearly with temperature of measurement [226, 227, 234-236]:

\[
\gamma_s(T) = \gamma_s(T_m) + \alpha_T(T_m - T) \quad \text{(J/m}^2\text{)}
\]

where \(\gamma_s(T_m)\) corresponds to the surface energy value at melting, \(\alpha_T\) is the slope of variation, and \(T_m\) is the melting point of the bulk specimen.

5.2.3 BOLS consideration

Regardless of the various demands and measuring mechanics proposed, detailed knowledge on the processes of surface energy is still lacking [221, 222, 237, 238]. In particular, the atomistic origin, temperature dependence, and their responsibilities for surface phenomena and processes are yet far from clear. It is noted that the units of most definitions in Eq. (57) are in eV/atom, which reflects the energy loss per atom. However, the dimension of Eq. (58) is in J/m², which represents the remaining energy density per unit area. The inconsistency in the dimension has caused long confusion about the surface energy. In real situation, the performance of a surface is governed by the remaining energy in the surface skin or by the remaining bond energy of the under-coordinated surface atoms instead of the energy loss upon surface formation. Therefore, two complementary terms are necessary for a better understanding of the surface energy. The BOLS correlation and LBA approximation could allow us to clarify
the confusion by proposing the following two concepts, which are functionally dependent on the bonding identities of the representative bond. The suggested terms are: (i) the energy-density-gain in the surface skin and (ii) the bond-energy-remain per atom upon surface formation. On the other hand, energy per unit volume in the surface skin of a certain thickness could be more appropriate than the energy per unit area without considering the thickness, as energy is always a volume-related quantity.

As stated earlier, the key idea of the BOLS correlation is that the termination of lattice periodicity, or bond broken, causes the remaining bonds of the under coordinated atoms to contract (from \( d \) to \( d_i \) by \( d_i = c_i d \)) spontaneously associated with bond strength gain (from \( E_b \) to \( E_i \) by \( E_i = c_i^{-m} E_b \)). Therefore, the shorter and stronger bonds between the under-coordinated surface atoms should take the full responsibility for the surface energy and the unusual properties in the surface region. We can hence establish the functional dependence of the surface energy on the bonding identities of the corresponding representative bonds and therefore to study their temperature dependency without involving other tunable parameters. The definitions, analytical expressions, and atomic origins of various surface related energy, as well as their related physical properties are summarized in Table IV.

<table>
<thead>
<tr>
<th>Definitions</th>
<th>Expression</th>
<th>Atomistic origin</th>
<th>Functionality</th>
</tr>
</thead>
<tbody>
<tr>
<td>Table IV List of definitions of surface energy-density-gain (( \gamma_{ds} )), surface atomic coherency (( \gamma_c )), surface energy (( \gamma_s )), and their origins and functionalities</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Symbol</th>
<th>Expression</th>
<th>Energy gain per unit area due to broken bond induced surface strain</th>
<th>Surface stress; elasticity; Hamiltonian; surface optics; dielectrics; surface trapping states; electron and photon transport dynamics; work function.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \gamma_{ds} )</td>
<td>( (eV/nm^3) )</td>
<td>( \sum_{i=1}^{i=3} E_i(T)/d_i^3(T) \times d_i(T) )</td>
<td>( \sum_{i=1}^{i=3} d_i(T) )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Expression</th>
<th>Binding energy remain per discrete atom upon surface formation</th>
<th>Thermal stability; melting and evaporating ability; wettability; diffusivity; reactivity; acoustics; self-assembly; reconstruction.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \gamma_s )</td>
<td>( (eV/atom) )</td>
<td>( \sum_{z=3} z_i E_i(T) )</td>
<td>( \sum_{z=3} )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Expression</th>
<th>Traditional definition of energy loss per atom upon surface formation</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( \gamma_s )</td>
<td>( (eV/atom) )</td>
<td>( z_b E_b - \gamma_s ) or equivalent to the forms in Eq (57)</td>
<td>( z_b E_b - \gamma_s )</td>
</tr>
</tbody>
</table>

At a given temperature, the magnitude of the cohesive energy per bond is the difference between the binding energy at 0 K and the thermal energy of vibration,

\[
E_i(T) = \eta_{2i} + \int_0^T \eta_{1i}(t)dt = E_i(0) - \int_0^T \eta_{1i}(t)dt
\]
When $T \gg \theta_D$, $E_i(T) \approx E_i(0) - \eta_i T$ and becomes approximately coincides with the experimentally derived form of temperature dependence described in Eq. (57).

According to BOLS correlation, where $q_i = \gamma_i$ or $\gamma_{fi}$, the proposed temperature dependent surface energy density gain, $\gamma_i$, and the surface atomic coherency, $\gamma_{fi}$, for $i$th atomic layer can be expressed as:

$$
\gamma_i(T) \propto \frac{E_i(T)}{d_i^3(T)} = \frac{E_i(0) - \int_0^T \eta_i(t) dt}{d_i^3(1 + \alpha_i T)^3}
$$

(59)

$$
\gamma_{fi}(T) \propto z_i E_i(T) = z_i \left[ E_i(0) - \int_0^T \eta_i(t) dt \right]
$$

where $\alpha_i$ being the coefficient of thermal expansion. Compared with Eq. (22), surface energy gain has the same dimension as the surface stress and Young’s modulus:

$$
P_i(T) = - \frac{\partial u(r)}{\partial V} \bigg|_{r=d_i} \propto Y(T) = - V \frac{\partial^2 u(r)}{\partial V^2} \bigg|_{r=d_i} \propto \frac{E_i(T)}{d_i^3} = \gamma_i(T)
$$

This expression demonstrates the correlation between the surface energy density and the mechanical properties, such as stress and elasticity. Here we use the proportional form because we are more interested in the value of these qualities relative to the value of their bulk counterparts. Therefore, we have:

$$
\frac{\gamma_i(T)}{\gamma_i(0)} = \frac{d_i^3}{d_i^3(1 + \alpha_i T)^3} \times \frac{E_i(0) - \int_0^T \eta_i(t) dt}{E_b(0)}
$$

$$
= \frac{c_i^{-(1+m)}}{(1 + \alpha_i T)^3} \times \left[ 1 - \frac{\int_0^T \eta(t) dt}{z_i / z_b c_i^{m-} E_b(0)} \right], \quad (T \leq \theta_D)
$$

(60)

$$
\frac{\gamma_{fi}(T)}{\gamma_{fi}(0)} \approx z_i / z_b c_i^3 (1 + \alpha_i T)^3 \times \frac{\gamma_i(T)}{\gamma_i(0)}
$$

If the outmost three atomic layers of a nanostructure with size $K$ is considered, the

$T$-independent $<\gamma_i>/\gamma_i$ and $<\gamma_{fi}>\gamma_{fi}$ can be derived by averaging the individual sum
over the outmost three atomic layers. Therefore we can obtain the mean energy-density-gain per unit area by \( \langle \gamma_{ds} \rangle = \frac{\sum_{i=1}^{3} \gamma_{di} d_i}{\sum_{i=1}^{3} d_i} \) and the mean energy remain per discrete atom by \( \langle \gamma_{fs} \rangle = \frac{\sum_{i=1}^{3} \gamma_{fi}}{3} \). Then the temperature dependence of mean \( \gamma_{ds} \) and \( \gamma_{fs} \) on the bind energy can be expressed as:

\[
\frac{\langle \gamma_{ds}(T) \rangle}{\langle \gamma_{ds}(0) \rangle} = \frac{\sum_{i=1}^{3} c_i^2(T) E_i(T)}{\sum_{i=1}^{3} c_i(T)} \frac{E_i(T)}{E_i(0)} \tag{61}
\]

Table V gives predicted ratio of energy density gain, \( \langle \gamma_{ds} \rangle \), and atomic coherency, \( \langle \gamma_{fs} \rangle \) with respect to the bulk values at \( T = 0 \). The subscripts 1, 2, and 3 stand for the \( i \)th atomic layers counted from outmost layer. Results show that at \( T = 0 \), the surface-energy-density (with unit eV/nm\(^3\)) is always higher and the surface atomic coherency (with unit eV/atom). Therefore, it is not surprising that the previous measurements are inconsistent with each other.

Table V Predicted bond nature (\( m \)) dependent ratio of energy density gain, \( \langle \gamma_{ds} \rangle \), and atomic coherency (free energy), \( \langle \gamma_{fs} \rangle \), with respect to the bulk values

<table>
<thead>
<tr>
<th>( m )</th>
<th>( \gamma_{1}/\gamma_{db} )</th>
<th>( \gamma_{2}/\gamma_{db} )</th>
<th>( \gamma_{3}/\gamma_{db} )</th>
<th>( \langle \gamma_{ds}/\gamma_{db} \rangle )</th>
<th>( \gamma_{1}/\gamma_{fb} )</th>
<th>( \gamma_{2}/\gamma_{fb} )</th>
<th>( \gamma_{3}/\gamma_{fb} )</th>
<th>( \langle \gamma_{fs}/\gamma_{fb} \rangle )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.700</td>
<td>1.294</td>
<td>1.135</td>
<td>1.485</td>
<td>0.381</td>
<td>0.356</td>
<td>0.344</td>
<td>0.360</td>
</tr>
<tr>
<td>2</td>
<td>1.942</td>
<td>1.380</td>
<td>1.172</td>
<td>1.616</td>
<td>0.435</td>
<td>0.379</td>
<td>0.355</td>
<td>0.390</td>
</tr>
<tr>
<td>3</td>
<td>2.219</td>
<td>1.472</td>
<td>1.210</td>
<td>1.761</td>
<td>0.497</td>
<td>0.404</td>
<td>0.367</td>
<td>0.423</td>
</tr>
<tr>
<td>4</td>
<td>2.533</td>
<td>1.570</td>
<td>1.249</td>
<td>1.924</td>
<td>0.567</td>
<td>0.431</td>
<td>0.378</td>
<td>0.459</td>
</tr>
<tr>
<td>5</td>
<td>2.893</td>
<td>1.675</td>
<td>1.289</td>
<td>2.105</td>
<td>0.647</td>
<td>0.460</td>
<td>0.391</td>
<td>0.500</td>
</tr>
</tbody>
</table>
To be in line with the previous discussed surface energy in Eq. (58), the energy density gain $\gamma_d$ relates to the surface energy $\gamma_s$ following $\gamma_d = \gamma_s / D$, where $D$ is the surface thickness. Therefore,

$$\frac{\gamma_s(T)}{\gamma_s(0)} = \frac{\gamma_s(T_m)}{\gamma_s(0)} + \frac{\alpha_s T_m}{\gamma_s(0)} \left( 1 - \frac{T}{T_m} \right) = \frac{\gamma_s(0)}{\gamma_s(0)} - \frac{\alpha_s T}{\gamma_s(0)}$$

(62)

Therefore, by combining Eqs. (61) and (62), we have:

$$\frac{\gamma_b(0)}{D} \approx \frac{\gamma_s(0)}{D} + \frac{\gamma_s(0)}{D} \left( 1 - \frac{T}{T_m} \right) = A_s \gamma_s(0) / D$$

$$E_b(0) \approx \frac{\gamma_b(0)}{D} = \frac{\gamma_b(0)}{\gamma_b(0)} + \frac{\gamma_b(0)}{\gamma_b(0)} \left( 1 - \frac{T}{T_m} \right)$$

In the calculation, the thermal expansion coefficient is the input parameter and the atomic cohesive energy $E_b(0)$ is the derived output, as summarized in Table VI. In Table VI, the atomic cohesive energy $E_b(0)$ derived from fitting predictions to measured $T$-dependent surface tension $\gamma_b$ for Ni, Hg, H$_2$O, and Co. The bond energy $E_b(0)$ for elementary specimen is available by dividing the atomic coherency $E_b(0)$ with coordination $z_b$ and the energy density can be obtained by multiplying the $\gamma_b(0)$ and $\gamma_b(0)$ with surface skin thickness, $D$ (3 atomic layers are normally recommended).

Table VII lists the derived atomic bonding energy from fitting to the measured $T$-dependent surface tension of some polymers. The experimental data in Table VII are from Ref [239]. In these calculations, no other parameters, except the single bond energy or atomic bonding energy are involved. The accuracy of the derived atomic cohesive energy is very sensitive to the measured data.
Table VI List of derived atomic cohesive energy and surface energy at melting temperature for Ni, Hg, H2O, and Co

<table>
<thead>
<tr>
<th>Material</th>
<th>Data</th>
<th>$\gamma_s(T_m)$ (mJ/m$^2$)</th>
<th>$\alpha_t$ (mJ/(m$^2$K))</th>
<th>$\alpha_i$ (10$^{-5}$ K$^{-1}$)</th>
<th>$E_B(0)$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ni</td>
<td>[235]</td>
<td>1823</td>
<td>0.46</td>
<td>1.6</td>
<td>3.645</td>
</tr>
<tr>
<td>Hg</td>
<td>[236]</td>
<td>493</td>
<td>0.22</td>
<td>6.04</td>
<td>1.79</td>
</tr>
<tr>
<td>Co</td>
<td>[240]</td>
<td>1930</td>
<td>0.33</td>
<td>13.0</td>
<td>4.80</td>
</tr>
<tr>
<td>H2O</td>
<td>[241]</td>
<td>75.4</td>
<td>0.162</td>
<td>-</td>
<td>0.38</td>
</tr>
</tbody>
</table>

Table VII List of derived value of atomic bonding energy, $\alpha_t$ in Eq. (58) at melting temperature for some polymers

<table>
<thead>
<tr>
<th>Material</th>
<th>$\gamma_s(T_m)$ (mJ/m$^2$)</th>
<th>$\alpha_t$ (mJ/(m$^2$K))</th>
<th>$E_B(0)$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>hexadecane (C16)</td>
<td>49.5</td>
<td>0.094</td>
<td>0.30</td>
</tr>
<tr>
<td>PE (C2000)</td>
<td>26.89</td>
<td>0.065</td>
<td>0.41</td>
</tr>
<tr>
<td>PEO</td>
<td>41.9</td>
<td>0.08</td>
<td>0.40</td>
</tr>
<tr>
<td>PCAP</td>
<td>40.32</td>
<td>0.068</td>
<td>0.43</td>
</tr>
<tr>
<td>PEKK</td>
<td>39.4</td>
<td>0.08</td>
<td>0.60</td>
</tr>
<tr>
<td>PBT, poly (butylene terephthalate)</td>
<td>41.46</td>
<td>0.08</td>
<td>0.54</td>
</tr>
<tr>
<td>Poly (trimethylene terephthalate)</td>
<td>38.86</td>
<td>0.067</td>
<td>0.56</td>
</tr>
<tr>
<td>PET</td>
<td>37.73</td>
<td>0.0646</td>
<td>0.59</td>
</tr>
<tr>
<td>Poly (amide ester) copolymer</td>
<td>47.6</td>
<td>0.08</td>
<td>0.52</td>
</tr>
<tr>
<td>nylon 66</td>
<td>34.1</td>
<td>0.115</td>
<td>0.47</td>
</tr>
<tr>
<td>Polyamide MPMD-12</td>
<td>39.16</td>
<td>0.081</td>
<td>0.49</td>
</tr>
</tbody>
</table>
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Figure 17 gives our predictions and the measured temperature dependent surface tension for (a) liquid Hg and Ni, (b) Co and H₂O, and (c) Hexadecane and Polyethylene, from which the atomic cohesive energy is estimated.

Figure 17 Predictions of the measured $T$ dependent surface tension for (a) Hg and Ni liquid, (b) Co and H₂O liquid, and (c) Hexadecane and Polyethylene.

In current discussion, the correlation between the surface energetics and the interatomic bonding has been established for the first time from the perspective of BOLS correlation and LBA approximation, from which we conclude that:

(a) The concepts that energy density gain per unit volume and cohesive energy remain are suggested to be essential to classify the surface energy. The deviation of surface energy from the bulk values arises from the shortened and strengthened bonds between the under-coordinated surface atoms

(b) The thermally weakened surface energy is dominated by thermal expansion and the surface bond weakening with increasing temperature.

(c) The BOLS correlation allows us to estimate the atomic bonding energy by reproducing the temperature dependent surface tension, which is beyond the scope of existing models.
It is noted that the adatoms or atomic vacancies may present during material growth, and they will affect the surface energy in a dynamic way by introducing additional traps. As the focus in this thesis is on static surface here, the dynamic behavior of adatoms or vacancies is not discussed. However, the dynamic process of adatoms growth or defect/impurity formation and its influence on the surface energy would be a challenging topic for further studies. The accuracy of estimation is strictly subject to the measurement condition. Factors such as material purity, defect concentration, and testing techniques may lead to significant deviation of $E_b(0)$ from its intrinsic value. Nevertheless, the results obtained and the progress made so far demonstrate that the current approach represents the true situation of observations with a simple and straightforward solution.

5.3 Thermal Conductivity

5.3.1 Phonon dispersion relation

Phonons are quantized modes of vibration occurring in a rigid crystal lattice. It can be considered as quasi-particles of the energy $\hbar \omega$, and quasi-momentum $p = \hbar q$ obeying Bose-Einstein statistics [242]. Similar to electrons, one can characterize the properties of phonons by their dispersion relation $\omega(q)$, which is defined as the dependence of phonon frequency on its wave vector $q$. In bulk semiconductors with $n$ atoms per unit cell, there are $3n$ phonon dispersion branches for every given $q$. In the limit of long waves length, three modes out of $3n$ phonon dispersion branches correspond to the motion of the unit cell (acoustic phonons, which have nearly linear dispersion written as
\( \omega = v_s q \), where \( v_s \) is the sound velocity) and the rest \( 3(n-1) \) branches describe the relative motion of atoms in a unit cell (optical phonons, which are nearly dispersion-less and have small group velocity \( v_g = d\omega dq \) for small \( q \)). Generally, both acoustic phonons and optical phonons limit electrical conductivity. The optical phonons strongly influence optical properties of semiconductors while acoustic phonons are the dominant heat carriers in insulators and semiconductors. Spatial confinement of phonons in nanostructures can strongly affect the phonon dispersion relation and hence modify phonon properties, such as phonon group velocity, polarization, density of states, and also the interaction between phonon and phonon, electron or defects. The nanostructures, which can create such phonon confinement, offer a new way to control the phonon transport via tuning its dispersion relation, which is called as “Phonon Engineering” [243].

5.3.1.1 Modeling consideration

In last decades, there have been a great amount of theoretical works on calculating the confined phonon dispersion relations, like the work done by Bannov [244], Stroscio [245, 246], Nishiguchi [247], Svizhenko [248], and Yu [249, 250], in which most paper used the elastic continuum approach. In recent years, Mingo [251] used atomistic model to calculate the complete dispersion relation. In his approach, the externally imposed cutoff frequency is not required. In the following analysis, simple isotropic elastic continuum model is applied to exam the effect of the surface bond modification.
on phonon dispersion relation.

5.3.1.2 BOLS effect on phonon dispersion relation

In Chapter 3, the relation of the change of Young’s modulus due to surface bond modification has been well studied. In the following discussion, it is focused on low temperature region, where the Young’s modulus has the following relation according to Eq. (22)

$$Y = -V \frac{d^2 u(r)}{dV^2} \bigg|_{r=d} \approx \frac{E_i}{d_i^3}$$

According to the BOLS correlation, at temperature far below the melting point, the local Young’s modulus of the surface layer increases as:

$$\frac{Y_i}{Y_b} = c_i^{-(m+3)} \quad (i \leq 3) \quad (63)$$

The bond contraction of the outmost layers differs from layer to layer; however, to simplify the analysis, we treat the relaxed surface as a uniform shell with averaged Young’s modulus $Y_2$ and Lamé constants $\lambda_2$, $\mu_2$. In this case, a core-shell nanowire structure is assumed, where the core has bulk Young’s modulus $Y_1$ and Lamé constants $\lambda_1$, $\mu_1$. Figure 18 gives a schematic diagram of a core-shell structure, where $a$ is the radius of the core and the shell has a thickness of $\delta a = 1.47$ nm, which contains outmost three layers. And the two Young’s moduli of the core-shell structure satisfy the relation

$$\frac{Y_2}{Y_1} = \frac{1}{3} \sum_{i=1}^{i=3} c_i^{-(m+3)} \quad (64)$$
Now we have discontinuity in material properties at the core-shell interface. The crucial point of this approach is to impose the physical continuity condition of the displacement field and stress (at the core-shell interface) on the system, which will lead to determinantal equations that govern the phonon spectrum in the presence of BOLS. In the presence of BOLS, the calculation of phonon spectrum in nanowires based on atomistic model is very complicated. To simplify the calculation, isotropic elastic continuum model is applied to both core and shell part of the silicon wire with infinite length in axial direction. The core radius and the shell thickness are denoted as $a$ and $\delta a$, respectively. The transverse and longitudinal sound speeds are

$$c_{n,2} = \sqrt{\frac{\mu_{n,2}}{\rho_{1,2}}}, \quad c_{l,2} = \sqrt{\frac{\lambda_{n,2} + 2\mu_{n,2}}{\rho_{1,2}}}$$

(65)

where the subscripts 1 and 2 are referred to the core and the shell region, respectively. Here $\rho$ is the mass density. According to isotropic elastic continuum model, the Lamé constants in each region are related to Young’s modulus $Y$ and Poisson ration $\nu$:

$$\begin{cases}
\lambda = \frac{Y\nu}{(1+\nu)(1-2\nu)} \\
\mu = \frac{Y}{2(1+\nu)}
\end{cases}$$

(66)

We could assume that the Poisson ratio is the same for both the core and the shell region,
then both $\lambda$ and $\mu$ are simply proportional to $Y$, and the Lamé constants for the core and the shell region satisfy the relation

$$\frac{\mu_2}{\mu_1} = \frac{\lambda_2}{\lambda_1} = \frac{Y_2}{Y_1} = \frac{1}{3} \sum_{i=1}^{n=3} c_i^{(m=3)}$$

(67)

Also, for the sound velocities, we have

$$\frac{c_{i2,j2}}{c_{i1,j1}} = \sqrt{\frac{E_i}{E_1}} \cdot \frac{\rho_1}{\rho_2} = \frac{1}{3} \sum_{i=1}^{n=3} c_i^{-m/2}$$

(68)

Atoms vibrate around their lattice sites and the lattice vibration is approximated by the continuous displacement field $\vec{u} = (u_r, u_\theta, u_z)$. The general solution of $\vec{u}$ can be expressed in terms of three scalar functions $\phi, \varphi,$ and $\chi$ [246]:

$$\vec{u} = \nabla \phi + \nabla \times (\vec{i}_i \varphi) + a \nabla \times (\vec{i}_i \chi)$$

(69)

where

$$\nabla \times (\vec{i}_i \varphi) = \left( \frac{1}{r} \frac{\partial \varphi}{\partial \theta} \right) \vec{r} + \left( -\frac{1}{r} \frac{\partial \varphi}{\partial r} \right) \vec{\theta}$$

$$\nabla \times (\vec{i}_i \chi) = \frac{\partial}{\partial z} \left( \frac{1}{r} \frac{\partial \chi}{\partial r} \right) \vec{r} + \frac{\partial}{\partial r} \left( \frac{1}{r} \frac{\partial \chi}{\partial \theta} \right) \vec{\theta} + \left[ \frac{1}{r} \frac{\partial}{\partial r} \left( -r \frac{\partial \chi}{\partial r} \right) \frac{1}{r} \frac{\partial}{\partial \theta} \left( \frac{1}{r} \frac{\partial \chi}{\partial \theta} \right) \right] \vec{z}$$

(69a)

$$\nabla \phi = \frac{\partial \phi}{\partial r} \vec{r} + \frac{1}{r \frac{\partial}{\partial \theta}} \vec{\theta} + \frac{\partial \phi}{\partial z} \vec{i}_i$$

In the above equation, $\vec{i}_i$ is the unit vector in the $z$ (wire) direction, $\vec{r}$ and $\vec{\theta}$ are standard unit vectors in $r$ and $\theta$ direction. Consequently, the components of the displacement field $\vec{u}$ in different direction are given by:

$$u_r = \frac{\partial \phi}{\partial r} + \frac{1}{r} \frac{\partial \varphi}{\partial \theta} + \frac{a}{r^2} \frac{\partial^2 \chi}{\partial r \partial \theta}$$

$$u_\theta = \frac{1}{r} \frac{\partial \phi}{\partial \theta} + a \frac{\partial^2 \chi}{\partial z \partial \theta} - \frac{\partial \varphi}{\partial r}$$

$$u_z = \frac{\partial \phi}{\partial z} - a \frac{1}{r} \frac{\partial}{\partial r} \left( \frac{1}{r} \frac{\partial \chi}{\partial r} \right) - \frac{1}{r^2} \frac{\partial^2 \chi}{\partial \theta^2}$$

(69b)

The scalar functions $\phi, \varphi,$ and $\chi$ satisfy certain wave equations [246]. Generally,
\( \phi, \varphi, \) and \( \chi \) are obtained by solving the wave equations and they are then substituted into Eq. (69b) for the determination of \( u_r, u_\theta \) and \( u_z \). Together with the boundary conditions that the stress and displacement are continuous at the core-shell interface and there is no stress at the outer most shell for free standing nanowires, the calculation of the phonon dispersion can be derived into a determinantal problem. The detailed calculation is shown in Appendix.

Figure 19 shows the first six phonon dispersion relations for torsional mode, longitudinal mode and flexural mode with \( \delta a/a = 0, 0.05, 0.10 \) and \( 0.15 \). The y-axis corresponds to the normalized the phonon frequency, and x-axis is normalized wave vector. We only consider the \( \delta a/a \) up to 0.15 which corresponds to a diameter of 22 nm for cylindrical nanowire. For higher \( \delta a/a \) values, (i.e., diameter < 22 nm), the elastic continuum model is not suitable and a more sophisticated atomic model [251, 252] should be applied. Nevertheless some conclusions on the behavior of thermal conductivity in this region could be made based on the simple isotropic elastic continuum model.

It is seen from Figure 19 that as \( \delta a/a \) increases, that is, as the diameter of the cylindrical nanowire reduces, the phonon frequencies of torsional mode decreases for all branches except the first one. For longitudinal branches, BOLS effect also causes the phonon frequency to decrease except for a small range of the wave vector \( q \).
The increase of phonon frequency for this small range of wave vector can be understood as a resonant effect. We find a similar behavior for the flexural mode. Another important point is that the phonon group velocity $v(\alpha, \omega) = d\omega/dq$ is increasing with $\delta a/a = 0, 0.05, 0.10$ and $0.15$. 

Figure 19 Phonon dispersion relations for torsional, longitudinal, and flexural modes with $\delta a/a = 0, 0.05, 0.10$ and $0.15$. 

The increase of phonon frequency for this small range of wave vector can be understood as a resonant effect. We find a similar behavior for the flexural mode. Another important point is that the phonon group velocity $v(\alpha, \omega) = d\omega/dq$ is increasing
in most cases in the presence of the effect BOLS. The circular nanowires could be considered as a waveguide with well defined set of eigenstates, but the question about the influence of roughness and other irregularities of the nanowire structure is still open. The current study discloses the behavior of phonon spectrum under BOLS effect. Moreover, this approach is applicable to the case of nanowires covered with different layers, where appropriate elastic constants in the shell are required.

5.3.2 Thermal conductivity (for silicon nanowires)

The ballistic transport in mesoscopic system has been an active area of research. The quantization of electron conductance has already been well studied [253, 254]; however, there are not many investigations on heat transport by phonons [252, 255]. For metals, heat is carried by both electrons and phonons though the contribution of electrons dominates. In insulators, on the other hand, thermal transmission is dominated by phonons, and in semiconductors, similarly, the main contribution to the thermal conductivity comes from phonons. As the dimension of semiconductor devices reduces to nanometer scale, self-heating and thermal stability becomes increasingly important in device design. Hence deeper insight into the nature of size dependent thermal conductivity of semiconductor nanowires is an important and necessary step before the fabrication of these nanodevices.
5.3.2.1 Definition and measurements

In physics, thermal conductivity, \( k \), is an intensive property of a material that indicates its ability to conduct heat. For a material suspended between two heat reservoirs with different temperature \( T_h \) and \( T_c \), the heat will be transferred from hot side \( (T_h) \) to cold side \( (T_c) \). The thermal conductance is then defined as the heat flux \( \Delta q \) divided by \( \Delta T \), where \( \Delta T = T_h - T_c \) is the temperature difference between the two reservoirs. Mathematically, the thermal conductance is written as:

\[
\sigma(T) = \lim_{\Delta T \to 0} \frac{\Delta q}{\Delta T}
\]  

(70)

Analogous to electrical conductivity, the thermal conductivity \( k \) is defined as:

\[
k(T) = (L/A) \times \sigma(T) = (L/s) \times \lim_{\Delta T \to 0} (\Delta q / \Delta T)
\]  

(71)

where \( L \) is the length of the nanowires and \( A \) is the cross sectional area of the nanowire.

Eq. (71) serves as the guideline for experimental measurement of thermal conductivity. That is the thermal conductivity is usually determined by measuring the temperature gradient produced by a steady flow of the heat in a 1D geometry. Measurement on thermal conductivity is a quite standard procedure in the case of bulk materials; however, thermal conductivity measurement in low dimensional systems with nanoelements is rather difficult and sparse. Li et al [256] applied microfabricated suspended device to measure the thermal conductivity of Si nanowires with diameter varying from 22nm to 115nm over a temperature range of 20K to 320K. They have observed that the measured thermal conductivity was two orders of magnitude smaller than that of the bulk Si and decreased with decreasing wire diameter. Similar results have been obtained by Liu’s et al [257] using Joule heating when the thermal
conductivity of a 20nm thick silicon thin film measured at room temperature was about 15% of the bulk value. However, the experimental values are still rare and no reports are available on the thermal conductivity of nanowires with diameters less than 20nm. Therefore, quantitative calculations of thermal conductivity of nanowires with tiny diameters to explain the observed results and to predict new phenomena are crucial for future applications.

5.3.2.2 Modeling consideration

Recently, Mazumder [258] and Chen [259] have applied Monte Carlo simulation to simulate the thermal conductivity of silicon thin film and nanowire by considering phonon dispersion relation as well as various scattering mechanism. They have suggested that the dispersion relation for nanowires obtained from elasticity theory should be used to evaluate thermal conductivity of nanowires in sub-100nm scale. Balandin and Wang [260] calculated the thermal conductivity based on the bulk Callaways’s expression while taking into account the influence of Umklapp process, impurity and boundary scattering on the dispersion of confined acoustic-phonon modes. Later, Zou and Balandin [261] extended Balandin’s previous work and took the nonequilibrium phonon distribution due to boundary scattering into consideration and calculated the thermal conductivity of Si nanowires with diameters comparable to the phonon mean free path. Mingo [251] numerically calculated the complete set of phonon dispersion curves using atomistic model of Si nanowires and his results were in good
agreement with experimental data [256] for Si nanowires with diameters greater than 35nm.

Following Mingo’s approach, in diffusive regime of phonon propagation, the coefficient of thermal conductivity of semiconductor nanowires with diameter $a$ can be written as a sum over all phonon branches:

$$k(T) = \frac{1}{\pi a^2} \sum_{\alpha} \int_{0}^{\omega_0} v(\alpha, \omega) \cdot \tau(\omega) \cdot \frac{h \omega}{2 \pi} \frac{df}{dT} d\omega$$

where $f$ is Boson-Einstein function given by:

$$f(\omega) = \frac{1}{\exp(h\omega/k_B T) - 1}$$

and $\tau(\omega)$ is the life time of phonon. Mingo [251, 252] used this expression to calculate thermal conductivity of Si nanowires (in the absence of BOLS effect), with the averaged group velocity $\langle v_s(\omega) \rangle = \langle \sum_{\alpha} v(\alpha, \omega) \rangle N_s(\omega)$, which was obtained from the complete set of dispersion relations based on the atomistic model of Si wires. As is discussed above, we propose to use the isotropic elastic continuum model for analytical simplicity to calculate various phonon branches and the corresponding phonon group velocity $v(\alpha, \omega) = d\omega/dq$. For convenience of numerical integration, we change the integration variable $\omega$ to $x = h\omega/k_B T$. Therefore, Eq. (72) can be explicitly rewritten as:

$$k(T) = \frac{k_B}{\pi a^2} \frac{1}{h^3} T \sum_{\alpha} \int_{0}^{\omega_0} \frac{d\omega}{dq} \cdot \tau(x) \cdot \frac{x \cdot e^x}{2\pi (e^x - 1)^2} dx$$

The most intriguing parameter in Eq.(72.1), is the phonon life time $\tau$, which depends on frequency, temperature and system size [303, 305, 306]. We shall assume that the interference of scattering process could be neglected, and then the phonon lifetime obeys the Matthiessen’s rule similar to the case of conductivity:

$$\tau^{-1}(\omega) = \tau_B^{-1}(\omega) + \tau_i^{-1}(\omega) + \tau_U^{-1}(\omega)$$

(73)
where $\tau_B$, $\tau_i$ and $\tau_U$ refer to the boundary scattering, impurity scattering and Umklapp scattering, respectively.

Table VIII lists some parameters used in the calculation.

Table VIII Shell thickness, Lamé constants, phonon velocities, and parameters related to the different scattering mechanism

<table>
<thead>
<tr>
<th>Shell thickness</th>
<th>$\delta a = 1.47$nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lamé constant</td>
<td>$\mu_2 / \mu_1 = 1.879$</td>
</tr>
<tr>
<td>Bond contraction coefficient</td>
<td>$c_i(z_i) = 2/[1 + \exp((12 - z_i)/(8z_i))]$</td>
</tr>
<tr>
<td>Velocity</td>
<td>$c_l$       $c_l$   $v_\theta$ (averaged bulk $v$)</td>
</tr>
<tr>
<td></td>
<td>$4650 \text{m/s}$ $8410 \text{m/s}$ $7400 \text{m/s}$</td>
</tr>
<tr>
<td>Scattering mechanism</td>
<td>Scattering rates</td>
</tr>
<tr>
<td>Boundary scattering:</td>
<td>$\tau_B^{-1}(\omega) = D / v_0$ [252, 260]</td>
</tr>
<tr>
<td>Umklapp process</td>
<td>$\tau_U^{-1}(\omega) = AT\omega^2 e^{-C/\theta}$</td>
</tr>
<tr>
<td></td>
<td>[270, 271, 273, 274]</td>
</tr>
<tr>
<td>Impurity scattering</td>
<td>$\tau_i^{-1}(\omega) = B\omega^4$</td>
</tr>
</tbody>
</table>

From Figure 20, it can be seen that the difference in phonon frequencies in the core and shell (due to BOLS) modifies the phonon oscillations and increases the group velocities in the system significantly. Therefore, we then conclude from Eq. (72) that BOLS effect increases the thermal conductivity in silicon nanowires. Such behavior of nanowire conductivity probably could be explained by the presence of the relatively thin shell,
which “intermix” the eigenmodes of the ideal core and hence increase the total number of phonon channels for heat conduction.

In Figure 20, the relative change of thermal conductivity (that is, the thermal conductivity in Si nanowire including BOLS effect compared to the same diameter wire without considering BOLS effect) with respect to temperature for the first three modes are applied. We separate the torsional mode, longitudinal mode and flexural mode in order to distinguish the BOLS effects on these modes separately. Here, in order to keep Eq. (63) valid, the temperature considered must be much smaller than melting temperature. The highest temperature in Figure 20 is chosen to be room temperature, which is considerably smaller than the melting temperature for silicon, and hence Eq. (63) is valid. We can see from Figure 20 that the “plateau” value of the thermal conductivity increases with \( \delta a/a \). This is expected from Eq. (72). In the equation, the term \( \hbar \omega/k_B T \) (phonon heat capacity) approaches a constant value \( k_B \) at sufficiently high temperature, and the temperature has smaller effect on phonon life time, given that the parameters \( A \), \( B \) and \( C \) listed in Table VIII are independent of temperature. Hence the thermal conductivity depends critically on the group velocity at sufficiently high temperature. Since phonon group velocity increases with \( \delta a/a \), the plateau value increases with \( \delta a/a \).
Figure 20 Temperature dependence of relative change of thermal conductivity contributed from torsional, longitudinal, and flexural modes, respectively with $\delta a/a=0$, 0.05, 0.10 and 0.15.

The relationship between the relative change of thermal conductivity $\delta k/k$ and the diameter of silicon cylindrical nanowires at room temperature is also shown in Figure 21. As is expected, our result shows that for Si nanowire with larger diameter, the
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BOLS effect does not affect the value significantly. As the diameter reduces, $\delta k/k$ increases and the increase of $\delta k/k$ is more pronounced for torsional mode. When $D = 62\text{nm}$, $\delta k/k$ is around 5% for torsional mode, 3% for longitudinal mode and about 2.6% for flexural mode. As the diameter reduces, $\delta k/k$ increases. When $D = 22\text{nm}$, $\delta k/k$ increases to 19%, 13% and 10% for torsional, longitudinal and flexural modes, respectively. The increase of $\delta k/k$ with decreasing of $D$ can be explained in the following way. When the wire diameter $D$ decreases, that is when $\delta a/a$ increases, the phonon frequencies $\omega$ increase. This makes the term $\hbar \omega (df/dT)$ smaller for a fixed $T$ and from Eq. (73) we can see that thermal conductivity decreases. However, the BOLS effect pushes down the phonon branches, resulting in slower decrease of $\hbar \omega (df/dT)$ (and hence thermal conductivity) with decreasing diameter $D$. The great relative change of thermal conductivity shown in Figure 21 demonstrates the significant effect of BOLS on phonon spectrum and thermal conductivity. Although the isotropic elastic model does not give a very good approximation for short wavelength, this model discloses the BOLS effect which causes the decrease of phonon frequency and the increase of phonon group velocities, and hence the increase of thermal conductivity. These facts should be true even when other more accurate models are used.
5.4 Summary

Simple and straightforward analytical solutions for thermal expansion coefficient and surface energy density have been developed from the perspective of LBA approximation and BOLS correlation.

Our model demonstrates that the thermal expansion coefficient follows closely the temperature dependent specific heat and there is no empirical parameter or concepts in classical thermodynamics are required. Good agreement between the experimental data and theoretical predictions of $T$ dependent TECs and lattice parameters for nitrides, metals, and diamond structures may evidence that LBA approach may represent the true situation of the experimental observations although further refinement by using the exact phonon density-of-states for the specific heat of a particular specimen is required.

The concepts of the energy density gain per unit volume and cohesive energy remain are suggested being essential to classify the surface energetics. The variation of surface energetics from the bulk values arises from the shortened and strengthened
bonds between the under-coordinated surface atoms. The functional dependence of the surface energy on the bonding identities and their temperature dependency are derived. The thermal weakening of surface energy is dominated by thermal expansion and surface bond contraction. Furthermore, the BOLS correlation approach allows us to estimate the atomic cohesive energy by reproducing the measured temperature dependence of surface tension.

The relative change of thermal conductivity of cylindrical silicon nanowire due to the BOLS effects has been discussed with a core-shell structure. The enhanced local Young’s modulus in the shell region leads to increased group velocities and modifies the phonon dispersion relation. It is found that the overall phonon frequency decrease due to BOLS effect and the relative change of the thermal conductivity (comparing the calculated thermal conductivity when the BOLS effect is considered to that when the BOLS effect is not considered) increases with decreasing diameter.
Chapter 6 Conclusions and recommendations

6.1 Achievements

A set of analytical expressions have been developed here to describe the size and temperature dependent elastic, lattice vibronic, and thermal behaviors following the BOLS correlation and LBA approximation. The core idea of BOLS correlation is that the spontaneous surface bond contraction and associated bond strengthening dictate the size dependent change of material properties. By extending BOLS correlation into temperature domain, the approach named LBA approximation has been developed. The core idea of LBA approximation is that in order to predict the change of any measurable quantities under external stimulus, one only need to establish the functional dependence of the measurable quantities on the atomic bonding identities (bond length, strength, nature) of the representative bond and the response of these bonding identities to the external stimulus. These two approaches may provide a way to overcome the obstacle encountered in both classical and quantum approaches. Consistent understanding and the good agreement between predictions and experimental data provide evidence that the current approaches may represent the true situation in the less-coordinated systems.

Following the BOLS correlation and LBA approximation, improved atomic understanding and derived information about atomic cohesive energy, and dimer frequency have been obtained from good agreement between theoretical predictions and experimental data for size and temperature dependent Young’s modulus, Raman frequency shift, thermal expansion coefficient and surface energy density, which are
beyond the scope of traditional theoretical approaches. The reproduction of observations reveals that:

(a) The Young’s modulus is proportional to the atomic energy density. Therefore, the monotonic decrease of Young’s modulus with increasing temperature arises from thermal softening of atomic bonding energy and the thermal lattice constant expansion. Fitting to temperature dependent Young’s modulus gives atomic cohesive energy.

(b) The surface bond contraction and associated bond strengthening are responsible for the size dependent change of Young’s modulus in nanoscale.

(c) Derivation shows that the Raman frequency is proportional to CN, the square root of bonding energy and the reciprocal of bond length. Therefore the thermally induced redshift of Raman frequency arises from both bond length expansion and bond strength weakening with increasing temperature. The mode cohesive energy that relates to the relative motion of neighboring atoms can be obtained by fitting to the temperature dependent Raman frequency shift.

(d) The dimer frequency of a monotonic chain can be obtained by studying the size dependent Raman frequency shift.

(e) The temperature dependent thermal expansion coefficient is derived to follow the relationship for temperature dependent specific heat.

(f) The concepts of the energy density gain per unit volume and cohesive energy remain are suggested being essential to classify the surface energetics.

(g) The effect of surface bond contraction (also called BOLS effect) reduces the
phonon frequency, but increases the group velocity in phonon dispersion relation. The thermal conductivity is calculated to be greater with additional BOLS effect comparing with the case without the consideration of BOLS effect.

6.2 Limitations

The current approach starts from a perfect crystal structure, where defects, impurities, or surface oxidation that are commonly observed in measurements, are not included. However, if both the samples under consideration and the corresponding bulk sample are prepared and measured under exactly the same condition and the relative change instead of absolute value is used, the effect from artifacts such as impurities or defects can be minimized, and the results are purely size or temperature dependent.

Furthermore, the measurement technique may also affect the experimental data. For example, in mechanical strength measurement, besides the intrinsic material response, the applied strain rate or loading mode may sometimes affect the stress-strain profile, and hence leads to data variation. However, as an approximation, one is not able to cover all the aspects of deviations that may arise from material growth or measurement technique from perfect situation in a single theoretical model, as these fluctuations are random artifacts that are difficult to be controlled. Again, these effects can be minimized in current approach by using relative change.

Moreover, the dangling bonds are not considered in current approach, as a dangling bond is not a real bond that forms between two neighboring atoms.

As the current derived analytical expressions of the functional dependence of
various detectable material properties on bonding identities are the first order approximation (also the main contribution), there is still plenty of room for improvement by involving higher orders. For illustration purpose, we are more interested in the atomic origin and general trend of size and temperature dependent material properties in order to provide some guidance for device design and application. Therefore the first order approximation, for the mentioned purpose, is sufficient. Of course, further studies to include higher orders and therefore more precise predictions may be more fascinating.

6.3 Recommendations for future work

The concept of using a representative bond to study the entire specimen in LBA approach provides a new way to study the variation of material properties with applied external stimulus. The concept of representative bonds can be extended to different locations, such as edge, defect, impurity, and interface. Moreover, the combination of BOLS mechanics in size domain and LBA approach in temperature domain provides us a guideline to tune the physical properties of nanoscaled materials for the design and fabrication of new devices. Extension of the approaches to domains such as pressure, external electric and magnetic field could be more interesting.

Furthermore, the effect of bond order loss also exists for amorphous materials and hence affects the material properties. Studies on the similarities and differences between the crystal structure and the amorphous structure would be of great interest.
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Appendix

In case where phonon wave propagates in the z direction with wave vector \( q \), the components of the displacement field in the inner core \( (r < a) \) are given by:

\[
\begin{align*}
& u_r = [iC_r k_{i1} J'_m(k_{i1}r) + iC_r \frac{m}{r} J_m(k_{i1}r) + i\bar{C}_r q k_{i1} J'_n(k_{i1}r)] \cdot \exp(i\omega t + iqz - i\omega t) \\
& u_\theta = [-C_r \frac{m}{r} J_m(k_{i1}r) - C_r k_{i1} J'_m(k_{i1}r) - \bar{C}_r \frac{mqa}{r} J_n(k_{i1}r)] \cdot \exp(i\omega t + iqz - i\omega t) \\
& u_z = [-C_r q J_m(k_{i1}r) + a\bar{C_r}(k_{i1})^2 J_m(k_{i1}r)] \cdot \exp(i\omega t + iqz - i\omega t)
\end{align*}
\]  

(A-1)

where \( m \) here denotes the order of harmonics. While the components of the displacement field in the outer shell \( (a < r < a + \delta a) \) is:

\[
\begin{align*}
& u_r = [iD_r k_{i2} J'_m(k_{i2}r) + iE_r k_{i2} N'_m(k_{i2}r) + iD_r \frac{m}{r} J_m(k_{i2}r) + iE_r \frac{m}{r} N_m(k_{i2}r) + i\bar{D}_r q k_{i2} J'_n(k_{i2}r)] \cdot \exp(i\omega t + iqz - i\omega t) \\
& u_\theta = [-D_r \frac{m}{r} J_m(k_{i2}r) - E_r \frac{m}{r} N_m(k_{i2}r) - D_r k_{i2} J'_m(k_{i2}r) - E_r k_{i2} N'_m(k_{i2}r) - \bar{E}_r \frac{mqa}{r} N_m(k_{i2}r)] \cdot \exp(i\omega t + iqz - i\omega t) \\
& u_z = [-D_r q J_m(k_{i2}r) - E_r q N_m(k_{i2}r) + a\bar{D}_r(k_{i2})^2 J_m(k_{i2}r) + a\bar{E}_r(k_{i2})^2 N_m(k_{i2}r)] \cdot \exp(i\omega t + iqz - i\omega t)
\end{align*}
\]  

(A-2)

In the above expressions, \( J_m \) and \( N_m \) are the ordinary Bessel and Neumann functions. \( C_r, C_r, \bar{C}_r, D_r, \bar{D}_r, E_r, \bar{E}_r \), and \( E_r \) are coefficients to be determined, \( \omega \) is the phonon frequency, the transversal and longitudinal wave vectors \( k_{i1} \) and \( k_{i2} \) in the above expression are connected to the wave vector \( q \) in such a way that:

\[
k_{i1} = \frac{\omega}{c_{i1}} - q^2 \quad \text{and} \quad k_{i2} = \frac{\omega}{c_{i2}} - q^2 \quad (A-3)
\]

where \( c_{i1} \) and \( c_{i2} \) are the velocities of the longitudinal and transverse phonons, respectively, in the core region (shell region). The stress in polar coordinate has the
following relation

\[
\begin{align*}
\tau_{rr} &= \lambda \left[ \frac{u_r}{r} + \frac{\partial u_{\theta}}{\partial r} + \frac{1}{r} \frac{\partial u_z}{\partial \theta} + \frac{\partial u_z}{\partial z} \right] + 2\mu \frac{\partial u_r}{\partial r} \\
\tau_{r\theta} &= \mu \left[ \frac{\partial u_{\theta}}{\partial r} + \frac{1}{r} \frac{\partial u_z}{\partial \theta} - r u_{\theta} \right] \\
\tau_{z\theta} &= \mu \left[ \frac{\partial u_z}{\partial r} + \frac{\partial u_z}{\partial \theta} \right]
\end{align*}
\]

(A-4)

For free standing quantum wire, the stress at the surface of the wire (i.e. \(r = a + \delta a\)) is zero. This condition, together with boundary condition that the displacement field and stress are continuous at the core-shell interface gives the following eigenvalue equation:

\[
\begin{pmatrix}
U_1 & -U_2 & -U_3 \\
\mu_i F_1 & -\mu_2 F_2 & -\mu_2 \bar{F}_2 \\
0 & -\mu_2 F_2(a + \delta a) & -\mu_2 \bar{F}_2(a + \delta a)
\end{pmatrix}
\begin{pmatrix}
C_r \\
C_z \\
C_t
\end{pmatrix}
= 0
\]

(A-5)

where

\[
C = \begin{pmatrix}
C_r \\
C_z \\
C_t
\end{pmatrix},
D = \begin{pmatrix}
D_r \\
D_z \\
D_t
\end{pmatrix},
E = \begin{pmatrix}
E_r \\
E_z \\
E_t
\end{pmatrix},
\]

(A-5a)

\[
U_1 = \begin{pmatrix}
L_1 & mt_1 & (qa)T_1 \\
-ml_1 & -T_1 & -m(qa)t_1 \\
-(qa)t_1 & 0 & (k_i a)^2 t_1
\end{pmatrix},
\]

(A-5b)

\[
U_2 = \begin{pmatrix}
L_2 & mt_2 & (qa)\bar{T}_1 \\
-ml_2 & -\bar{T}_1 & -m(qa)\bar{t}_1 \\
-(qa)\bar{t}_1 & 0 & (k_2 a)^2 \bar{t}_2
\end{pmatrix},
\]

(A-5c)

\[
\bar{U}_2 = \begin{pmatrix}
\bar{T}_2 & m\bar{t}_2 & (qa)\bar{T}_1 \\
-m\bar{t}_2 & -\bar{T}_2 & -m(qa)\bar{t}_2 \\
-(qa)\bar{t}_2 & 0 & (k_2 a)^2 \bar{t}_2
\end{pmatrix},
\]

(A-5d)

\[
F_1 = \begin{pmatrix}
-2(qa)L_1 & -m(qa)t_1 & (k_i a^2 - q^2 a^2) T_1 \\
2m(l_i - L_1) & (k_i a^2 - 2m^2) t_1 + 2T_1 & 2mq a(t_1 - T_1) \\
(2m^2 + q^2 a^2 - k_i a^2)l_1 - 2L_i & 2m(T_1 - t_1) & 2qa(m^2 - k_i a^2) t_1 - T_1
\end{pmatrix},
\]

(A-5e)
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\[ F_2 = \begin{bmatrix} -2(qa)L_2 & -m(qa)t_2 & (k_{i_2}^2a^2 - q^2a^2)T_2 \\ 2m(l_2 - L_2) & (k_{i_2}^2a^2 - 2m^2)t_2 + 2T_2 & 2mqa(t_2 - T_2) \\ 2m^2 + q^2a^2 - k_{i_2}^2a_2^2)l_2 - 2L_2 & 2m(T_2 - t_2) & 2qa[m^2 - k_{i_2}^2a^2)t_2 - T_2] \end{bmatrix} \] , (A-5f)

\[ \bar{F}_2 = \begin{bmatrix} -2(qa)\bar{l}_2 & -m(qa)\bar{t}_2 & (k_{i_2}^2a^2 - q^2a^2)\bar{T}_2 \\ 2m(\bar{l}_2 - L_2) & (k_{i_2}^2a^2 - 2m^2)\bar{t}_2 + 2\bar{T}_2 & 2mqa(\bar{t}_2 - \bar{T}_2) \\ 2m^2 + q^2a^2 - k_{i_2}^2a^2)\bar{l}_2 - 2\bar{L}_2 & 2m(\bar{T}_2 - \bar{t}_2) & 2qa[m^2 - k_{i_2}^2a^2)\bar{t}_2 - \bar{T}_2] \end{bmatrix} \] , (A-5g)

\[ F_2(a + \delta a) = \begin{bmatrix} Q_{11} & Q_{12} & Q_{13} \\ Q_{21} & Q_{22} & Q_{23} \\ Q_{31} & Q_{32} & Q_{33} \end{bmatrix} \]

\[ Q_{11} = -2(qa)L_2(a + \delta a) \]

\[ Q_{11} = 2m[l_2(a + \delta a) - L_2(a + \delta a)] \]

\[ Q_{31} = [2m^2 + q^2(a + \delta a)^2 - k_{i_2}^2(a + \delta a)^2]l_2(a + \delta a) - 2L_2(a + \delta a) \]

\[ Q_{12} = -m(qa)t_2(a + \delta a) \]

\[ Q_{22} = (k_{i_2}^2(a + \delta a)^2 - 2m^2)t_2(a + \delta a) + 2T_2(a + \delta a) \]

\[ Q_{32} = 2m[T_2(a + \delta a) - t_2(a + \delta a)] \]

\[ Q_{13} = (k_{i_2}^2a^2 - q^2a^2)T_2(a + \delta a) \]

\[ Q_{23} = 2mqa[t_2(a + \delta a) - T_2(a + \delta a)] \]

\[ Q_{33} = 2qa[m^2 - k_{i_2}^2(a + \delta a)^2]l_2(a + \delta a) - T_2(a + \delta a)] \] , (A-5h)
In the above tedious formulae, we have defined:

\( l_1 = J_m(k_1a) \quad l_1(a + \delta a / a) = J_m(k_1a(a + \delta a / a)) \)
\( L_1 = (k_1a)J'_m(k_1a) \quad L_1(a + \delta a) = (k_1a)(1 + \delta a / a)J'_m(k_1a(1 + \delta a / a)) \)
\( t_1 = J_m(k_1a) \quad t_1(a + \delta a / a) = J_m(k_1a(a + \delta a / a)) \)
\( T_1 = (k_1a)J'_m(k_1a) \quad T_1(a + \delta a) = (k_1a)(1 + \delta a / a)J'_m(k_1a(1 + \delta a / a)) \)
\( l_2 = J_m(k_2a) \quad l_2(a + \delta a / a) = J_m(k_2a(a + \delta a / a)) \)
\( L_2 = (k_2a)J'_m(k_2a) \quad L_2(a + \delta a) = (k_2a)(1 + \delta a / a)J'_m(k_2a(1 + \delta a / a)) \)
\( t_2 = J_m(k_2a) \quad t_2(a + \delta a / a) = J_m(k_2a(a + \delta a / a)) \)
\( T_2 = (k_2a)J'_m(k_2a) \quad T_2(a + \delta a) = (k_2a)(1 + \delta a / a)J'_m(k_2a(1 + \delta a / a)) \)
\( \tilde{l}_2 = N_m(k_2a) \quad \tilde{l}_2(a + \delta a / a) = N_m(k_2a(a + \delta a / a)) \)
\( \tilde{L}_2 = (k_2a)N'_m(k_2a) \quad \tilde{L}_2(a + \delta a) = (k_2a)(1 + \delta a / a)N'_m(k_2a(1 + \delta a / a)) \)
\( \tilde{t}_2 = N_m(k_2a) \quad \tilde{t}_2(a + \delta a / a) = N_m(k_2a(a + \delta a / a)) \)
\( \tilde{T}_2 = (k_2a)N'_m(k_2a) \quad \tilde{T}_2(a + \delta a) = (k_2a)(1 + \delta a / a)N'_m(k_2a(1 + \delta a / a)) \)

The torsional and longitudinal modes can be obtained by setting \( m = 0 \) in Eq. (A-5). The torsional mode, where the stresses in the \( r \) and \( z \) directions equal zero, they are governed by the equation:
Similarly, the longitudinal mode, where the stress in θ direction equals zero is governed by the equation:

\[
\begin{bmatrix}
L_1 & qaT_1 & -L_2 & -qaT_2 & -T_2 & -qa\bar{T}_2 \\
-qal_1 & (k_{1r}a)^2t_1 & qal_2 & -(k_{1r}a)^2t_2 & qal_2 & -(k_{1r}a)^2\bar{T}_2 \\
-\mu_2qaL_1 & B_{32} & \mu_2 qaL_2 & B_{34} & \mu_2 qa\bar{T}_2 & B_{36} \\
B_{41} & B_{42} & B_{43} & B_{44} & B_{45} & B_{46} \\
0 & 0 & B_{53} & B_{54} & B_{55} & B_{56} \\
0 & 0 & B_{63} & B_{64} & B_{65} & B_{66}
\end{bmatrix}
\begin{bmatrix}
C_i \\
C_r \\
D_i \\
D_r \\
E_i \\
E_r
\end{bmatrix} = 0
\] (A-6b)

where

\[
B_{32} = \mu_1(k_{1r}^2a^2 - q^2a^2)T_1 \\
B_{34} = -\mu_2(k_{1r}^2a^2 - q^2a^2)T_2 \\
B_{36} = -\mu_2(k_{1r}^2a^2 - q^2a^2)\bar{T}_2 \\
B_{41} = \mu_1[(q^2a^2 - k_{1r}^2a^2)l_1 - 2L_1] \\
B_{42} = \mu_1(2qa)(-k_{1r}^2a^2t_1 - T_1) \\
B_{43} = -\mu_2[(q^2a^2 - k_{1r}^2a^2)l_2 - 2L_2] \\
B_{44} = -\mu_2(2qa)(-k_{1r}^2a^2t_2 - T_2) \\
B_{45} = -\mu_2[(q^2a^2 - k_{1r}^2a^2)\bar{T}_2 - 2\bar{T}_2] \\
B_{46} = -\mu_2(2qa)(-k_{1r}^2a^2\bar{T}_2 - \bar{T}_2) \\
B_{53} = \mu_2(2qaL_1(a + \delta a) \\
B_{54} = -\mu_2(k_{1r}^2a^2 - q^2a^2)T_1(a + \delta a) \\
B_{55} = \mu_2(2qa\bar{T}_2(a + \delta a) \\
B_{56} = -\mu_2(k_{1r}^2a^2 - q^2a^2)\bar{T}_2(a + \delta a) \\
B_{63} = -\mu_2[(q^2(a + \delta a)^2 - k_{1r}^2(a + \delta a)^2)l_1(a + \delta a) - 2L_1(a + \delta a)] \\
B_{64} = -\mu_2(2qa)[(-k_{1r}^2(a + \delta a)^2t_1(a + \delta a) - T_1(a + \delta a)] \\
B_{65} = -\mu_2[(q^2(a + \delta a)^2 - k_{1r}^2(a + \delta a)^2)\bar{T}_2(a + \delta a) - 2\bar{T}_2(a + \delta a)] \\
B_{66} = -\mu_2(2qa)[(-k_{1r}^2(a + \delta a)^2\bar{T}_2(a + \delta a) - \bar{T}_2(a + \delta a)]
\] (A-6c)