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ABSTRACT

It is well established that Class D audio amplifiers have higher power efficiency compared to classical linear amplifiers (Class A, Class B and Class AB) due to the fact that the transistors in their output stage operate either in the cut-off region or in the triode region. As the output stage typically dissipates the highest power of all circuit blocks in audio amplifiers, the overall power efficiency of amplifiers largely depends on the design of the output stage.

The optimization of the output stage based on CMOS (embodying the $p$-channel-cum-$n$-channel inverter) has been reported in literature. These output stages are limited only to low voltage (~5V) applications due to the low breakdown voltage of CMOS. In this dissertation, we investigate the power dissipation mechanisms of the High Voltage MOS (HVMOS) output stage in half bridge configuration (the half bridge can be easily extended to the full bridge) and the Double-diffused MOS (DMOS) output stage in full bridge configuration, and apply protection circuits to the output stages for higher voltage (~20V) applications. We derive analytical expressions to determine their power efficiencies and establish a methodology to optimize the channel width of the output stages for optimum power efficiency. We also propose a small non-overlapping logic circuit to reduce the possibility of short-circuit current.

The derived expressions depict the parameters that affect power efficiency, and are insightful to designers to design the output stage for optimum power efficiency in view of IC area. The analytical results are verified against Cadence (Spectre) computer simulations for both DMOS and HVMOS, and on the basis of measurements on an IC for DMOS. The DMOS output stage is shown to offer higher power efficiency than the HVMOS output stage due to its lower on-resistance and lower capacitance.
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Chapter 1

Introduction

1.1 Motivation

This research programme is part of an industrial collaboration between NTU and a multinational semiconductor company, pertaining to the analysis, design and realization of analogue Class D audio Amplifiers (CDAs). The research work herein pertains to a conventional mid-voltage (20V) CDA design (based on pulse width modulation, see later) but with the output stage designed based on two different fabrication technologies - Double-diffused MOS (DMOS) technology and High-Voltage MOS (HVMOS) technology (as opposed to the more prevalent CMOS technology for typical low-voltage low-power applications).

At this juncture, although audio amplifiers in the audio market remain largely dominated by linear amplifiers (Class AB amplifiers), CDAs are increasingly gaining acceptance over the entire span of amplifiers, from micro power to high power amplifiers. The primary reason for the increasing preponderance of CDAs is largely due to their higher power efficiency (the ratio of the useful power delivered to the load over the total input power) over their linear counterparts, as the output transistors therein function only in the ohmic or cut-off regions (as opposed to the active regions in the linear amplifiers).

The advantages of higher efficiency are very worthwhile. They include an increased lifespan of remote power supplies (batteries) and smaller form factor, for portability and aesthetic reasons, arising from the elimination of the heat sink in many cases or at least a significantly reduced heat sink size.
Despite the very worthy high power efficiency advantage, some sections of the audio industry remains somewhat resistant to adopt CDAs largely due to the higher cost involved when compared to the classical Class AB realizations. The higher cost is usually due to the larger number of external components and a larger required silicon area – mainly due to the large \((W/L)\) transistors in the output stage to keep the on-resistance of the output stage low (for high power efficiency, see later). These added costs may somewhat defeat the primary advantage (increased power efficiency) of the CDA.

As the output stage dissipates the most power in most audio amplifiers, the overall power efficiency of the amplifier largely depends on the design of the output stage. In most CDA designs, the size of the output stage easily occupies half or more of the entire integrated circuit (IC) area. In view of this, there is much motivation to research on the effects of different output stage configurations on power efficiency, and design methodologies to optimize the output stage with a balance between power efficiency and IC area.

While investigations into the power dissipation mechanisms and optimization for low voltage CMOS output stage have already been reported [Chang, et.al., 2000], there is a lack of literature on the same (output stage) operating at higher voltage, and particularly in DMOS and HVMOS technology; nonetheless there are high voltage DMOS and HVMOS CDA designs reported in literature.

The considerations for the design of the output stage for low voltage \((\leq 5V)\) and higher voltage \((20V\) range) applications are very different. A higher voltage renders the output stage more susceptible to breakdown and damage due to higher power dissipation and this makes protection a more important consideration (when compared to a lower voltage application). With a higher supply voltage, as it is expected that the power dissipation will increase, the output stage with a small \(R_{on}\) is required to keep the power dissipation within the IC low. Moreover, as the common low voltage CMOS output stage cannot be used for 20V application due to its process limitations (being unable to tolerate high
voltage due to breakdown), a HVMOS output stage or a DMOS output stage would be required.

When HVMOS is compared to DMOS, DMOS has the advantage of a short channel length (<0.5µm) with high breakdown voltage through the double-diffusion fabrication and this advantage translates to a lower $R_{on}$ per unit transistor area.

At this juncture, the design of a DMOS- or HVMOS-based output stage appears to be largely empirical, where the rule-of-thumb is often applied. The rule-of-thumb is to design the $R_{on}$ of the output stage to be as small as tolerable and the typical $R_{on}$ is 0.2 - 0.3 Ω for an 8 Ω load. From a simplistic cost perspective, the smaller the $R_{on}$, the larger is the IC area required for the output stage, and hence, increased cost.

In view of the fact that the size of the IC area dedicated to the output stage is the major cost factor in CDA realizations, it is of interest to analytically determine the parameters/mechanisms that determine $R_{on}$, the effects of $R_{on}$ on the power efficiency in a DMOS/HVMOS output stage realization and to investigate if the power efficiency can be optimized in view of the IC area.

1.2 Objectives

The overall objective of this M.Eng research programme is to establish a systematic analytical method to design and optimize the Class D output stage for mid-voltage (20V, for the application of home television sets) in DMOS and in HVMOS technology, for high power efficiency and low cost (small and realistic IC area). This involves:

(i) The design of a complete CDA output stage with protection circuits.

(ii) An investigation into different output stage configurations (half and full bridge) and the effects on power efficiency.
(iii) An investigation into power loss mechanisms in the DMOS output stage of Class D amplifiers to determine their output stage efficiencies. This analytical work includes the derivation of analytical expressions to model the mechanisms.

(iv) Following on (iii), an investigation of the same mechanisms in the HVMOS output stage of Class D amplifiers to determine their output stage efficiencies. As in (iii), the analytical work includes the derivation of analytical expressions to model the mechanisms.

(v) Following on (iii), the optimization of the DMOS output stage in Class D amplifiers to achieve high power efficiency in view of IC area. This includes the derivation of analytical expressions to determine the optimized width ($W$) of the output stage power transistors.

(vi) Following on (iv), the optimization of the HVMOS output stage in Class D amplifiers to achieve high power efficiency in view of IC area. As in (v), this includes the derivation of analytical expressions to determine the optimized width ($W$) of the output stage power transistors.

(vii) The verification of the analytical derivations in (i) - (vi) above against Cadence (Spectre) computer simulations for both the DMOS and HVMOS, and against measurements on a CDA IC embodying a DMOS output stage fabricated using a proprietary process.

1.3 Contributions

The contributions made in this research programme are the results of the objectives outlined above. Specifically, they are:
(i) Design of a simple non-overlapping logic circuit to reduce the possibility of short-circuit current in a CDA output stage.

(ii) Derivation of the mechanisms of power dissipation and of analytical expressions of these mechanisms and ultimately, the overall power dissipation and power efficiency of a DMOS output stage for Class D amplifiers.

(iii) Derivation of the mechanisms of power dissipation and of analytical expressions of these mechanisms and ultimately, the overall power dissipation and power efficiency of a HVMOS output stage for Class D amplifiers.

(iv) Following on (ii), establishment of a systematic analytical method to design and optimize the mid-voltage DMOS Class D output stage for high power efficiency in view of IC area.

(v) Following on (iii), establishment of a systematic analytical method to design and optimize the mid-voltage HVMOS Class D output stage for high power efficiency in view of IC area.

The contributions herein are significant as they provide insight to a CDA designer on the various parameters available to design the output stage to meet given specifications for mid-voltage applications.

1.4 Organization of Dissertation

This dissertation is organized as follows. Chapter 1 presents the introduction and overview of the project, including the motivation, objectives and contributions.

Chapter 2 presents a literature review of power audio amplifiers. The classical linear amplifiers include the well-known classical Class A, Class B and Class AB and the less-known Class C, Class E, Class G and Class H. As the main theme of this research
pertains to the CDA, the review of CDA is emphasized. This includes the different modulators used, particularly the pulse width modulation (PWM) and the pulse density modulation (PDM). Different output stage configurations and their effects on power efficiency are also reviewed. Finally, the power dissipation mechanisms and power efficiency of a low voltage CMOS output stage are reviewed.

In chapter 3, we discuss the challenges of operating the CDA output stage at higher voltage (20V range) which includes the protection circuits needed in practice. This is followed by a study of the DMOS technology and its output stage model in full bridge configuration. This model is used to determine the mechanisms of power dissipation and the power losses arising from these mechanisms. The efficiency of the full bridge DMOS output stage is thereafter determined. Finally, we propose an optimization method to optimize the output stage for power efficiency. Our theoretical results are verified with Cadence (Spectre) computer simulation and measurement of IC chip.

In chapter 4, we review the HVMOS technology and design a complete CDA output stage with protection circuits. After that, we employ the analytical model established in chapter 3 to a half bridge HVMOS output stage. We further derive the analytical expressions to determine its power dissipation mechanisms and to design the half bridge HVMOS output stage for optimum power efficiency. This is followed by the verification of the analytical model against Cadence (Spectre) computer simulation. We extend the half bridge model to a full bridge model and compare them based on power efficiency. Finally, this full bridge HVMOS model is used to compare the full bridge DMOS output stage with the full bridge HVMOS output stage, and discuss the practical implications.

The conclusions of the project and future work are drawn in chapter 5.
Chapter 2

Literature Review

This chapter reviews the literature on audio power amplifiers, including the well-known classical linear Class A, Class B and Class AB and the less-known Class C, Class E, Class G and Class H. As the main theme of this research pertains to the CDA, the CDA is reviewed more thoroughly.

As the primary objective of this research programme pertains to the design and optimization of the output stage based on DMOS and HVMOS, this review includes a review of a similar output stage design but is based on low-voltage CMOS. In addition, as the output stage usually contributes a significant power loss, different output stage configurations are reviewed.

2.1 A Review of Classical Linear Power Amplifiers

Power amplifiers are traditionally linear amplifiers that are typically classified by the biasing of their output stages. Even with identical input and gain stages, power amplifiers with different output stages exhibit different levels of performance and power efficiency. The most common classes of linear power amplifiers (Class A, Class B and Class AB) will be reviewed in the following sections.

2.1.1 Class A Amplifiers

In a Class A amplifier depicted in Figure 2.1(a), its output power transistors are always turned on regardless of the input signal. This means that even when the output current is zero, the power transistors are always conducting a current, $I_{bias}$. At the maximum output current $I_{max}$, a current of $I_{max} + I_{bias}$ will be flowing through the power transistors. With
the transistors of the Class A output stage conducting for the entire cycle, the conduction angle is 360° [Sedra, et.al., 1998]. Figure 2.1(b) shows the output waveform through an emitter follower which conducts for the entire cycle.

As the transistors are always operating in the active region, the distortion is typically low compared to other classes of linear amplifiers. However, the drawbacks are high power consumption and this yields very low power efficiency. For a single-ended output stage, the maximum efficiency is only 25% [Gray, et.al., 2001] while a push-pull stage offers a maximum of 50% [Kashiwagi, 1985]. A pertinent point to note is that practical audio amplifiers do not work at the maximum power all the time. Practically, this means that as the signal swing is on average small during a large portion of the operating time and due to the crest factor (the ratio of the peak value of the waveform over the root-mean square value of the waveform) of audio signals, the efficiency is usually considerably less, for example 5-10%. This can be seen in the power efficiency plot depicted in Figure 2.5 later.
2.1.2 Class B Amplifiers

Compared to Class A, the Class B topology, depicted in Figure 2.2(a), offers a much higher efficiency at the expense of signal fidelity. The output stage consists of two power transistors that do not turn on simultaneously at any time. Each power transistor only conducts for half a cycle, as shown in Figure 2.2(c), thus having a conduction angle of only 180°. When the input signal is zero or low (<±0.7V), both transistors are off, as shown in figure 2.2(b). The resulting dead zone contributes to crossover distortion, a severe and often unacceptable problem. The advantage, however, is that the Class B amplifier ensures that no power is wasted when there is no input signal. The maximum theoretical power efficiency for the Class B output stage is 78.5% [Kashiwagi, 1985; Gray, et.al., 2001]. However, as in the case of Class A amplifier, the efficiency, in practice, is much lower because of the average low signal swing and crest factor of audio signals. This can be seen in the comparison of power efficiency plot between different classes, depicted in Figure 2.5 later.
2.1.3 Class AB Amplifiers

Class AB amplifier, as depicted in Figure 2.3(a), is a compromise between the Class A and Class B topologies. By simply adding a biasing circuitry to the Class B topology, the crossover distortion is drastically reduced while retaining some of the Class B efficiency. The biasing circuitry ensures that at least one of the output transistors is active between -0.7V to 0.7V. Hence, each of the transistors has a conduction angle of slightly more than 180° and usually much less than 360°, as depicted in Figure 2.3(b). Although there is a short period where both transistors are turned on simultaneously, the small sacrifice in power efficiency results in a marked improvement in the fidelity of output signal. This power efficiency – fidelity compromise of the Class AB renders it the most popular solution in the industry today. The power efficiency of the Class AB amplifier is somewhere in between the Class A amplifier and the Class B amplifier (See Figure 2.5).
In summary, among the 3 classes of amplifiers discussed, Class A output stage provides the highest signal fidelity but lowest efficiency while Class B output stage gives the highest efficiency but lowest signal fidelity. Class AB output stage is a compromise with its signal fidelity and efficiency between the Class A and Class B output stages.
2.2 A Review of Non-Classical Amplifiers

2.2.1 Class C Amplifiers

The Class C amplifier [Douglas, 2000] has its power transistors conducting for less than half the cycle. It is usually used for radio frequency (RF) where an $LC$ circuit is employed to smoothen out the current pulses. The Class C is, in general, inapplicable to audio amplifiers.

2.2.2 Class E Amplifiers

In a Class E amplifier [Douglas, 2000], the transistors therein operate in a way such that it has either a small voltage across it or a small current through it almost all the time, resulting in low power dissipation. However, this method has thus far been applied to RF applications and there is little application for audio amplifiers.

2.2.3 Class G Amplifiers

This design methodology was first introduced by Hitachi [Douglas, 2000] in 1976 with the objective of improving the efficiency of the power amplifier. The Class G block design is depicted in Figure 2.4. As the crest factor of audio signal is low, resulting in low level signals, a low voltage rail ($V_L$ and $-V_L$) is used (for lower output signals) and a high voltage rail ($V_H$ and $-V_H$) is used for larger signals. This ‘two voltage rail operation’ reduces the overall power dissipation, particularly when the output signal is small. The Class G is known to have a typically power efficiency of $\sim 60\%$ to $75\%$. 
2.2.4 Class H Amplifiers

A Class H amplifier [Douglas, 2000; Gennum Corp., 1996] takes the design of the Class G amplifier a step further by allowing the single supply rail to track the input signal, so as to provide just enough voltage for optimum operation of the output devices. Bootstrapping is a usual method used to achieve this. Generally, it has an efficiency of up to 85%.

In summary, the Class C and Class E amplifiers are generally applied for RF applications only. Class G and Class H amplifiers, on the other hand, offer alternative methods over the linear amplifiers to increase their power efficiencies. However, these amplifiers are inferior compared to CDAs in terms of power efficiency.
2.3 Class D Amplifiers (CDAs)

CDAs potentially offer the highest power efficiency compared to the amplifiers reviewed earlier. Typically, a CDA has an efficiency of 70% and in some designs, the efficiency can exceed 90% (see chapters 3 and 4 later). A comparison of power efficiency between Class A, Class B and Class D amplifiers is depicted in Figure 2.5. Being power efficient, it has low thermal dissipation, and the heat sink may be eliminated or largely reduced. This translates to other virtues of smaller and more compact design, with a lighter end product and better cost effectiveness. Higher power efficiency will also help to prolong battery life in portable applications.

![Figure 2.5 Power efficiencies of typical Class A, Class B and Class D amplifiers](image)

The challenges of CDAs are their relatively higher complexity in design, particularly in terms of larger chip area and higher cost. A filter is also typically needed at the output to attenuate the high frequency carrier signal and this adds to the overall solution cost; a filterless design can also be implemented but there are implications on the choice (inductance) of the output loudspeaker. In view of practical use, the merits provided by the high efficiency of CDA must outweigh this cost.
Class D technology works based on the concept that the output transistors are either in
the cutoff region (where voltage drop across the transistor is maximum with zero current)
or in the triode region (where voltage drop across the transistor is minimum and current is
delivered to the load), instead of the saturation region (for CMOS linear amplifiers). This
is primarily because of the modulation process where the audio signal is modulated to a
pulse-width-modulation (PWM) signal or a pulse-density-modulation (PDM) signal (see
next section for modulation schemes), resulting in the output signal swinging from rail-
to-rail.

The basic block of a typical CDA is depicted in Figure 2.6. An analog input signal goes
into a modulator which converts the signal into pulses at the carrier frequency. The
output stage buffers the pulse signals with sufficient drive (low impedance) to drive a low
impedance load, usually a loudspeaker. This signal is then filtered through a low pass
filter where the high frequency carrier components are attenuated, leaving the amplified
audio band-limited signal.

![Figure 2.6 Block Diagram of Class D Amplifier](image)

Having discussed the advantages and challenges of CDAs, and having presented the basic
block design of a Class D system, the following sections will review the different types of
modulation techniques. The advantages and disadvantages of these techniques will be
reviewed, especially pertaining to efficiency.
2.3.1 A Review of Different Class D Modulators

The pulse modulation techniques can be classified into four basic types [Nielson, 1997]:

1. Pulse Amplitude Modulation (PAM)
2. Pulse Position Modulation (PPM)
3. Pulse Width Modulation (PWM)
4. Pulse Density Modulation (PDM)

PAM involves the conversion of a signal into a pulse train by varying the pulse amplitude. The advantage of PAM is the low bandwidth requirement which translates to a low carrier frequency requirement. PPM, on the other hand, involves the representation of the input signal by varying the position of the pulse in time. From a practical design perspective and application, PAM and PPM are both difficult to realize for commercial use due to their design complexity and relatively poor power efficiency.

PWM [Black, 1953; Murray, 1979; Jensen, 1987; Mellor, et. al., 1991; Dondon, et.al., 1999] and PDM [Candy, et.al., 1992] are prevalent modulation techniques as they are relatively simple in hardware terms and can be designed to be power-efficient. The following sections will discuss these two modulators in turn and in detail.
2.3.1.1 Pulse Width Modulation (PWM)

The block design of a typical PWM CDA is depicted in Figure 2.7.

PWM is a modulation scheme where the pulse width increases with the signal amplitude and this is depicted in figure 2.8. In a simplistic design, the modulator consists of an integrator followed by a comparator. The output of the integrator carrying an audio signal is compared with a triangular waveform of a much higher frequency (carrier frequency). The output of the comparator is the pulse width modulated audio signal in a pulse train. This is followed by the output stage and a low pass filter. After the output stage, the signal is negatively fed back to improve the linearity of the CDA.
The pulse width modulated signal at the output of the integrator is a well established signal and it can be represented analytically [Black, 1953] as follows:

\[
V_{\text{out}} = F_1(t) + F_1(-t) \tag{2.1}
\]

where

\[
F_1(t) = k + \frac{M}{2} \cos \omega_{\text{mod}} t + \sum_{m=1}^{\infty} \frac{\sin \omega t}{m \pi} - \sum_{m=1}^{\infty} \frac{J_n(m \pi M)}{m \pi} \sin(m \omega t - 2m \pi k) - \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \frac{J_n(m \pi M)}{m \pi} \sin(m \omega_t t + n \omega_{\text{mod}} t - 2m \pi k - \frac{m \pi \omega_{\text{mod}}}{2}) \tag{2.2}
\]

and

\[
\begin{align*}
\omega_c & = \text{carrier frequency}, \\
\omega_{\text{mod}} & = \text{modulation frequency (signal frequency)}, \\
M & = \text{modulation index (} 0 \leq M \leq 1\text{)}, \\
J_n & = \text{Bessel function of the first kind and } n\text{th order}, \\
k & = \text{zero-input duty cycle of the PWM signal, i.e., the ratio of the pulse duration in the absence of modulation to the interval between the centre pulses.}
\end{align*}
\]
Equation (2.1) expresses the output PWM signal in its positive and negative cycles and the components therein are delineated in equation (2.2). Specifically, in equation (2.2), the first term represents the inconsequential DC term (DC bias). The second term is the desired output signal, an amplified version of the input signal. The third term is a component of the carrier frequency at the output and the fourth term represents the harmonics of the carrier. These frequencies are inconsequential as they are out of the audio frequency band. Finally, the last term expresses the intermodulation between the carrier signal and the input signal. This is also called the Fold-back Distortion (FBD) and is undesired.

The overall switching frequency of the PWM is dependent on the frequency of the triangular waveform, the carrier frequency. This frequency is usually constant (unlike PDM where its switching frequency varies). The selection of this switching frequency is important as it affects both total harmonic distortion (THD) and power efficiency of the CDA. Shu and Chang [Shu et.al., 2006] have recently established the relationships between the non-linearities in a PWM CDA and the carrier frequencies. Specifically, it has been shown that in order to get low THD non-linearities, it is necessary that the carrier frequency must be much higher than the signal frequency. For audio application, with an upper limit of 20 kHz, a 200 kHz or higher carrier frequency is needed to produce acceptable THD (<0.1%). This frequency is low compared to a typical PDM that operates at a switching frequency of 500 kHz. We will later show that power efficiency decreases with higher frequency, and hence, PWM is relatively more power efficient.

In practice, the PWM method is arguably the most popular modulation technique due to its circuit simplicity (low quiescent current) and low frequency (carrier) operation and stability [Gaalaas, et.al., 2005] at high modulation indices (signal swings). These factors, in part, result in higher power efficiency than the PDM.

Classical linear high-fidelity amplifiers feature good power supply rejection ratio (PSRR) (>60dB) and extremely low THD (<0.01%). Although the CDA can feature substantially higher power efficiencies than the classical linear amplifiers, a challenge of
A CDA design is to match (or exceed) its performance over its linear counterparts in other performance metrics, in particular the non-linearities such as PSRR and THD. These parameters will now be reviewed.

It has been shown that the open-loop PWM CDA, depicted in Figure 2.9, suffers from poor PSRR [Berkhout, 2002]. As the output transistors of CDA work in the triode region for an average of 50% of the time, the output voltage will track the supply voltage and any noise at the supply will be seen at the output. The modeling of the open-loop and closed-loop PWM CDA have been established [Ge, et.al., 2007]. For the open-loop PWM CDA, the ratio of its output noise to its supply noise is $N_D = N/2$ [Berkhout, 2002], where $N_D$ represents the output noise components introduced by the noise in the supply rail ($N$), that is it is only attenuated by a mere 6 dB. In practice, this is highly unsatisfactory.

\[
\text{Figure 2.9 Open-Loop PWM CDA}
\]

As in the case of linear amplifiers where non-linearities are reduced by negative feedback with a reduction of (loop gain + 1), the power supply noise in closed-loop PWM CDAs is likewise reduced by a factor of (loop gain + 1). For the closed-loop PWM CDA [Ge, et.al., 2007] depicted in Figure 2.10 and the ensuing model in Figure 2.11, its PSRR is:
It was shown that the three critical parameters that affect PSRR are the gain of the integrator, $G_{int}$, the gain of the PWM stage, $G_{PWM}$ and the feedback factor, $H_1$. PSRR will improve as the abovementioned three parameters increase. It was recommended that $G_{int}$ be increased to improve PSRR over the other 2 parameters as $G_{int}$ carries the heaviest weighting in the loop gain equation. Increasing $G_{PWM}$ reduces the Signal-to-Noise Ratio (SNR) – a highly undesirable effect, while increasing $H_1$ reduces the amplifier gain and
increases the amount of carrier component at the integrator output (hence reduce the
dynamic range of the amplifier).

The open-loop PWM CDA is also known to have poor THD performance compared to
the linear Class AB amplifier; this is not the case for a properly designed closed-loop
CDA. In the case of the simplest PWM open-loop CDA, the non-linearity of the
triangular carrier (usually generated by an RC circuit) at the pulse width modulator [Tan,
et.al., 2003] and the dead time of the output stage [Wu, et.al., 1999] are some of the
mechanisms of the harmonic distortion. The THD for a practical open-loop PWM is
typically 2% and this is generally undesirable.

The introduction of a feedback reduces the THD of the open-loop CDA by a factor of
(loop gain + 1), but conversely introduces THD due to the combined phase and duty
cycle error [Shu, et.al., 2006]. The expression of the overall THD for the single feedback
CDA (Figure 2.10) is:

\[
\% \text{THD} = \sqrt{\frac{1}{2} J_0 \left( \frac{xM^2}{2} \right)}^2 + \left[ \frac{1}{M(1 + GH_{@f_c})} \sum_{m=1}^{\infty} 2yJ_m \left( \frac{mA\pi}{2} \right) \cos m\theta \right]^2 \times 100\% \quad (2.4)
\]

\[x = \pi f_c / 8 \tau_2 f_c^2 \quad (2.4a)\]

\[y = 2(-1)^m / (m\pi) \quad (2.4b)\]

\[A = \frac{2J_0(\pi M)}{\pi} \sin 2\pi f_c t \times GH_{@f_c} \quad (2.4c)\]

where \(J\) is the Bessel function of the first kind,

\(A\) is the amplitude of the attenuated carrier signal at the integrator output,

\(M\) is the modulation index,

\(f_c\) is the frequency of the input signal,
\( \tau \) is the time constant that is predetermined by the design of the loop filter (and its stability),

\( GH \) is the loop gain and 

\( f_c \) is the carrier frequency.

The parameters available to a CDA designer are the loop gain, \( GH \) and the carrier frequency, \( f_c \). Although usual methodology shows that increasing \( GH \) can help to decrease THD by (loop gain + 1), it was also observed that increasing \( GH \) will increase the harmonic components due to duty cycle error [Shu, et.al., 2006]. In other words, increasing the loop gain may not necessarily improve the THD and this is somewhat converse to what is known in linear amplifier design. Finally, increasing the carrier frequency, \( f_c \), can improve THD but it has implications on the power efficiency of the CDA and this will be further discussed in chapter 3.

### 2.3.1.2 Pulse Density Modulation (PDM) CDA

The PDM CDA is typically realized by means of the \( \Sigma \Delta \).

#### 2.3.1.2.1 \( \Sigma \Delta \) CDA

The \( \Sigma \Delta \) CDA operates by the principle of PDM and its block design is shown in Figure 2.12. The input signal is fed to the modulator via a summing circuit. The modulator comprises an integrator followed by a one-bit quantizer. The output is a pulse density modulated signal (where its pulse density changes with the input signal) and this is depicted in Figure 2.13. The duty cycle of the pulse signal is proportional to the instantaneous value of the input analog signal, and the highest switching frequency occurs when the input signal is at its offset dc value. As in the PWM CDA, the output is buffered by the output stage. The low pass filter attenuates the high frequency components, and the amplified analogue audio signal is recovered.
The $\Sigma\Delta$ approach is a well established technique for ADCs and DACs [Candy, *et.al.*, 1992, Aziz, *et.al.*, 1996]. The primary advantage of $\Sigma\Delta$ CDA is its substantially lower non-linearity compared to the PWM and Bang-bang control (see section 2.3.1.2.4 later) approaches. This is somewhat akin to the $\Sigma\Delta$ modulation approach in data converters where a high-order (>3rd order) modulation is typically employed to shape the noise to a region which is out-of-band, that is to a frequency range not within the frequency band of interest. The major drawback of the PDM approach is that the sampling frequency is
typically high and this translates to higher switching loss, particularly at the output stage, which will degrade the power efficiency performance.

The quantization noise is induced during the quantization process and it is first reduced by oversampling. It is well established [Candy, et.al., 1992; Shu, et.al., 2006] that the relationship between the quantization noise of a Nyquist-rate system (where the sampling frequency is twice of the maximum input frequency), $N_s$, and that of an oversampled one, $N_{\text{oversampled}}$, is:

$$N_{\text{oversampled}} = \frac{N_s}{f_s/2f_{BW}}$$  \hspace{1cm} (2.5)

where $f_s$ is the sampling frequency and $f_{BW}$ is the bandwidth of the system.

The quantization noise is further reduced by the noise shaping process. The in-band quantization noise, $N_{\Sigma \Delta}$, in the first order $\Sigma \Delta$ modulator can be written [Aziz, et.al., 1996; Shu, et.al., 2006] as:

$$N_{\Sigma \Delta, 1} = \int_{-\frac{f_{BW}}{2}}^{\frac{f_{BW}}{2}} \frac{N_{\text{oversampled}}}{f_s} \left| 1 - \exp(-j2\pi f / f_s) \right|^2 df = \frac{N_{\text{oversampled}}}{(f_s/2f_{BW})^2} \times \frac{\pi^2}{3}$$  \hspace{1cm} (2.6)

Similarly, the relationship for higher order $\Sigma \Delta$ modulator is given as follows:

$$N_{\Sigma \Delta, n} = \int_{-\frac{f_{BW}}{2}}^{\frac{f_{BW}}{2}} \frac{N_{\text{oversampled}}}{f_s} \left| 1 - \exp(-j2\pi f / f_s) \right|^{2n} df = \frac{N_{\text{oversampled}}}{(f_s/2f_{BW})^{2n+1}} \times \frac{\pi^2}{2n+1}$$  \hspace{1cm} (2.7)

In equation (2.5), it is desired that the oversampling ratio (between an oversampled system and a Nyquist system) be as high as possible to obtain low noise. However, as earlier delineated, high oversampling ratio is undesirable because a high switching frequency results in high power dissipation at the output stage, which will lower the power efficiency of the overall system.
It is apparent from equation (2.6) and equation (2.7) that to achieve a lower in-band quantization noise, a higher order modulator is to be used. However, this requires more complex hardware and a compromise between noise performance and IC area (which will translate into cost) should be carefully considered. Moreover, more complex hardware will increase the quiescent current of the system which will increase power dissipation and lower power efficiency.

The $\Sigma\Delta$ quantizer can be categorized into two types:

i. Synchronous $\Sigma\Delta$, and

ii. Asynchronous $\Sigma\Delta$

2.3.1.2.2 Synchronous $\Sigma\Delta$ Quantizer

A typical synchronous design quantizer, as depicted in Figure 2.14, comprises a comparator followed by a D flip-flop which is controlled by an external clock. The output of the D flip-flop is digital in nature with high quantization noise due to the external sampling clock. The noise is suppressed by sampling with a high oversampling rate. To further mitigate the noise, a higher order $\Sigma\Delta$ is typically used (for example, a minimum 3rd order). A 3rd-order $\Sigma\Delta$ CDA can feature a total harmonic distortion plus noise (THD+N) of $<0.1\%$ at 500kHz clock frequency [Ge, et.al., 2004], and a 7th-order $\Sigma\Delta$ CDA can feature a THD+N of $<0.001\%$ at 450kHz clock frequency [Gaalaas, et.al., 2005].

![Figure 2.14 General Model of 1st-Order Synchronous $\Sigma\Delta$ Class D](image)

Figure 2.14 General Model of 1st-Order Synchronous $\Sigma\Delta$ Class D
The drawback of the synchronous $\Sigma\Delta$ is the complexity of the circuit, thereby requiring a larger IC area and resulting in relatively high power consumption and poorer power efficiency - the switching at a high frequency will also dissipate higher power in terms of switching losses (and poorer power efficiency).

### 2.3.1.2.3 Asynchronous $\Sigma\Delta$ Quantizer

The asynchronous design, depicted in figure 2.15, differs from the synchronous $\Sigma\Delta$ where a hysteresis comparator is used in place of the comparator and the D flip-flop in the case of the synchronous design. As the hysteresis comparator is continuously sampling the signal, the output is highly ‘analogue’ in nature. The primary advantage of the asynchronous design is that the modulator does not contain any quantization noise (as opposed to the synchronous approach). For example, the performance of a 1$^{st}$-order asynchronous design is comparable to higher order (e.g. 3$^{rd}$-order) synchronous design [Noro, 2004] in terms of signal and noise performance. With a simpler circuit (lower order), the power consumption of an asynchronous design is lower, and potentially offers a higher power efficiency.

![General Model of 1st-Order Asynchronous $\Sigma\Delta$ Class D](image)

**Figure 2.15 General Model of 1$^{st}$-Order Asynchronous $\Sigma\Delta$ Class D**

In the design of a CDA, it is always desirable to have both high power efficiency and low non-linearity at the same time. However, in practical application, there is a compromise
between the two. From a power efficiency viewpoint, the switching frequency must be kept as low as possible, thereby reducing the power dissipation associated with the output stage. To achieve low switching frequency, the comparator must be designed with a large hysteresis bandwidth. From a designer’s viewpoint, a low speed low power op-amp operating at low frequency with a comparator of large hysteresis bandwidth is simple to design. However, to achieve low THD, the switching frequency must be designed to be as high as possible. This will require a comparator with very small hysteresis bandwidth. This small hysteresis comparator together with a high speed op-amp will consume more power and hence lower the overall power efficiency.

The analytical model for a typical asynchronous 1st-order PDM CDA is depicted in Figure 2.16. Equation (2.8) [Shu, et.al., 2007] is the multi-dimensional Fourier series expression of the PDM output signal at $V_{PDM}$ (normalized with respect to the power supply, $V_{DD}$):

![Figure 2.16 A typical 1st-order asynchronous PDM CDA](image-url)
\[ V_{PDM}(t) = \frac{1}{2} + \frac{M \sin \omega_m t}{2} + \sum_{m=1}^{\infty} \sum_{p=-m}^{m} (B \sin \omega t + B \cos \omega t) \] (2.8)

where \( M \) is the modulation index,

\[ \omega_m \] is the angular frequency of the input signal,

\[ \omega_c = m \left( 1 - \frac{M^2}{2} \right) \omega_l + (2p + q) \omega_m \] (2.8a)

\( \omega_l \) is the idle carrier frequency when no input signal is applied,

\[ \omega_l = \frac{\pi}{4RCV_h} \] (2.8b)

\( V_h \) is the hysteresis bandwidth of the hysteresis comparator,

\[ B = \frac{1 - (-1)^q}{2} J_p(m \alpha) J_q(m \beta) \cos(m \pi L) \] (2.8c)

\[ B = \frac{1 + (-1)^q}{2} J_p(m \alpha) J_q(m \beta) \sin(m \pi L) \] (2.8d)

\[ \alpha = \frac{M^2 \omega_l}{4 \omega_m} \] (2.8e)

\[ \beta = \frac{\pi}{2} M \] (2.8f)

\( J_p(\cdot) \) is the Bessel function of the first kind with the order of \( p \).

The carrier frequency of the PDM signal is as follows:

\[ \omega_c = \omega_l (1 - M^2 \sin^2 \omega_m t) \] (2.9)

Equation (2.8) expresses all the frequency components of \( V_{PDM} \), and they consist of a linear part and a non-linear part. The linear part comprises the first two terms, which are the inconsequential DC bias and desired amplified input signal. The last term is the non-linear part comprising the carrier-related frequency components – the carrier plus its harmonics, and the intermodulation components between the input signal and the carrier.
This non-linear part encompasses the Electromagnetic Interference (EMI) and Fold-Back Distortion (FBD).

### 2.3.1.2.4 Bang-Bang Control Class D (BCCD) Amplifier

A modulation technique called the Bang-bang Control Class D (BCCD) can achieve a PDM-like output but with substantially simpler circuitry compared to the $\Sigma\Delta$ approach. A typical Bang-bang control design is depicted in Figure 2.17. The feedback network feeds the output signal back to the input stage and subtracts it from the input signal. The resultant signal is the error between the desired output and actual output. The Bang-bang controller, implemented using a hysteresis comparator, sets a small hysteresis band and instantaneously compares the error signal against its hysteresis band. Once the error exceeds the hysteresis band, the controller output state will change. The output of the controller, as a result, yields a train of pulses that transits between binary ‘0’ and binary ‘1’, a PDM-like signal similar to that of the asynchronous $\Sigma\Delta$ CDA as depicted in figure 2.18. As in the previous designs, the audio signal is recovered through the low pass filter after the output stage. As there is no integrator in the design, the audio signal is fed back after the low pass filter.

![Figure 2.17 Block Diagram of Bang-bang Control Class D](image-url)
At present, the BCCD method is arguably the least popular approach because the fidelity of its output is the lowest compared to the PWM and the $\Sigma\Delta$ modulation approaches, particularly at high modulation indices. At low modulation indices, the BCCD approach can yield good fidelity, for example, the BCCD with current sensing feedback [Ge, et.al., 2004] can achieve <0.1% THD that is comparable to 3rd-order $\Sigma\Delta$-CDA. Nonetheless, there is some recent interest [Takagishi, 2002; Ge, et.al., 2004; Jung, et.al., 1998] in this approach because of the relatively simple hardware compared to the PWM and $\Sigma\Delta$ modulation approaches. In view of that, for low power applications, the quiescent power may become significant relative to the overall power consumption of a CDA and BCCD may offer an alternative for high efficiency design.

The PSRR of the BCCD has been established [Ge, et.al., 2007]. A typical BCCD design is presented in figure 2.19 for further discussion accompanied by the PSRR expression in equation (2.10).
The PSRR expression of the BCCD amplifier (normalized with respect to the power supply, $V_{DD}$) is:

$$\text{PSRR} = 20\log \left( \frac{(rh)^{2}}{3 \left( j \omega_{p} + 1 \right)} \right)$$  \hspace{0.5cm} (2.10)

$$h = \frac{V_{h}}{V_{DD}}$$ \hspace{0.5cm} (2.10a)

$$r = 1 + \frac{R_{fB}}{R_{in}} = 1 + G$$  \hspace{0.5cm} (2.10b)

$$\omega_{p} = \frac{1}{(R_{in} \parallel R_{fB})C_{1}}$$  \hspace{0.5cm} (2.10c)

where $V_{n}$ is the noise voltage,

$\omega_{n}$ is the supply noise frequency in rad/s,

$V_{DD}$ is the supply voltage,

$V_{h}$ is the hysteresis voltage of the Bang-bang controller,

$R_{fB}$ is the feedback resistance,

$R_{in}$ is the input resistance of the BCCD system,

$G$ is the closed-loop gain, and

$C_{1}$ forms the low pass filter with $R_{fB}$ as depicted in figure 2.19.
When the input signal is zero, the idle switching frequency (carrier) is also defined as:

\[
f_{sw} = \frac{\omega_p}{4rh}
\]  

(2.11)

From equation (2.10), it is evident that PSRR will improve when \(r\) and \(h\) are small and \(\omega_p\) is large relative to \(\omega_n\). These parameters are of importance as they are within the control of the designer. From equation (2.10) \(h\) will change by varying \(V_h\), \(r\) will change by varying \(G\) and \(\omega_p\) will change by varying \(R_m\), \(R_{fb}\) and \(C_1\). Evidently, there are implications to other design parameters like the closed-loop gain, \(G\), and switching frequency of the BCCD. From equation (2.11), it is seen that improving the PSRR will also mean that the switching frequency, \(f_{sw}\), is higher, which results in a higher switching loss at the output stage, and hence yield a poorer power efficiency.

### 2.3.2 Output Stage Configurations

It is unambiguous that the output stage has a big influence on the overall CDA, particularly the power efficiency and the required IC area. The well established output stage configurations are the \(p\)-channel-cum-\(n\)-channel inverter [Texas Instruments, 1999; Chang et.al., 2000] and the \(n\)-channel totem-pole [Berkhout, 2003; Texas Instruments, 2002] configurations. The following section will review these configurations and will also review the single-ended (half bridge) and full-bridge (Bridge Tied Load) designs.

#### 2.3.2.1 Inverter Output Stage and \(n\)-channel Totem Pole Output Stage

The \(p\)-channel-cum-\(n\)-channel inverter output stage is arguably more popular than the totem pole design largely due to its simplicity in design. In low voltage applications, this design is prevalent and this is in part because the power dissipation arising from short-circuit current is low (see later).
In our view, of the two designs, the \( n \)-channel totem-pole configuration is the preferred design, despite its higher complexity, for the following two reasons. First, as the area requirement of the output stage is dominant in the overall CDA, the \( n \)-channel totem-pole configuration is advantageous as it requires a smaller IC area. This is because as electron mobility is \(~3\times\) higher than hole mobility, the \( n \)-channel transistor that replaces the \( p \)-channel is approximately \( 3\times \) smaller. In the context of the overall output stage, this translates to an \(~50\%\) IC area reduction; in a \( p \)-channel-cum-\( n \)-channel inverter output stage, the area is \( 1\times n \)-channel and \( 3\times p \)-channel, compared to \( 2\times n \)-channel in \( n \)-channel totem-pole configuration. In the context of the overall Class D amplifier where the output stage is assumed to occupy \( 50\% \) of the area, this translates to a very worthwhile \( 25\% \) area reduction.

Second, as the power dissipation mechanisms of the output stage is in part due to the charging and discharging of the parasitic capacitances of the transistors in the output stage (see next section) and that the capacitance increases with the size of the transistor, the \( n \)-channel totem-pole configuration is advantageous in terms of the ensuing lower power dissipation (than the \( p \)-channel-cum-\( n \)-channel inverter). This is because the large \( p \)-channel transistor is replaced by the smaller \( n \)-channel transistor.

For these reasons, we will use the \( n \)-channel totem-pole configuration for our design of a DMOS output stage in chapter 3 and a HVMOS output stage in chapter 4. Nonetheless, note that this configuration is only applicable in mid-to-high voltage applications because the \( n \)-channel transistor (that replaces the \( p \)-channel transistor) requires a bootstrap voltage (above its gate turn-on voltage) to turn it on appropriately. Practically, this also means that the \( n \)-channel totem-pole configuration is seldom used in low-voltage applications due to the need for this high (and hardware expensive) turn-on voltage. This, in part, explains why many low voltage audio devices are designed to drive \( 16\Omega \) or \( 32\Omega \) (earphone) loads (as opposed to \( 4\Omega \) or \( 8\Omega \) loads in loudspeakers) – the demands on IC area and power for larger resistance loads are more relaxed.
2.3.2.2 Full Bridge Output Stage and Half Bridge Output Stage

There are two well-known methods to connect a loudspeaker to an amplifier – half-bridge (single-ended) and full-bridge (bridge-tied-load, BTL) – and both methods are equally prevalent. The half bridge topology is depicted in Figure 2.20(b) where the loudspeaker terminals are connected to the amplifier output and to ground. In this case, the signal swing of the amplifier is between voltage supply (if the output is rail-to-rail or slightly below voltage rail otherwise) and ground, the signal ground is usually between this maximum output and ground. A (ac coupling or dc decoupling) capacitor is usually placed between the output of the amplifier and the loudspeaker to prevent a DC current from flowing into the loudspeaker (not shown in Figure 2.20(b)) which would otherwise damage the loudspeaker. Note that as the impedance of the loudspeaker is typically small, the capacitance of this capacitor is large such that the cut-off frequency is below the lowest audio frequency (20Hz).

The full-bridge topology, depicted in Figure 2.20(a), on the other hand, has two ‘effective’ outputs, where it is simply two interconnected half bridge output stages (Figure 2.20(a)) whose outputs are 180° out of phase. In this case, the signal ground is between the maximum (positive swing) signal and minimum (negative swing) signal, that is ground. Put simply, there is now no DC bias and there is no need for the large capacitor required in the half bridge topology.
In the context of amplifier (both linear and CDAs) power outputs, the full bridge configuration is able to provide 4 times more power compared to the half bridge for a given supply voltage because the output voltage is effectively doubled. In view of that, the full bridge configuration is preferred if there is a limitation in the supply voltage level. This is usually applied for low-to-mid voltage devices where the supply voltage level is limited.

In terms of noise performance, the full bridge has an advantage over the half bridge as noise that is common to both channels (e.g., supply noise and ground noise) will be cancelled out to the first order.

In terms of output stage IC area consideration, it is apparent from Figure 2.20 that as the full bridge configuration requires 4 power transistors, as opposed to only 2 for the half bridge, the IC area for the former is two times that of the latter (assuming the same output stage design). Similarly, assuming that each output stage sources or sinks the same

Figure 2.20 (a) Full bridge configuration and (b) Half bridge configuration
amount of output (load) current, the power loss (due to capacitances and on-resistances (see next section)) of the former is also doubled with respect to the latter. From a practical perspective on power efficiency, for a half bridge and full bridge design, each embodying an identical output stage, the half-bridge design is more power efficient for a given output power. The simple proof for this is given in chapter 4 where a half bridge output stage is designed (using HVMOS); in chapter 3, we will design a full bridge output stage (using DMOS).

### 2.3.3 A Review of Power Efficiency of CDAs with a CMOS Output Stage

The output stage is an important section of the CDA as it dissipates the most power compared to the other parts of the circuits, and hence it largely determines the overall power efficiency. [Chang, et.al., 2000] has presented a method to analytically determine the efficiency of a low voltage CMOS $p$-channel-cum-$n$-channel inverter output stage in a CDA. The reported analysis is now reviewed and this serves as the preamble to our research work that will be delineated in the subsequent chapters in this dissertation.

The CMOS output stage was modeled by lumping the capacitances and resistances into gate capacitance, $C_g$, drain capacitance, $C_d$ and on-resistance, $R_{on}$ as shown in figure 2.21. $G$, $D$, $S$ and $B$ represent the gate, drain, source and body of the MOS transistor respectively.

![Figure 2.21 Lumped MOS Model](image-url)
This lumped model is used to calculate the three major power dissipations:

(a) Power dissipation due to parasitic capacitance

\[
P_C = \frac{1}{2} f_c C_P V_{DD}^2
\]  

(2.12)

where \( f_c \) is the carrier frequency,

\( C_P \) is the total parasitic capacitance of the output stage, and

\( V_{DD} \) is the supply voltage.

(b) Power dissipation due to on-resistance

\[
P_I = \frac{1}{T_S} \int_0^{T_S} i_o^2 R_{on} dt = \frac{1}{2} M^2 I_o^2 R_{on}
\]  

(2.13)

where \( T_S \) is the period,

\( M \) is the modulation index,

\( i_o \) is the time dependent output current,

\( I_o \) is the maximum output current, and

\( R_{on} \) is the total on-resistance of the output stage.

(c) Power dissipation due to short circuit current

\[
P_S = I_{mean} V_{DD}
\]  

(2.14)

where \( I_{mean} \) is the mean value of the short-circuit current.

Due to the nature of an inverter output stage, there is always a short time during the transition when both the top transistor and the bottom transistor conduct. This forms a
short-circuit from the supply to ground. The power dissipation caused by this phenomenon of short-circuit or spike current [Elmasry, 1981; Veendrick, 1984; Haznedar, 1991] is known as the short-circuit current dissipation.

The total mean short circuit current of the two output inverters [Veendrick, 1984], one at each end of the full bridge output stage is

$$I_{mean} = \begin{cases} \frac{1}{6} \frac{\varepsilon_{ox} \mu (V_{DD} - 2V_{th})^3}{t_{ox} L_{sh}} f_c \pi W & \text{for } V_{DD} > 2V_{th} \\ 0 & \text{for } V_{DD} \leq 2V_{th} \end{cases}$$  \hspace{1cm} (2.15)

where $\varepsilon_{ox}$ is the permittivity of the gate oxide,

$t_{ox}$ is gate oxide thickness,

$f_c$ is the carrier frequency and

$\tau$ is the rise or fall time of the PWM signal.

Hence, the power dissipation, $P_s$, due to short circuit current can be derived as follows:

$$P_s = I_{mean} V_{DD} = \frac{1}{6} \frac{\varepsilon_{ox} \mu (V_{DD} - 2V_{th})^3}{t_{ox} L} f_c \pi W$$ \hspace{1cm} (2.16)

From the above equation, it can be seen that $P_s$ increases with the switching frequency $f_c$ and $W/L$ ratio, and is highly dependent on $V_{DD}$. The last parameter is of particular interest in this dissertation as our work pertains to a mid voltage application.

The three power dissipation mechanisms for the full bridge output stage (comprising of 2 strings of $N$ inverters), realized using the finger layout, are derived and summarized in Table 2.1 [Chang, et.al., 2000]. In these derivations, it was assumed that
\( L_n = L_p = \) minimum \( L \) and \( \beta_n = \beta_p = \beta \), where \( L \) is channel length and \( \beta \) is the gain factor of a MOS transistor while \( n \) and \( p \) represent \( n \)-type and \( p \)-type transistors respectively.

### Table 2.1 Summary of CMOS power dissipation mechanisms

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P_c )</td>
<td>( \frac{1}{2} V_{dd}^2 f_c \left[ 2C_{pad} + (K_1 + K_2)W_p \sum_{i=0}^{N-1} I_i^{-1} \right] )</td>
</tr>
<tr>
<td>( K_1 )</td>
<td>( 2 \left( 1 + \frac{1}{\alpha} \right) \left[ C_{ox} L + (C_{gso} + C_{gdo}) \right] )</td>
</tr>
<tr>
<td>( K_2 )</td>
<td>( 2 \left( \frac{C_{jD} + C_{jN}}{\alpha} \right) L_{DS} + \left( 1 + \frac{1}{\alpha} \right) \left( C_{gdo} + 2C_{jsw} \right) )</td>
</tr>
<tr>
<td>( P_s )</td>
<td>( K_3 (V_{dd} - 2V_{th})^3 f_c \tau W_p \sum_{i=0}^{N-1} I_i^{-1} )</td>
</tr>
<tr>
<td>( K_3 )</td>
<td>( \frac{1}{2} \frac{E_{ox} \mu_p}{t_{ox} L} )</td>
</tr>
<tr>
<td>( P_r )</td>
<td>( \frac{1}{T_s} \int_0^{T_s} \dot{i}<em>d^2 R</em>{on} dt \approx \frac{1}{2} M^2 I_d^2 R_{on} )</td>
</tr>
<tr>
<td>( R_{on} )</td>
<td>( \frac{K_4 + \alpha K_5}{W_p} + \frac{2K_6}{(V_{dd} - V_{th})W_p} )</td>
</tr>
<tr>
<td>( K_4 )</td>
<td>( (l_i + 2l_3)R_p + 2(l_i + l_2)R_{cp} )</td>
</tr>
<tr>
<td>( K_5 )</td>
<td>( (l_i + 2l_3)R_N + 2(l_i + l_2)R_{cp} )</td>
</tr>
<tr>
<td>( K_6 )</td>
<td>( \frac{L}{\mu_p C_{ox}} )</td>
</tr>
</tbody>
</table>
The symbols used are summarized in Table 2.2.

Table 2.2 Summary of symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>$W_p/W_n$</td>
</tr>
<tr>
<td>$C_{GSO}$</td>
<td>Gate-to-source capacitance per unit gate width.</td>
</tr>
<tr>
<td>$C_{GDO}$</td>
<td>Gate-to-drain capacitance per unit gate width.</td>
</tr>
<tr>
<td>$C_J$</td>
<td>Zero-biased $p$-$n$ junction area capacitance.</td>
</tr>
<tr>
<td>$C_{JSW}$</td>
<td>Zero-biased $p$-$n$ junction periphery capacitance.</td>
</tr>
<tr>
<td>$C_{OX}$</td>
<td>Oxide capacitance per unit gate area.</td>
</tr>
<tr>
<td>$C_{pad}$</td>
<td>Bond pad capacitance.</td>
</tr>
<tr>
<td>$M$</td>
<td>Modulation index.</td>
</tr>
<tr>
<td>$\varepsilon_{OX}$</td>
<td>Permittivity of gate oxide.</td>
</tr>
<tr>
<td>$L_{DS}$</td>
<td>Length of the source or drain area.</td>
</tr>
<tr>
<td>$R_L$</td>
<td>Load resistance.</td>
</tr>
<tr>
<td>$R_{cnn}$</td>
<td>$n$-type contact resistance per contact</td>
</tr>
<tr>
<td>$R_{cpp}$</td>
<td>$p$-type contact resistance per contact</td>
</tr>
<tr>
<td>$R_n$</td>
<td>Source and drain area resistance per square of an $n$MOS Transistor ($n$MOST).</td>
</tr>
<tr>
<td>$R_p$</td>
<td>Source and drain area resistance per square of a $p$MOST.</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Rise or fall time of a PWM signal.</td>
</tr>
<tr>
<td>$t$</td>
<td>Tapering factor of a string of inverters.</td>
</tr>
<tr>
<td>$t_{OX}$</td>
<td>Gate oxide thickness.</td>
</tr>
<tr>
<td>$\mu_p$</td>
<td>Hole mobility.</td>
</tr>
<tr>
<td>$V_{th}$</td>
<td>Threshold voltage of a MOST.</td>
</tr>
<tr>
<td>$W_n$</td>
<td>Channel width of the $n$MOST output stage inverter.</td>
</tr>
<tr>
<td>$W_p$</td>
<td>Channel width of the $p$MOST output stage inverter.</td>
</tr>
</tbody>
</table>
Figure 2.22 depicts the layout of an nMOST based on the finger structure and it illustrates the definitions of the dimensions of $l_1$, $l_2$, $l_3$, $L_{DS}$ and $W$ in Table 2.1.

![Figure 2.22 Layout of an nMOST](image)

Based on the derived power dissipation equations, the efficiency of the output stage is shown to be:

$$\eta = \frac{P_{\text{OUT}}}{P_{\text{OUT}} + P_{\text{DISS}}} = \frac{P_{\text{OUT}}}{P_{\text{OUT}} + P_c + P_s + P_f}$$

(2.17)

where $P_{\text{OUT}}$ is the output power and $P_{\text{DISS}}$ is the total power dissipation of the output stage.

To optimize the channel width $W_P$ of the output transistor to a single modulation index, a function representing the total power dissipation (normalized) is defined:

$$F(W_P) = \frac{P_c}{P_{\text{OUT}}} + \frac{P_s}{P_{\text{OUT}}} + \frac{P_f}{P_{\text{OUT}}}$$

(2.18)
And the resultant expression for power efficiency in equation (2.17) is re-written as:

$$\eta(W_p) = \frac{1}{1 + F(W_p)}$$  \hspace{1cm} (2.19)

To obtain maximum power efficiency, the following condition must be satisfied:

$$\frac{\partial F(W_p)}{\partial W_p} = 0$$  \hspace{1cm} (2.20)

and the optimized channel width for the desired modulation index $M$ is finally obtained:

$$W_p = M \times \frac{B_1}{\sqrt{B_2 + B_3}}$$  \hspace{1cm} (2.21)

where

$$B_1 = \frac{K_4 + K_3 + \frac{2K_6}{(V_{DD} - V_{th})}}{R_L}$$  \hspace{1cm} (2.21a)

$$B_2 = M^{-2} R_L f_c (K_1 + K_2) \sum_{i=0}^{N-1} t^{-i}$$  \hspace{1cm} (2.21b)

$$B_3 = \frac{2M^{-2} K_3 R_L (V_{DD} - 2V_{th})^3}{V_{DD}^2} f_c \tau \sum_{i=0}^{N-1} t^{-i}$$  \hspace{1cm} (2.21c)

From equation (2.21), the highest efficiency of the CDA output stage can be obtained by optimizing the channel width $W_p$ for a desired modulation index $M$. 

We will use part of the abovementioned approach for our design and optimization of output stages for mid-voltage mid-power applications in the subsequent chapters in this dissertation.

2.4 Conclusions

This chapter has reviewed the classical linear amplifiers (Class A, Class B and Class AB), the less-known Class C, Class E, Class G and Class H amplifiers, and CDAs. Of all these classes, the CDA features the highest power efficiency. The modulation techniques of the CDA have also been reviewed and PWM is the most popular choice in industry due to its relatively simpler circuit design and lower power consumption, and with relatively good signal fidelity. Different output stage configurations have been reviewed and it was concluded that the $n$-channel totem pole output stage is preferred in this research programme due to its smaller area (thus higher power efficiency). Finally, the power dissipation of the CMOS output stage has also been reviewed.
Chapter 3

Analysis and Design of a CDA Output Stage based on DMOS

As delineated and reviewed in chapter 2, the mechanisms of power dissipation and the optimization of the Class D output stage based on CMOS technology for low voltage applications are established in literature [Chang, et.al., 2000]. However, the mechanisms of power dissipation of the Class D output stage based on Double-diffused MOS (DMOS) technology and the methods to optimize its power efficiency remain unreported in literature. Specifically at this juncture, the design methodologies to reduce power dissipation and to improve power efficiency for a DMOS output stage are empirical. For example, it is well-known that a lower output on-resistance usually yields lower power dissipation and hence higher power efficiency but at the cost of larger IC area, and that it is generally desirable that the output resistance be as low as tolerable.

At the outset, we remark that the design considerations for low voltage (5V and below) and higher voltage (20V) CDAs are different. In this chapter, the challenges of higher voltage applications will be first discussed, including the various protection circuits typically employed. We will thereafter investigate the mechanisms and derive the analytical expressions of power dissipation in a Class D output stage in DMOS technology. Based on these analyses, the power efficiency of DMOS Class D output stage is obtained. The derivation of the expression for power dissipation is significant as it provides insight to the designer on how various parameters can be varied and/or compromised to meet a given set of specifications. The analytical expressions are verified by comparing them against Cadence (Spectre) computer simulations and against practical measurements on a prototype IC.
This chapter is organized in the following manner. Section 3.1 presents some of the limitations of the CMOS output stage for high voltage operation, and these, in part, justify the need for a DMOS or HVMOS output stage. For completeness, protection circuits are also discussed. In section 3.2, the DMOS technology is reviewed as a preamble to our investigations. In section 3.3, the mechanisms of power dissipation in a DMOS Class D output stage are investigated and analytical expressions derived. The analytical derivations are verified with computer simulations and by measurements on an IC. In section 3.4, an analytical method to optimize the DMOS output stage for high power efficiency (in view of IC area) is presented. Finally, conclusions are drawn in section 3.5.

3.1 Challenges of Higher Voltage (20V) Application

In chapter 2, we reviewed the efficiency and optimization of the CMOS output stage for low voltage applications, typically $\leq 5V$, and they are not directly applicable to a mid-voltage (20V) CDA for TV applications. Nonetheless, as we will later show, with some appropriate modifications made to the low voltage CMOS output stage model, the CMOS output stage model can be extended and hence applicable to higher voltage applications.

A higher voltage application (20V) poses a different set of challenges from the low voltage application. First, the most direct limitation is the process limitation of CMOS technology (low breakdown voltage, typically 5V) which requires the use of either High-Voltage MOS (HVMOS) or DMOS technology. Second, the high short-circuit current power dissipation, arising from the higher supply voltage, potentially reduces the power efficiency of the CDA to an unacceptable level. For a practical application, this short-circuit current loss should be limited or ideally be completely eliminated to retain the desired high power efficiency attribute of the CDA. Third, the higher supply voltage leads to an increased internal power dissipation of the IC. This will increase the likelihood of damage to the IC, in particular during transitions where short-circuit occurs. In practical design, protection circuits, in particular over-current protection, are embodied
to limit the short-circuit current. The following sections will address the abovementioned challenges.

### 3.1.1 Limitations of CMOS Output Stage at High Voltage

CMOS technology is very well established and despite its prevalence, it is typically only able to operate up to 5V due to the breakdown voltage of its \( pn \)-junction. Additional diffusion steps, such as that required for a HVMOS process, are needed to increase the breakdown voltage. One drawback of this HVMOS process is the larger minimum channel length between the source and drain to prevent breakdown, and the corresponding increased area for the realization of a transistor and hence the overall increased IC area. Ultimately, this increases the on-resistance \( R_{on} \) per unit area.

With a higher \( R_{on} \) per unit area compared to CMOS, a larger width, \( W \), is usually adopted to keep the overall \( R_{on} \) of the output stage low. However, this larger transistor size not only adds on to the cost of a larger silicon area, it increases the parasitic capacitance of the output stage. From equation (2.12), it is easy to appreciate, and as expected, that a larger capacitance will increase the power loss \( P_C \). If there is an increased \( R_{on} \), from equation (2.13), the power loss \( P_r \) will increase.

In short, it can be appreciated that in order to retain or improve the power efficiency, \( R_{on} \) needs to be reduced without increasing the size of transistors or the size must be reduced without increasing the \( R_{on} \). Compared to HVMOS, DMOS has the advantage of a high breakdown voltage and yet with a low \( R_{on} \) per unit area. Put simply, compared to HVMOS, the DMOS output stage can potentially achieve higher power efficiency and with a smaller IC area. A review on DMOS technology will be presented in section 3.2.
3.1.2 Short-circuit Current at High Voltage

As delineated in chapter 2, the short-circuit [Elmasry, 1981; Veendrick, 1984; Haznedar, 1991] current occurs during the transition time when both the top transistor and the bottom transistor of the output stage conduct simultaneously. The short-circuit current flows from the supply to ground. This can occur both to an inverter output stage (comprising a p-type and an n-type transistor) and the totem pole n-channel output stage (comprising only n-type transistors). For a low voltage application, this power dissipation is small and is usually tolerable. However, the short circuit current loss expression in equation (2.16) shows that a higher $V_{DD}$ will increase the power dissipation by $(V_{DD} - 2V_{th})^3$.

To exemplify the above, we simulate by means of MATLAB (to numerically compute equations (2.12), (2.13) and (2.16)) to depict in Figures 3.1(a) and 3.1(b) the power dissipations due to the on-resistance, parasitic capacitance and short circuit current for a CDA output based on DMOS for 5V and 20V respectively. The parameters are shown in Appendix A. Unlike low-voltage, it is apparent that at higher voltage (20V in Figure 3.1(b)), the short circuit current loss is dominant as $P_c$ and $P_r$ are relatively negligible. It is, hence, necessary to modify the output stage designs such that the short circuit current power dissipation is mitigated. In literature, this is usually achieved by adding a dead time block before the output stage to delay the turning on of one of the transistors so that at no time will the two transistors be turned on simultaneously to allow the flow of the short-circuit current. By means of HSPICE simulations on ideal models, we find that a dead time of 20 ns can reduce the short-circuit current to almost zero.
Figure 3.1 Power dissipations of a DMOS Output Stage at (a) 5V, and (b) 20V
Figure 3.2 illustrates the well adopted and well established method [White, et. al., 2006; Apex Microtechnology, 2001; Morrow, 2004] of adding a dead time into the Class D output stage to ensure that both transistors do not turn on simultaneously.

There are several ways of implementing the dead time circuit. One method [White, et. al., 2006] involves skewing the turn on and turn off times for each power switch transistor to implement a dead time such that neither transistor is on. This is achieved by creating the output stage with a relatively smaller (weaker drive) top transistor and a bigger (stronger drive) bottom transistor which yields a long rise time and a short fall time, as that shown in Figure 3.3. The dead time is accomplished by skewing the sizing ratio of transistors in the driver stage with skew factor, \( s \). In Figure 3.3, \( t \) is the tapering ratio and \( a \) is the ratio of electron/hole mobility. In one reported design [White, et. al., 2006], the output transistor size is 5190 µm for the \( P \) switch transistor, with a skew factor of \( s = 3 \) and tapering ratio of \( t = 13 \). These parameters yield a dead time of 40 ns, and the short-circuit current is virtually eliminated.
Another reported method [Apex Microtechnology, 2001] pertaining to the \( n \)-channel totem pole output stage, involves creating an offset voltage in the input signal, as shown in Figure 3.4(a). This is done by pushing the input signal through a small resistor as shown in Figure 3.4(b) so that the dc voltages of the input seen by the comparators are slightly different which in turn modifies the duty cycle proportionally. Comparator A sees a slightly lower DC voltage compared to the input signal while comparator B sees a slightly higher dc voltage. These positive and negative voltage offsets produce a slightly shorter duty cycle in both comparators and thus create a dead time where both the upper and lower switches are off. Although the voltage drop across the 500 \( \Omega \) resistors varies with the input signal, the total dead time is still constant because as one voltage drop decreases, the other will increase to compensate.
Of the two reported methods, the former yields a very simple design which can be implemented very easily just by skewing the size of the driver stage. However, it is not easy to control the dead time as it is dependent on the delay of rise time and fall time at the driver stage. With this delay, there is a chance that one of the transistors has not been turned off completely yet while the other turns on and this can still cause a small short-circuit current. We simulate both reported design methods. The simulated waveform of the gate voltages of the power transistors for the former approach is shown in Figure 3.5(a). Evidently, there is still a small overlap and a small short-circuit current can occur.

Figure 3.4  Dead time design by offset voltage (a) Block Diagram, and (b) Circuit Diagram
In Figure 3.5(b), the waveforms of the gate voltages of the latter approach are depicted. The waveforms are more well-defined making it less likely for short-circuit current to occur. However, the cost of this latter approach is an additional comparator.

Figure 3.5 Gate voltages of power transistors for (a) skew method and (b) offset voltage method
In summary, the latter method [Apex Microtechnology, 2001] is preferred, despite its higher quiescent current, because a short-circuit current (especially at high voltage application) is dominant.

Having a dead time does not necessarily guarantee that there will not be any short-circuit current. As the Class D output is typically connected to energy storage elements (the output filter), there may be a delay in switching off the power transistor. This delay can be both dependent on the size of the power transistor and the output signal. If this delay is longer than the dead time, a short-circuit can occur. One reported method [Morrow, 2004] to address this problem is to create a non-overlapping circuit in the driver stage by means of logic circuits. The logic circuit is designed to ensure that the top transistor must be in the ‘off’ state before the bottom transistor can be turned ‘on’. In the same way, it is also required for the bottom transistor to be ‘off’ before the top transistor can be turned ‘on’.

The design of this reported method is shown in Figure 3.6 for one output of a full bridge output configuration. Transistors $a_1$ and $a_2$ are for the first channel while $b_1$ and $b_2$ are for the second channel. The delay blocks shorten the duty cycles of both the top and bottom transistors to create the dead time. The non-overlapping logic (consisting of the NOT, NAND and NOR gates) further ensures that at no time will both transistors turn on simultaneously. For example, when $a_2$ is still ‘on’, its gate will have the logic ‘1’.

Going backwards through a NOT gate will give a ‘0’ logic for $a_{2\_off}$. With a ‘0’ input, the NAND gate will output a ‘1’. This in turn will give a ‘0’ logic for the output of the NOR gate regardless of input signal at $IN$. The logic ‘0’ going through the $P$-gate drive will give the logic ‘1’ at the gate of $a_1$ and this ensures that $a_1$ will not switch ‘on’.
3.1.3 Over-current Protection

As mentioned earlier, a higher supply voltage will likely increase the internal power dissipation of the IC which will in turn increase the likelihood of IC damage. This section will review the possible damage to the Class D output stage and the protection needed, in particular over-current protection.

Figure 3.7 shows the safe operating area (SOA), wherein a power transistor must operate, to avoid damage. The SOA of a typical power transistor has 3 limits [Berkhout, 2005]. The first is the maximum drain-source voltage limit, $BV_{DS}$, which is the largest voltage a power transistor can withstand without suffering from avalanche breakdown. Second, there a maximum current limit $I_{MAX}$, which is often determined by electro-migration in the metallization and bonding wires. Third, there is the maximum power dissipation limit $P_{MAX}$. This limit depends on the duration of the dissipation and the ability/capacity of the IC package to dissipate heat.
For a Class AB output stage, the power dissipation is often deemed the most important limit [Berkhout, 2005]. This is not the case for CDA where its power transistors are either switched ‘off’ or fully turned ‘on’. In the ‘off’ state, no current flows through the transistor and the only concern then is the voltage limit. When the transistor is fully ‘on’, the power dissipation is usually related to the $R_{on}$ of the power transistor. In a properly designed CDA, the $R_{on}$ is very small (especially in DMOS technology), typically $0.1 \sim 0.3 \, \Omega$ for an 8 $\Omega$ output load, and its SOA limit intersects with $I_{MAX}$ rather than $P_{MAX}$. In this case, current limiting becomes the main concern in protection. If the current limit, $I_{LIM}$, is designed to be just below $I_{MAX}$ of the SOA, the most economical size of the power transistors will be achieved without compromising reliability. Put simply, over-current protection design with well defined limits is highly desirable.

A well known (and typical) over-current protection circuit used in both CDA and Class AB amplifiers is shown in Figure 3.8. In the top power transistor, $M_H$, the current flowing into this transistor is detected by means of the voltage drop across the series resistor $R_H$. As the load current increases, the voltage drop across $R_H$ will increase until it switches the state of the comparator. This in turn will send a signal to switch off the power transistors. There are two issues with this design. First, as $R_H$ is in series with the power transistor, the power efficiency of the amplifier is compromised as the load current

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{soa.png}
\caption{Safe Operating Area (SOA)}
\end{figure}
must flow through this sense resistor. Hence, it is important to design $R_H$ to be as small as possible. $R_H$ is usually achieved by the metal resistance in the integrated circuits and the accuracy for such a small resistance (in milli-ohms) is very difficult to realize due to the tolerance of typical fabrication processes. Further, the resistance can vary due to process spread and temperature variations.

![Conventional over-current protection](image)

**Figure 3.8 Conventional over-current protection**

A more recent approach [Berkhout, 2005] is shown in Figure 3.9(a), implemented for the $n$-channel only totem pole output stage. In this design, the current through the power transistors is monitored by the voltage difference between $V_{RH}$ and $V_{OUT}$ for the upper power transistor $M_H$, and $V_{RL}$ and $V_{OUT}$ for the lower power transistor $M_L$. $V_{RH}$ and $V_{RL}$
are reference voltages generated by the reference current $I_{\text{REF}}$ flowing through the $N$-times smaller replica transistors ($M_{RH}$ and $M_{RL}$ respectively).

This design poses some complexity as it can only work if the power transistors are fully turned ‘on’, which is true for only half a cycle. In the positive cycle ($M_H$ is delivering a current with $M_L$ being switched ‘off’), $V_{OUT}$ will drop according to the output current flowing through its $R_{on}$. When the output current exceeds a certain designed threshold, $OC_{high}$ will be triggered. Similarly, in the negative cycle, when the current flowing through the lower power transistor $M_L$ exceeds the threshold, $OC_{low}$ will be triggered. In the same way, the comparator can only be active if the corresponding power transistor is turned ‘on’. For example, if the lower power transistor is switched ‘off’, the output voltage will be close to $V_{DD}$. This voltage will be higher than $V_{RL}$ which will cause the lower comparator to trigger incorrectly.

(a)
To correct the problem, additional circuits [Berkhout, 2005] are added as shown in Figure 3.9(b). Since the concept is similar, only the lower side design is discussed. $M1$ and $M2$ are added where the gate and drain of $M1$ are connected to the gate and drain of $M_L$ respectively. $M2$ is being turned ‘on’ all the time. Instead of sensing the voltage at $V_{OUT}$, which is constantly switching, the voltage at the source of $M1$ ($V_{SL}$) is sensed. $V_{SL}$ is being compared with the reference voltage $V_{RL}$, which is generated by $I_{REF}$ through a series of transistors $M_{RL(1)}$ to $M_{RL(K)}$. When the power transistor $M_L$ is turned ‘on’, both $M1$ and $M2$ are in triode region and they function as a linear voltage divider, reflecting a linear fraction of the drain-source voltage of the power transistor $M_L$. This results in an increase of the ratio $N$, depending on the size of $M1$ and $M2$. When $M_L$ is switched ‘off’, $M1$ will be switched ‘off’ as well. With $M2$ being turned ‘on’ all the time, $V_{SL}$ will be pulled low and this does not trigger the comparator. The sense voltage $V_{SL}$ will only
exceed the reference voltage $V_{RL}$ when the power transistor $M_L$ is switched ‘on’ and the output current $I_{OUT}$ exceeds the over-current limit $I_{LIM} = I_{REF} \times N$.

In summary, we have reviewed the problems faced by the conventional over-current protection circuit and improvements thereof. We recommend the improved design for practical output stage designs.

### 3.2 A Review on DMOS Technology

In this section, we will review DMOS technology as a preamble to our investigation into the design and optimization of the DMOS output stage.

DMOS technology is a variation of a MOS structure that addresses many of the voltage and on-resistance limitations of the conventional CMOS transistors. There are two main differences between the conventional CMOS Transistor (CMOST) and the DMOS Transistor (DMOST).

First, the channel length of a DMOST is formed by the difference between two sequential diffusions moving in the same direction from a common starting point [Antognetti, 1986] and this enables the channel length to be controlled easily down to a small feature size, below 0.5 µm. A cross-section of an n-channel DMOST is depicted in Figure 3.10. The channel of the CMOST, on the other hand, is formed by the diffusion of the source and drain (shown in Figure 3.11) in the opposite direction and this, in some cases, makes the channel length more difficult to control compared to DMOST. The current-art minimum feature size of CMOS structures is very fine, down to 45 nm at this juncture. As delineated earlier, typical CMOS processes have a low breakdown voltage.

Second, as the channel (body) region of the DMOST is more heavily doped compared to the $N$- drain region, the junction will deplete further into the drain region than into the channel region when a reverse bias is applied across the drain-to-body junction. This enables the drain-to-body junction to withstand a significantly higher voltage with little
effect on the channel length. Conversely, in the case of a CMOST, when a large voltage is applied over the drain and source, the junctions will deplete at a quick rate into the lightly doped P-substrate, affecting the channel length between the drain and source. Since the junctions of the drain and source deplete quickly in the opposite direction toward each other, breakdown occurs very easily as the two depleted regions meet. It is also interesting to note that as the channel region of a DMOS is more heavily doped compared to CMOS, the DMOST has a lower channel resistance, hence, the potential to increase the power efficiency in an output stage of a CDA. The channel resistance of a CMOST, on the other hand, is known to be higher due to the higher resistivity of the channel material.

Figure 3.10 Cross-sectional view of a DMOST
Two of most common DMOS structures are the lateral DMOS (LDMOS), depicted in Figure 3.12, and the vertical DMOS (VDMOS), depicted in Figure 3.13. A significant difference between them is that the drain contacts of the LDMOS are made on its top surface. This structure is consequently larger than VDMOS, thereby compromising the layout efficiency, hence increased IC area and cost. On the other hand, the VDMOS does not have a drain contact at every source interval but the whole buried N layer forms the drain. This allows the VDMOS structures to be more densely packed.
From Figure 3.13, it is obvious that the drains of all the VDMOS are common. Since the drain forms the whole epitaxial layer, it is usually connected to the most positive potential, $V_{DD}$. This becomes a design constraint for VDMOS. By comparison, it is easier for design and connectivity in LDMOS as all the drains are separate and they can be connected individually.

VDMOS has the advantages of a higher breakdown voltage and a smaller overall area (due to the VDMOS having a smaller number of drain diffusions and contacts at the surface as shown in Figure 3.13) compared to LDMOS. However, having a smaller number of drain contacts will mean that its on-resistance is higher. LDMOS is preferred when designing for lower voltage application. As the path from drain to source is shorter, the on-resistance is lower. Moreover, with its gate extending to the $N+$ region, the resistance in the drift region is greatly reduced during conduction. This results in the LDMOS conducting a higher current per unit area.

In summary, as the power efficiency of the output stage for a mid-power CDA is the parameter of interest in this project, we recommend that LDMOS be used. It is more suitable largely because of its lower on-resistance.
3.3 Power Dissipation Mechanisms of DMOS Output Stage

We will now investigate the power dissipation mechanisms of the DMOS output stage. Specifically, our interests are to derive its efficiency and finally determine the optimum size of the output stage for highest power efficiency in view of IC area, as delineated in chapter 1 earlier.

![Figure 3.14 Picture of Class D Amplifier IC](image)

In order to verify our theoretical work, an output stage is being fabricated using a proprietary 0.27μm, 15V DMOS process. A picture of the IC is depicted in Figure 3.14. As the design of the entire CDA remains the intellectual property of the sponsoring company, no process parameters can be shown and no circuit design will be discussed. In the next chapter, however, a detailed analysis will be presented based on a HVMOS process with its process parameters shown.

The block diagram of a typical Class D amplifier embodying a DMOS output stage (n-channel totem pole) in a full bridge configuration is shown in Figure 3.15 where \( V_{DD} \) is the supply voltage, \( V_s \) is the input signal, \( V_C \) is the triangular carrier signal, \( L_O \), \( C_O \) and
$C_L$ form the output filter and $R_L$ is the resistor load. A PWM modulator as described in chapter 2 is used due to its circuit simplicity and low power dissipation. In this design, the $n$-channel totem pole output stage is used (as opposed to the $p$-channel-cum-$n$-channel inverter output stage) as the $n$-channel transistor is smaller in size compared to the $p$-channel transistor (see chapter 4 later). A smaller (sized in terms of IC area) output stage will result in a lower power loss, and hence higher power efficiency.

![Block diagram of a PWM CDA embodying a DMOS output stage](image)

**Figure 3.15 Block diagram of a PWM CDA embodying a DMOS output stage**

The details of the DMOS output stage design in a full bridge configuration is depicted in Figure 3.16. Since the positive and negative channels are identical, only the positive channel is shown for simplicity of discussion. $Q1$ and $Q2$ form the $n$-channel totem pole DMOS output stage. $Q3$ and $Q4$ form the inverter pair for the top power transistor driver.
while $Q_5$ and $Q_6$ form the bottom power transistor driver. As the top power transistor ($Q_1$) is an $n$-channel transistor, a bootstrap is needed to supply a higher voltage to $Q_3$ to drive $Q_1$.

![Figure 3.16 Block design of the DMOS output stage](image)

From a simplistic viewpoint, and using the analysis reported by [Chang, et.al., 2000] for a CMOS output stage, the DMOS output stage can be modeled by two switches and an $LC$ low pass filter as depicted in Figure 3.17. The output current through the load $R_L$ is:

$$i_o(t) = DI_o \sin(2\pi f_s t)$$

where $I_o = \frac{V_{DD}}{R_L}$ is the maximum output current,

$D$ is the duty cycle and

$f_s$ is the input signal frequency.

In this model, the power dissipation due to leakage current in the reverse $pn$-junctions are not considered as it is negligible, even in micropower circuit designs [Vittoz, 1977; Castello and Gray, 1985].
To obtain a more precise model of the DMOS output transistor, consider first the difference between CMOS and DMOS. Figure 3.18 depicts the large signal model of a 4-terminal CMOS transistor ($D$, $G$, $S$ and $B$ represent the drain, gate, source and body respectively), which includes its parasitic capacitances and resistances. This model depicts the overall parasitic capacitance seen at the gate (which includes the gate-drain overlap capacitance $C_{GDO}$, the gate-body overlap capacitance $C_{GBO}$ and the gate-source overlap capacitance $C_{GSO}$), the overall parasitic capacitance seen at the drain (which includes $C_{GDO}$ and drain-body capacitance $C_{BD}$) and the parasitic resistance seen from the drain to source (which includes the drain resistance $r_d$ and the source resistance $r_{so}$).

On the other hand, the DMOS model, which includes the 4-terminal MOS transistor in Figure 3.18, can be derived from the cross-sectional diagram in Figure 3.12 and is presented in Figure 3.19 (referenced from the process file). The relevant point in this model is that in the DMOS, its body and source are shorted to form only a 3-terminal device. The gate capacitance of a DMOS is the total gate capacitance of a MOS model and an extra gate-drain capacitance $C_{GD}$, which is the gate area overlapping the drift region as seen in Figure 3.12. From this model, it can also be seen that between the drain to source there is an epitaxial resistance $R_{epi}$ and a body diode $D_{BD}$. A parasitic pnp transistor can also be found from Figure 3.12 with its emitter connected to the body ($p$-doped area under the source) of DMOS, base connected to the drain of DMOS and collector connected to the substrate of DMOS. $R_{epi-base}$ and $R_{col}$ represent the base resistance and collector resistance of the parasitic pnp transistor. Finally, the drain
epitaxial region forms a pn-junction with the substrate, represented by $D_{sub}$ and $R_{sub}$ represents the substrate resistance.

Figure 3.18 Large signal model of MOS transistor

In the consideration of power dissipation, the resistance across the drain and source, and the capacitance of the gate and drain are of particular interest. From the perspective of the SPICE DMOS model depicted in Figure 3.19, these pertain to parameters $C_{GD}$ and $R_{epi}$ and they will be later used to determine the power dissipation.

With the current source in the MOST (inside the DMOS model) modeled as a switch (SW) in series with a resistor during turn-on (and ignoring all other reversed-biased junctions that are not turned on), the lumped model of the DMOS transistor is similar to that of CMOST and is depicted in Figure 3.20.
This lumped large signal model will be used later to describe the power dissipation mechanisms. In the following sections, we will also analyze the dominant power dissipations, $P_c$, and $P_r$ in DMOS in detail. A single $n$-channel DMOS is considered in our analysis.

### 3.3.1 Power Dissipation Due To Parasitic Capacitance

In the positive switching cycle of the CDA output stage, charges are provided from the supply and stored in parasitic capacitances. These same charges are discharged to the ground in the negative switching cycle without any work done on the load. This power is hence dissipated in the IC as heat and is wasted. The calculation of the power dissipation due to parasitic capacitance remains largely similar to the CMOS output stage as reported in literature [Chang, *et.al.*, 2000]. The main differences, as we will now delineate, is in the modeling of the parasitic capacitances.

From the SPICE model, the gate capacitance of a single DMOS transistor is modeled as a MOS transistor with a short channel length and a gate-drain capacitance, $C_{gd}$, between the gate and the drift region. Reported characterization [Liu, *et.al.*, 1997] has shown that the capacitance effect of the gate oxide upon the drift region cannot be simply modeled by the gate drain overlap because the capacitance changes as the gate voltage changes. In the DMOS fabrication process used in this research programme, $C_{gd}$, is modeled by the verilog-A function as follows:
\[ C_{gd} = \frac{C_{V1} \times C_{V2} \times W}{C_{V1} + C_{V2} \times W_{unit}} \]  

(3.2)

\[ C_{V1} = c1 \times \left(1 + e^{k1V_{so} + offset1} \right) \]  

(3.3)

\[ C_{V2} = c2 \times \left(1 + e^{k2V_{so} + offset2} \right) \]  

(3.4)

where \(c1, c2, k1, k2, offset1\) and \(offset2\) are process dependent parameters. They are simply constants obtained from the measurements/characterization of a fixed unit size transistor model of width \(W_{unit}\). Hence, the total capacitance of \(C_{gd}\) is obtained simply by multiplying the factor of \(W/W_{unit}\), where \(W\) is the total width of the output stage.

By adding the gate-drain capacitance, \(C_{gd}\), to the well established MOS gate capacitance [David, et.al., 1997], the overall gate capacitance per transistor of DMOS is:

\[ C_g = \left[ C_{gs0}W + C_{OX}WL + C_{gdo}W + C_{gd0} \right] \]

\[ = \left[ \left(C_{gs0} + C_{OX}L + C_{gdo}\right)W + C_{gd0} \right] \]  

(3.5)

where \(C_{gs0}\) is the gate-to-source capacitance per unit width,

\(G_{gdo}\) is the gate-to-drain capacitance per unit width,

\(C_{OX}\) is the oxide capacitance per unit area and

\(L\) is the channel length.

In the determination of the drain capacitance, only the drain-to-gate capacitance is usually considered as it is dominant. The drain-to-substrate capacitance is formed by the epitaxial layer (\(N^-\)) and the substrate (\(P^-\)). As both the layers are lightly doped, the drain-
to-substrate capacitance are very small [Komachi, et.al., 1997]. In our analysis, we will assume that the drain capacitance, \(C_d\), is only modeled by the drain-to-gate capacitance.

\[
C_d = [(C_jL_{DS} + 2C_{jsw} + C_{gdo})W + C_{gd}] \quad (3.6)
\]

The source of the DMOS, shorted to its body, forms a parasitic capacitor with the epitaxial layer. As the epitaxial layer is lightly doped, this capacitance is relatively small. The overall source capacitance of the DMOS, \(C_s\), is characterized by the process as:

\[
C_s = k_3 W + k_4 \quad (3.7)
\]

where \(k_3\) and \(k_4\) are process dependent parameters defined in the process file.

The total output parasitic capacitance, \(C_{OUT}\), in the full bridge DMOS output stage includes 2 drains, 2 sources and that of the two interconnecting bond pads at the output stage.

\[
C_{OUT} = 2C_d + 2C_s + 2C_{pad} \quad (3.8)
\]

In the process used in our design, the DMOS power transistor has a 5V gate voltage limit \((V_G = 5V)\), as defined by the process. The overall power dissipation due to parasitic capacitance of the DMOS output stage in full bridge configuration (includes the total output parasitic capacitance, \(C_{OUT}\), and the capacitance from 4 gates) is simply:

\[
P_C = \frac{1}{2} f_c \left[ V_{DD}^2 C_{OUT} + V_G^2 (4C_s) \right] \quad (3.9)
\]

As expected, the power dissipation increases with switching frequency, \(f_c\), and with supply voltage, \(V_{DD}\) and gate voltage \(V_G\). From a power dissipation perspective, hence high power efficiency, it is of interest to keep \(f_c\) low. However, as discussed in chapter 2, it has been established that a low \(f_c\) has undesirable implications to the non-linearities of
CDAs. It is also important to keep the output transistor area and its parasitic capacitances to the minimum for low power dissipation, hence high power efficiency.

3.3.2 Power Dissipation Due to On-Resistance ($R_{on}$)

The power dissipation due to on-resistance is highly dependent on the load current drawn that passes through the power transistors, and on the resistance seen in the path. As mentioned earlier, a mid-to-high voltage application draws considerable current and it makes this power loss significant. The on-resistance is the overall resistance seen from the drain to the source and includes the contact resistance, body resistance of the diffusion layer and the channel resistance when the transistor is turned on. As the sheet resistance of metal line is negligible, it will be ignored in this analysis.

The on-resistance of a LDMOS transistor comprises the body resistance, $r_b$, channel resistance, $r_{ch}$, and the drift region (epitaxial) resistance, $r_{epi}$, and these resistances will now be delineated in turn.

3.3.2.1 Body Resistance

The magnitude of the body resistance depends very much on the fabrication process and layout techniques. The body resistance consists of the sheet resistance of the drain and source and the contact resistance between metal and doped silicon, that is:

$$r_b = r_c + r_s$$  \hspace{1cm} (3.10)

where $b$, $c$ and $s$ denote body, contact and sheet respectively.
Using the established methodology [Chang, et.al., 2000] to determine the total body resistance of a CMOS transistor for a finger layout, we determine the same for a poly-gate DMOS transistor, depicted in Figure 3.21:

\[
r_s = r_c + r_s = \frac{2\left(\frac{l_1}{2} + l_3\right)R_s + (l_1 + l_2)R_{ct}}{W}
\]

(3.11)

where \(R_s\) is the diffusion sheet resistance in \(\Omega\)m and \(R_{ct}\) is the process contact resistance in \(\Omega\)m.

---

![Figure 3.21 Layout of DMOS transistor](image)

**Figure 3.21 Layout of DMOS transistor**

### 3.3.2.2 Channel Resistance

The DMOS transistor in the output stage operates in the triode (linear) region when it is ‘on’. In this region, the channel resistance, \(r_{ch}\) can be estimated [Sun, et.al., 1980] to be:

\[
r_{ch} = \frac{V_{DS}}{I_{DS}}
\]

(3.12)
where $V_{DS}$ is the drain-to-source voltage and 

$I_{DS}$ is the drain-to-source current.

In the triode region, the drain current is given by:

$$I_{DS} = \beta \left[ (V_{GS} - V_{th})V_{DS} - \frac{1}{2}V_{DS}^2 \right]$$  

(3.13)

$$I_{DS} \approx \beta (V_{GS} - V_{th})V_{DS}$$  

(3.14)

where $\beta$ is the gain factor of the DMOST,

$V_{GS}$ is the gate-source voltage and

$V_{th}$ is the threshold voltage of the DMOST.

Since $V_{DS}$ is small, equation (3.13) can be simplified to equation (3.14). Using this approximation, the channel resistance when the transistor is turned on can be expressed as:

$$r_{ch} = \frac{V_{DS}}{I_{DS}} \approx \frac{1}{\mu C_{OX} (V_{GS} - V_{th})} \frac{L}{W}$$  

(3.15)

where $\mu$ is the carrier mobility.

### 3.3.2.3 Drift Region Epitaxial Resistance

This is the resistance of the epitaxial layer ($N$-) under the poly-silicon area between the $N^+$ diffusion (drain) and the body (channel region). The epitaxial layer, being lightly doped, has a high sheet resistance. However, when the gate is biased, negative charges will accumulate under the gate and this greatly reduces the resistance in this region, thus giving the DMOS transistor its low on-resistance attribute. Hence, the epi-resistance, $r_{epi}$, is highly dependent on the gate voltage and the process parameters.
This epi-resistance, represented by a BSIM-3 model according to the fabrication process, is analytically modeled [Eldo Device Equations Manual, 2004]:

\[
r_{epi} = R_{dsw} \frac{1 + P_{rwg} (V_{GS} - V_{th})}{10^6 \times W} \tag{3.16}
\]

where \( R_{dsw} \) is the resistance per unit width, and \( P_{rwg} \) is the gate bias coefficient.

Both parameters are process dependent and they are constants obtained from the measurement of a fixed size model transistor.

In summary, the total on-resistance of the DMOS is the sum of the body resistance, channel resistance and the epitaxial resistance:

\[
R_{on} = r_b + r_ch + r_{epi} \tag{3.17}
\]

Hence, the total power dissipation due to on-resistance for a single DMOS transistor is

\[
P_r = \frac{1}{T_s} \int_0^{T_s} i_s^2 R_{on} \, dt = \frac{1}{2} M^2 I_o^2 R_{on} \tag{3.18}
\]

As expected, the power dissipation increases as a square of modulation index, \( M \) and output current, \( I_o \). From a designer’s perspective, these parameters are not within his/her control as these are part of the product specification (often specified by customers). The only parameter available to the designer is the on-resistance - a low \( R_{on} \) is desired to obtain low power dissipation due to \( R_{on}, P_r \).
3.3.3 Power Efficiency of DMOS Output Stage and its Verification

3.3.3.1 Power Efficiency

At this juncture, we have determined all parameters pertaining to the power losses in the DMOS CDA output stage. By ignoring the short-circuit current power, $P_S$, (assuming the dead time has eliminated the short-circuit current completely), the power efficiency of the DMOS output stage is expressed as:

$$\eta = \frac{P_{\text{OUT}}}{P_{\text{OUT}} + P_{\text{BSS}}} = \frac{P_{\text{OUT}}}{P_{\text{OUT}} + P_C + P_r}$$  \hspace{1cm} (3.19)

For completeness, and for application of the model for practical use, we will now describe several practical considerations. First, there are additional resistances outside of the power transistor of the output stage, including bonding wires, lead frames and PCB tracks. We lump all these additional resistances together and term them package resistance, $R_{pkg}$. The effect of $R_{pkg}$ is not negligible as the package resistance, in a practical real-life case, is measured to be $\sim 300$ m$\Omega$, compared to the total on-resistance of the output stage (single channel) which is only $\sim 140$ m$\Omega$ (for a transistor whose $W = 88$ mm and $L = 0.27$ $\mu$m). This observation also implies that there is a point of diminishing return in reducing the output resistance of the output stage.

Second, some short-circuit power loss should usually be considered in practice. This is because as delineated in the earlier part of this chapter, a dead time circuit may not necessarily eliminate all the short-circuit current, particularly when the output signal is low. During this time, the discharging at the output is slow and the top transistor retains its ‘on’ state while the bottom transistor turns on. Consider the DMOS output stage in Figure 3.16. To switch off $Q_1$, its gate must be discharged through $Q_4$ and this current must flow to the output since $Q_2$ is not supposed to be switched ‘on’ yet. However, if this discharging is slow, $Q_2$ might turn ‘on’ first before $Q_1$ is switched ‘off’ and this causes a short-circuit current. We verify this by a circuit simulation of Figure 3.16,
shown in Figure 3.22. The sine wave on the top represents the low pass filtered output signal. The waveform at the bottom, on the other hand, is the short-circuit current flowing through the output power transistors \( Q1 \) and \( Q2 \). It is observed that during the time when output signal is low, short-circuit current occurs. From simulations, the short-circuit power loss is estimated to be \( \sim 100 \) mW.

In summary, the power efficiency of a practical model taking into consideration the power loss due to package resistance, \( P_{\text{pkg}} \), and short-circuit current, \( P_S \), is:

\[
\eta = \frac{P_{\text{OUT}}}{P_{\text{OUT}} + P_{\text{DSS}}} = \frac{P_{\text{OUT}}}{P_{\text{OUT}} + P_c + P_S + (P_r + P_{\text{pkg}})}
\]  

(3.20)

where \((P_r + P_{\text{pkg}}) = \frac{1}{2} M^2 I_s^2 (R_{on} + R_{\text{pkg}})\)  

(3.20a)

### 3.3.3.2 Verification

We verify the model given in analytical equation (3.20) against computer (Spectre) simulation and on the basis of measurements on an actual IC embodying a DMOS output stage (whose output transistor having a width of \( W = 88 \) mm, and length, \( L = 0.27 \) \( \mu \)m) over the entire range of modulation indices from 0 to 1. In Figure 3.23, the DMOS...
output stage is operated under the circuit conditions of $V_{DD} = 12\, \text{V}$, $R_L = 8\, \Omega$, $f_c = 200\, \text{kHz}$ and $f_s = 1\, \text{kHz}$.

**Figure 3.23  Comparison of analytical model, simulation and measurement results for efficiency**

The results, presented in Figure 3.23, show that the power efficiency obtained analytically (equation (3.20)) agrees well with that obtained from simulations and from measurements. This serves to verify the validity of the analytical model. The small difference between the analytical (and simulation) and the measurements may be attributed to the simple assumption of short-circuit power loss and higher order effects of power loss in a practical application. In our analytical model, it was assumed that the input signal to the output stage is a perfect square pulse. However, a practical square pulse is exponential in nature.
3.3.3.3 Other Considerations

It is our view that the efficiency plot in Figure 3.23 is somewhat unsatisfactory in the sense that the overall efficiency is not high when compared to a typical CMOS output stage – because DMOS provides for much lower $R_{on}$. As delineated, this is largely because of the presence of the short-circuit current. To circumvent this, we propose a simple circuit augmentation to the design shown in Figure 3.16 to eliminate the undesirable short-circuit current. This simple augmentation is a non-overlapping logic circuit shown within the dotted box in Figure 3.24.

![Figure 3.24 DMOS output stage with non-overlapping logic](image)

The non-overlapping logic ensures that $Q2$ does not turn ‘on’ when $Q1$ is still active. For example, if $Q1$ is still active, the gate of $Q1$ will be ‘high’. This will mean that the input to $G2$ will also be ‘high’. Therefore, regardless of the input signal, $G2$ will have an output ‘high’ to the gates of $Q5$ and $Q6$ inverter pair. This feeds a ‘low’ to the gate of $Q2$ and ensures that $Q2$ will always be ‘off’ when $Q1$ is still active. Similarly, if $Q2$ is still active, the gate of $Q2$ will be ‘high’. This will mean that the input to $G1$ will also be ‘high’. Therefore, regardless of the input signal, $G1$ will have an output ‘high’ to the gates of $Q3$ and $Q4$ inverter pair. This feeds a ‘low’ to the gate of $Q1$ and ensures that $Q1$ will always be ‘off’ when $Q2$ is still active.
The elimination of this short-circuit current is verified by means of computer simulations.

As $P_S$ is now eliminated, the power efficiency is:

$$\eta = \frac{P_{\text{OUT}}}{P_{\text{OUT}} + P_{\text{DISS}}} = \frac{P_{\text{OUT}}}{P_{\text{OUT}} + P_{\text{C}} + (P_L + P_{\text{sh}})} \quad (3.21)$$

Using the same circuit condition as our earlier verification ($V_{\text{DD}} = 12\, \text{V}$, $R_L = 8\, \Omega$, $f_c = 200\, \text{kHz}$ and $f_s = 1\, \text{kHz}$), we plot the power efficiency of the output stage obtained analytically against computer simulations and the results are shown in Figure 3.25.

![DMOS Output Efficiency](image)

**Figure 3.25 Efficiency curves with non-overlapping logic counter-measure**

It can be seen that the power efficiency obtained analytically agrees well with computer simulations and this supports the validity of our analytical model. This plot also depicts
that if high efficiency is desired, particularly at low modulation indices, it is imperative to totally eliminate the short-circuit current.

In conclusion, two practical power efficiency models of the DMOS output stage has been derived. One model, which includes the short-circuit power loss, has been verified by means of computer simulations and practical IC measurement. A proposed simple non-overlapping logic design to eliminate the short-circuit power loss in the second model, has been verified against computer simulations.

### 3.4 Optimization of the Class D Output Stage in DMOS

Following section 3.3, there is a clear motivation to design a Class D DMOS output stage with high efficiency. Further, as the size of the output stage can easily occupy half or even more of the entire IC area, the motivation extends to an optimization of the output stage with a balance between power efficiency and chip area.

As delineated earlier, the design of the DMOS output stage of a CDA is largely empirical where the rule of thumb method is applied to obtain a small on-resistance (up to the maximum tolerable size), typically about 0.2 to 0.3 $\Omega$ for a 20V TV application (and noting that $R_{pkg} \approx 300\ m\Omega$). However, from an optimization perspective, decreasing $R_{on}$ (thus decrease $P_r$) by increasing the width of the power transistor will conversely (and undesirably) increase the power loss due to capacitances, $P_C$. Put simply, there will be a point of diminishing return$^+$ where $P_C$ becomes dominant over $P_r$ and the overall efficiency decreases even if the width is increased further.

Another disadvantage of the empirical method to design the output stage to be as large as possible is cost/economical reason, where a smaller IC area is more economical than a larger one. We will now describe an optimization methodology for the DMOS output stage.

$^+$Note that, from a practical perspective, this point of diminishing return should also consider the effect of $R_{pkg}$ and $R_{pkg}$ is substantially smaller for advanced (but more expensive) packages.
3.4.1 Optimization Methodology for DMOS Output Stage

The summary of the power dissipation mechanisms of DMOS output stage in full bridge configuration is shown in table 3.1. The terms are grouped according to the channel width, $W$.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_C$</td>
<td>$\frac{1}{2} f_c \left[ V_{dd}^{2} (2C_{d} + 2k_{s}) + V_{d}^{2} (4C_{r}) \right] W + \frac{1}{2} f_c V_{dd}^{2} (2C_{pck} + k_{s})$</td>
</tr>
<tr>
<td>$C_d^*$</td>
<td>$C_{ph} + \frac{C_{v1} \times C_{v2}}{C_{v1} + C_{v2}} \frac{1}{W_{Out}}$</td>
</tr>
<tr>
<td>$C_g^*$</td>
<td>$C_{out} L + C_{pck} + C_{ph} + \frac{C_{v1} \times C_{v2}}{C_{v1} + C_{v2}} \frac{1}{W_{Out}}$</td>
</tr>
<tr>
<td>$P_r$</td>
<td>$\frac{1}{2} M^2 I_o^2 \frac{2R_{on}}{W}$</td>
</tr>
<tr>
<td>$R_{on}$</td>
<td>$r_{on} + r_{d} + r_{s}$</td>
</tr>
<tr>
<td>$r_{epi}$</td>
<td>$R_{on} \times \frac{1 + P_{on} (V_{dd} - V_{th})}{10^9}$</td>
</tr>
<tr>
<td>$r_{ch}$</td>
<td>$\frac{L}{\mu_c C_{out} (V_{dd} - V_{th})}$</td>
</tr>
<tr>
<td>$r_{b}$</td>
<td>$2 \times \left[ \frac{l_1}{2} + l_2 \right] R_{ch} + \left[ l_1 + l_2 \right] R_{s}$</td>
</tr>
<tr>
<td>$P_{OUT}$</td>
<td>$\frac{1}{2} M^2 I_o^2 R_{b}$</td>
</tr>
<tr>
<td>$\eta$</td>
<td>$\frac{P_{OUT}}{P_{r} + P_{C} + P_{pck}}$</td>
</tr>
</tbody>
</table>

From the efficiency ($\eta$) equation, note that $P_{OUT}$ and $P_{pck}$ are independent of channel width, $W$, while $P_r$ is inversely proportional to $W$, and $P_C$ is directly proportional to $W$. There is therefore an optimum width, $W_{opt}$, where power efficiency, $\eta$, is the highest. This optimum width can be obtained when the sum of ($P_r + P_C$) is minimum. To find
that point, we first define a function for total power dissipation, \( F(W) = P_r + P_C \). By setting \( \frac{\delta F(W)}{\delta W} = 0 \), we can solve for \( W \) to find the minimum \( F(W) \) which gives the maximum power efficiency.

We redefine the power dissipations \( P_r \) and \( P_C \) as functions of channel width, \( W \).

\[
P_r = A \frac{1}{W} \quad \text{(3.22)}
\]

where

\[
A = M^2 \hat{I}_d^2 R_{on} \quad \text{(3.22a)}
\]

\[
P_C = B + CW \quad \text{(3.23)}
\]

where

\[
B = \frac{1}{2} f_c V_{dd}^2 (2C_{pad} + k_4) \quad \text{(3.23a)}
\]

and

\[
C = \frac{1}{2} f_c \left\{ V_{dd}^2 (2C_{d} + 2k_5) + V_{dd}^2 (4C_{g}) \right\} \quad \text{(3.23b)}
\]

Therefore, the equation for total power dissipation \( P_{tot} \) in terms of channel width, \( W \), is:

\[
P_{tot} = F(W) = P_r(W) + P_C(W) = A \frac{1}{W} + B + CW \quad \text{(3.24)}
\]

84
For minimum power dissipation, the optimum channel width, $W_{opt}$, is obtained as follows:

$$\frac{\partial F(W)}{\partial W} = 0 \Rightarrow C - A \frac{1}{W^2} = 0$$

$$\therefore W_{opt} = \sqrt[2]{\frac{A}{C}} = \sqrt[2]{\frac{M^2I_G^2R_{sw}}{f_c\{V_{dd}^2(C_d'+k_d)+V_G^2(2C_g')\}}}$$

(3.25)

In summary, we have established an optimization methodology for the DMOS output stage to obtain optimum power efficiency. We will now continue to investigate how the design of the size of the DMOS output stage is affected by the modulation index, $M$.

### 3.4.2 Area Optimization based on Modulation Index

[Chang, et.al., 2000] has shown that optimization at peak power (modulation index, $M = 0.9$) for a CMOS output stage requires a very large output stage area. However, it is well established that due to the crest factor of audio signals, the signal swing is typically low, around $M = 0.2$. In view of this, we propose that for a practical DMOS output stage design, the optimization be done for $M = 0.2$.

To better delineate the abovementioned choice, we plot in figure 3.26, the efficiency curves of two typical DMOS output stages where one is optimized based on $M = 0.2$ (solid line) and the other based on $M = 0.9$ (dotted line) with all other design variables kept invariant.

We note that the power efficiency beyond the modulation index where it was optimized for (eg. $M = 0.2$ for the solid line), remains relatively flat. However, the power efficiency below the point where it was optimized for, drops rapidly. Therefore, to ensure that power efficiency is high throughout a larger modulation index range, it is more sensible to optimize at a lower $M$. 
Optimizing at $M = 0.2$, the transistor width is $W = 31.7$ mm while optimizing at $M = 0.9$, $W = 142.8$ mm, translating to an increased area of $\sim 4X$. It can be seen that optimization for a high $M$ requires an area that is many times larger without real advantage in the efficiency. Further, the efficiency (for an optimization at high $M$, $M = 0.9$) at low modulation when audio signals typically are (due to the crest factor) is lower than the case where the optimization is at lower $M$ ($M = 0.2$). In short, we recommend an optimization (for a DMOS output stage) at low $M$.

![Output Stage Efficiency](image)

**Figure 3.26 Efficiency curves optimized at different modulation indices**

### 3.4.3 Optimization of DMOS Output Stage based on $M = 0.2$

We apply equation (3.25) to the DMOS output stage optimized for $M = 0.2$, and obtain an optimized channel width, $W_{opt} = 88$ mm, with a maximum power efficiency of 94%
(inclusive of losses in $R_{pkg}$). The power efficiency waveform was shown in Figure 3.25 in the previous section. We note that the power efficiency without considering $R_{pkg}$ is 97%, which means that a large portion of power loss is caused by the package resistance, and this is a parameter that is not available to the designer.

In this design, the on-resistance is calculated and measured (on the actual IC) to be 140 mΩ. Compared to the load of 8 Ω, it is less than 2% of the load. In conclusion, DMOS technology is able to realize an output stage of very low on-resistance and hence, yield very high power efficiency. However, if the package resistance is too high, it will defeat the advantage of the low on-resistance provided by the DMOS output stage.

### 3.5 Conclusions

In this chapter, we have discussed the challenges of operating the CDA at a higher voltage (20V) and the need for protection circuits. The limitations of CMOS for mid-to-high voltage have justified the need for either HVMOS or DMOS. We have reviewed DMOS technology and have derived analytical expressions for the power dissipation mechanisms, power efficiency and optimization for the DMOS output stage. The derived expressions have been verified by means of Cadence computer simulations and measurement of an IC. We have also proposed a circuit improvement to a reported circuit that reduces the possibility of short-circuit current. Finally, we have shown the advantages of optimizing the output stage at low modulation indices.
Chapter 4
Optimization and Design of a Class D Output Stage in HVMOS

In chapter 3, we described the design and optimization of a Class D output stage based on DMOS in a full bridge n-channel totem pole configuration. In this chapter, we will describe the same for that in HVMOS but for a half bridge configuration. As delineated in chapter 2, a full bridge is simply a double single-end (half bridge) whose outputs are 180° out of phase (i.e. inverted with respect to the other); the work in this chapter for a half bridge can easily be extended to the full bridge. In the context of a CDA output, the output power of a full bridge is 4 times larger than the half bridge. The HVMOS process used in this chapter is that based on the Austria Microsystems (AMS) 0.35µm CMOS process with the 50V HVMOS module.

As in chapter 3, the work in this chapter includes the optimization of the output stage for maximum efficiency under a specified condition. The motivation for the work presented in this chapter is as that described in chapter 3. Specifically, as the output stage dissipates the most power in most audio amplifiers, the overall power efficiency of the amplifier largely depends on the design of the output stage, and that the size of the output stage can easily occupy half or more of the entire IC area. In short, the motivation is to optimize the output stage with a balance between power efficiency and chip area.

This chapter is organized as follows. Section 4.1 starts with a review on HVMOS technology to show its difference from DMOS. In section 4.2, the design of a CDA output stage with protection circuits is shown. Section 4.3 derives the analytical expressions for the mechanisms of power dissipation and power efficiency in HVMOS half bridge output stage. In section 4.4, the optimization method is presented and its results are verified against computer simulations. In section 4.5, the half bridge model is extended to full bridge and a comparison is made between the two. This is followed by a
comparison between HVMOS and DMOS based on full bridge configuration in section 4.6. Finally, the conclusions are drawn in section 4.7.

4.1 Review of Conventional HVMOS

Conventional High-Voltage MOS (HVMOS) is very much similar to LDMOS (in fact, DMOS is part of the family of HVMOS) in terms of its cross-sectional layout. It consists of its source diffused inside a $p$-well (depicted in Figure 4.1), which is an existing layer in a conventional HVMOS diffusion process. In contrast, the source of the DMOS transistor is diffused inside an additional body layer that is more highly doped than the $p$-well. This yields the primary advantage of DMOS over HVMOS - its lower $R_{on}$ (hence, a higher power efficiency). However, this additional diffusion layer comes with extra cost which makes the overall diffusion cost in DMOS much more expensive.

![Figure 4.1 Cross-sectional layout of a typical HVMOS](image)

Since the cross-sectional layout of the conventional HVMOS and the DMOS are very similar, from a simplistic view point, the HVMOS can be represented by the same model as the DMOS, depicted in Figures 3.18 and 3.19 earlier. The following analyses for HVMOS in this chapter will hence assume the same models used for DMOS. However, as both the HVMOS transistor and DMOS transistor come from different fabrication houses, their parameter characterizations are slightly different, and these differences will be clearly stated in the analyses.
4.2 Design of Protection Circuits for CDA Output Stage in HVMOS

In chapter 3, we reviewed the limitations of CMOS at higher voltage (20V range) applications and justified the use of DMOS output stage or HVMOS output stage. We further reviewed various considerations for the design of output stage at higher voltage, particularly the dead time design with non-overlapping logic and over-current protection. In view of these considerations for a practical realization, we also implement these circuits to obtain appropriate dead times and protection circuits to the HVMOS output stage to achieve a complete output stage design. Figure 4.2 depicts the output stage embodying these circuits including our simple non-overlapping logic to ensure that the short-circuit current is virtually eliminated.

Figure 4.2 Output stage with protection circuits
The dead time design [Apex Microtechnology, 2001] is shown in the left most block. In this design, $V_{ref}$ is connected to $V_{DD}$ which gives $V_{in}$ a biasing voltage equal to half $V_{DD}$ ($V_{DD}/2$). In the same way, the triangular waveform must also be biased to $V_{DD}/2$. $R1$ is designed to be the same as $R4$, and $R2$ is the same as $R3$. The offset voltages to the comparators are created by $V_{in}$ passing through $R2$ and $R3$. The ratio of $R1$ and $R2$ (similarly $R3$ and $R4$) will determine the offset voltage which will in turn create a dead time for the output stage. By setting $R1 = R4 = 50 \, \text{k}\Omega$ and $R2 = R3 = 250 \, \text{Ω}$, we obtain a dead time of 50 ns. The simulation result is depicted in Figure 4.3, where the gate voltages of the top and bottom power transistors are shown with respect to time.

![Figure 4.3 Dead time simulation result](image)

Following the dead time block is the proposed simple non-overlapping logic block. This logic ensures that the bottom power transistor must be turned off before the top power transistor turns on, and vice versa. The next 2 blocks to the right are the driver stage ($M_{D1}, M_{D2}, M_{D3}$ and $M_{D4}$) and the output power transistors ($M_H$ and $M_L$). A tapering ratio of 12 (with respect to the output power transistor) is used.
The following block (dotted box in the extreme right) is the over-current protection block. According to the current limitation of a typical bonding wire, we design the current limit to be below 3.5 A as the probability of damage starts to increase beyond that current limit. Using the formula provided by [Berkhout, 2005], \( I_{LIM} = N \cdot K \cdot I_{ref} \) (see section 3.1.3 in chapter 3), we set \( N = 20000 \), \( K = 6 \) and \( I_{ref} = 25 \mu A \) to obtain an estimated current limit of 3 A. In this design, \( N \) is made large to keep the overall IC size small as there are 2 large (power transistors) and 16 smaller replica transistors in the design of over-current protection. The layout of these transistors must be part of or near the power transistors for good matching purpose. The simulation result is depicted in Figure 4.4 where the over-current protection kicks in when \( I_{out} \) reaches \( \sim 3.27 \) A (where the comparator switches state).

![Figure 4.4 Over-current protection simulation](image.png)

Finally, \( D_1 \) and \( C_{\text{bootstrap}} \) form the bootstrap, \( L_O \) and \( C_O \) form the output filter, \( C_L \) is the decoupling capacitor and \( R_L \) is the output load. A summary of all the design values are tabulated in table 4.1.
Table 4.1 Summary of design values in HVMOS

<table>
<thead>
<tr>
<th>SYMBOLS</th>
<th></th>
<th>SYMBOLS</th>
</tr>
</thead>
<tbody>
<tr>
<td>( V_{DD} )</td>
<td>20 V</td>
<td>( R_1 = R_4 )</td>
</tr>
<tr>
<td>( V_{ref} )</td>
<td>20 V</td>
<td>( R_2 = R_3 )</td>
</tr>
<tr>
<td>( I_{ref} )</td>
<td>25 μA</td>
<td>( R_L )</td>
</tr>
<tr>
<td>( N )</td>
<td>20 000</td>
<td>( C_L )</td>
</tr>
<tr>
<td>( K )</td>
<td>6</td>
<td>( C_O )</td>
</tr>
<tr>
<td>( W_{MH} = W_{ML} )</td>
<td>( W_{opt} )</td>
<td>( L_O )</td>
</tr>
<tr>
<td>( W_{MD1} = W_{MD3} )</td>
<td>( W_{opt} )/4</td>
<td>( C_{bootstrap} )</td>
</tr>
<tr>
<td>( W_{MD2} = W_{MD4} )</td>
<td>( W_{opt} )/12</td>
<td></td>
</tr>
<tr>
<td>( W_{M1} = W_{M2} = W_{M3} = W_{M4} = W_{MRH1...W_{MRH6}} = W_{MRL1...W_{MRL6}} )</td>
<td>( W_{opt} )/N</td>
<td></td>
</tr>
</tbody>
</table>

In conclusion, we have designed the full CDA output stage with protection circuits for HVMOS. The design has been verified against Cadence (Spectre) computer simulations.

4.3 Power Dissipation Mechanisms of HVMOS Output Stage

In chapter 3, we designed a CDA DMOS output stage based on the full bridge \( n \)-channel totem pole configuration. In this section, we will design the same but for a variation, the half bridge \( n \)-channel totem pole configuration as described in section 4.1. The pertinent section of the complete CDA output depicted in Figure 4.2 earlier is extracted to Figure 4.5.
In this analysis (similar to the DMOS example in chapter 3), it is assumed that the short-circuit current is totally eliminated and the term $P_S$ is taken out of the power loss calculation. The power dissipation mechanisms of HVMOS are very similar to that of DMOS, with slight differences which will be discussed later.

### 4.3.1 Parasitic Capacitance of HVMOS

As delineated in chapter 3, the maximum gate-to-source voltage that can be applied to the DMOS is only 5V. This is due to the thin gate oxide of the DMOS process. From the basic capacitor equation, $C = \frac{\varepsilon(Area)}{t_{ox}}$, where $\varepsilon$ is the permittivity, $Area$ is the area of gate over the drain and $t_{ox}$ is the oxide thickness, a smaller $t_{ox}$ will yield a larger capacitance.
In the DMOS process used for this research programme in chapter 3, this capacitance is significant and it is characterized by an additional gate to drain capacitance $C_{gd}$. In contrast, the maximum gate voltage that can be applied to the gate of HVMOS (based on the HVMOS process used) is 20V. This higher voltage tolerance requires a larger oxide thickness (to prevent breakdown) which also means that the associated parasitic capacitance would be smaller, compared to DMOS. In fact, for the model defined by the AMS process, $C_{gd}$ is not included in the characterization of parasitic capacitance as it is negligible.

Another point worth noting is that the minimum channel length of the HVMOS is typically longer than that of the DMOS. For example, for the available processes available to us, the minimum channel length of the HVMOS and DMOS is 1µm and 0.27µm respectively. On the whole, because of the smaller channel length, hence smaller area of the DMOS gate, the overall capacitance of the DMOS is smaller than that of HVMOS, despite the larger capacitance per unit area. In short, the DMOS would have a higher power efficiency over HVMOS not only because of the smaller capacitance but also the reduced on-resistance (See section 4.3.2 later).

For the HVMOS process used in this programme, the characterization method of the capacitance is the same as that of a CMOS model as delineated in chapter 2. The overall parasitic capacitance, $C_p$, of the $n$-channel HVMOS output stage is:

$$C_p = (C_{go} + C_{do})W$$  \hspace{1cm} (4.1)

where $C_{go}$ is the gate associated capacitance per unit width:

$$C_{go} = 2 \times (C_{OX}L + C_{gso} + C_{gdo})$$  \hspace{1cm} (4.1a)
and \( C_{do} \) is the output associated capacitance per unit width:

\[
C_{do} = 2 \times (C_j L_{DS} + 2C_{jw}) + C_{gso} + C_{gdo} \quad (4.1b)
\]

### 4.3.2 Parasitic Resistance of HVMOS

The model used to describe the resistance in HVMOS is largely similar to that of DMOS with the addition of a drain resistance \( r_d \), which is a value defined by the process. Similar to the DMOS model, the overall \( R_{on} \) of the HVMOS transistor changes with width \( W \). As mentioned earlier, HVMOS has a longer channel length in a \( p \)-well diffusion. This results in the HVMOS having a larger channel resistance compared to DMOS. A simple model of the HVMOS transistor is shown in Figure 4.6.

**Figure 4.6 A simple HVMOS model**

Therefore, the overall on-resistance of a HVMOS is:

\[
R_{on} = r_b + r_{ch} + r_{ep} + r_d \quad (4.2)
\]
4.3.3 Power Dissipation and Efficiency of HVMOS

It is well established that the power delivery of a half bridge output stage is 4 times smaller than that of a full bridge output stage. Therefore, a factor of $\frac{1}{4}$ must be multiplied for the calculation of output power, $P_{OUT}$, and resistance power loss, $P_r$. Apart from this, the power dissipation mechanisms of the HVMOS are similar to that of DMOS. The summary of power dissipation mechanisms and efficiency in HVMOS is shown in table 4.2. This is based on the assumption that there is no short-circuit current loss.

Table 4.2 Summary of power dissipation mechanisms in HVMOS

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_C$</td>
<td>$\frac{1}{2}V_{in}^2C_p(W + 2C_{mos})$</td>
</tr>
<tr>
<td>$C_p$</td>
<td>$C_{ps} + C_{ds}$</td>
</tr>
<tr>
<td>$C_{gdo}$</td>
<td>$2\times[C_{ox}L + (C_{ps} + C_{sd})]$</td>
</tr>
<tr>
<td>$C_{dgo}$</td>
<td>$2\times[C_{ox}L + 2C_{ps}] + C_{ps} + C_{sd}$</td>
</tr>
<tr>
<td>$P_r$</td>
<td>$\frac{1}{8}M^2I_{d}^2R_{on}$</td>
</tr>
<tr>
<td>$R_{on}$</td>
<td>$\frac{R_s + R_{th} + R_{ps} + R_{x}}{W}$</td>
</tr>
<tr>
<td>$R_{epi}$</td>
<td>$R_{on} \times \frac{1 + P_{tax}(V_{in} - V_{al})}{10^3}$</td>
</tr>
<tr>
<td>$R_{ch}$</td>
<td>$\frac{L}{\mu_sC_{ox}(V_{in} - V_{al})}$</td>
</tr>
<tr>
<td>$R_{th}$</td>
<td>$2\times\left[\frac{l_1}{2} + l_1\right]R_s + (l_t + l_2)R_{on}$</td>
</tr>
<tr>
<td>$P_{OUT}$</td>
<td>$\frac{1}{8}M^2I_{d}^2R_{t}$</td>
</tr>
<tr>
<td>$\eta$</td>
<td>$\frac{P_{OUT}}{P_{OUT} + P_r + P_C}$</td>
</tr>
</tbody>
</table>
In summary, the differences between the models of HVMOS and DMOS have been described and the power dissipation mechanisms of the HVMOS have been derived.

4.4 Optimization of HVMOS Output Stage and its Verification

4.4.1 Optimization

As in chapter 3, noting that $P_r$ is inversely proportional to channel width, $W$, while $P_C$ is directly proportional to $W$, there is an optimum width, $W_{opt}$, where power efficiency, $\eta$, is the highest. It happens when the sum of $(P_r + P_C)$ is minimum. To find that point, we again define a function for total power dissipation, $F(W) = P_r + P_C$, and by setting $\frac{\delta F(W)}{\delta W} = 0$, we are able to solve for a $W$ to find the minimum $F(W)$ which gives the maximum power efficiency.

Let us redefine the power dissipations $P_r$ and $P_C$ as functions of channel width $W$.

\[ P_r = A' \frac{1}{W} \]  
(4.3)

where

\[ A' = \frac{1}{8} M^2 I_o^2 \left( R_o + R_{ch} + R_{epi} + R_d \right) \]  
(4.4)

\[ P_C = B' + C' W \]  
(4.5)

where

\[ B' = f_c V_{DDB}^2 C_{pad} \]  
(4.6)
and

\[ C' = \frac{1}{2} f_c V_{DD}^2 \left( C_p \right) \]  \hspace{1cm} (4.7)

Therefore, the equation for total power dissipation \( P_{tot} \) in terms of channel width \( W \) is:

\[
P_{tot} = F(W) \\
= P_s(W) + P_C(W) \\
= A' \frac{1}{W} + B' + C' W
\]

For minimum power dissipation, the optimum channel width \( W_{opt} \) is obtained as follows:

\[
\frac{\partial F(W)}{\partial W} = 0 \Rightarrow C' - A' \frac{1}{W^2} = 0
\]

\[
W_{opt} = \sqrt{\frac{A'}{C'}} = \sqrt{\frac{M^2 I_0^2 \left( R_b + R_{ch} + R_{cm} + R_d \right)}{4 f_c V_{DD}^2 \left( C_p \right)}} \hspace{1cm} (4.9)
\]

At this juncture, we have established an optimization methodology for the HVMOS output stage to obtain optimum power efficiency. We will now verify the analytical model against computer simulations.

### 4.4.2 Verification

In this research programme, the aim in this chapter is to design a CDA output stage for home TV application with the design specifications tabulated in table 4.3. This design is based on a 0.35\( \mu \)m CMOS process with 50V HVMOS module. The process parameters are shown in table 4.4.
Table 4.3 Design Specifications

<table>
<thead>
<tr>
<th>SYMBOLS</th>
<th>SYMBOLS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Supply Voltage, $V_{DD}$</td>
<td>20 V</td>
</tr>
<tr>
<td>Rise &amp; fall time of PWM signal, $\tau$</td>
<td>5 ns</td>
</tr>
<tr>
<td>Input signal frequency, $f_s$</td>
<td>1 kHz</td>
</tr>
<tr>
<td>Load, $R_L$</td>
<td>8 $\Omega$</td>
</tr>
<tr>
<td>Switching frequency, $f_c$</td>
<td>200 kHz</td>
</tr>
<tr>
<td>Filter Inductance, $L_O$</td>
<td>100 $\mu$ H</td>
</tr>
<tr>
<td>Modulation Index, $M$</td>
<td>0.2</td>
</tr>
<tr>
<td>Filter Capacitance, $C_O$</td>
<td>0.22 $\mu$ F</td>
</tr>
</tbody>
</table>

Table 4.4 Process Parameters

<table>
<thead>
<tr>
<th>PARAMETERS</th>
<th>PARAMETERS</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{thn}$</td>
<td>2.509 V</td>
</tr>
<tr>
<td>$\mu_n$</td>
<td>497 cm$^2$/V.S</td>
</tr>
<tr>
<td>$t_{ox}$</td>
<td>4.92 x 10$^{-8}$ m</td>
</tr>
<tr>
<td>$\varepsilon_{ox}$</td>
<td>3.45 x 10$^{-11}$ F/m</td>
</tr>
<tr>
<td>$C_{ox}$</td>
<td>7.02 x 10$^{-4}$ F/m</td>
</tr>
<tr>
<td>$C_j$</td>
<td>0.83 x 10$^{-3}$ F/m</td>
</tr>
<tr>
<td>$C_{gso} = C_{gdo}$</td>
<td>0.2 x 10$^{-9}$ F/m</td>
</tr>
<tr>
<td>$C_{gbo}$</td>
<td>0.14 x 10$^{-9}$ F/m</td>
</tr>
<tr>
<td>$C_{jsw}$</td>
<td>0.25 x 10$^{-9}$ F/m</td>
</tr>
<tr>
<td>$C_{pad}$</td>
<td>2 pF/pad</td>
</tr>
</tbody>
</table>
By means of MATLAB to numerically compute equation (4.9) (based on optimization of $M = 0.2$ as in chapter 3) and using the above specifications and process parameters, the optimum width of the HVMOS output stage is $W_{opt} = 31.7$ mm ($31,700$ µm). With this optimized width, we plot the efficiency of the HVMOS output stage over the whole range of modulation index, $M$ (0 to 1). This analytical result is verified against Cadence (Spectre) computer simulation (depicted in Figure 4.7). Our analytical model agrees well with the simulation results and this proves the validity of our analytical model. Similar to the case of DMOS in chapter 3, the minor difference at low modulation indices are attributed to higher order effects of power loss. At low modulation indices, this power loss becomes more significant compared to output power, and hence, power efficiency is affected.

![HVMOS Output Stage Efficiency](image)

**Figure 4.7** Power efficiency of analytical model and computer simulation
4.5 Comparison between Half Bridge and Full Bridge

In the previous section, we have optimized a half bridge CDA output stage based on HVMOS and verified the results against computer simulation. In practical applications, a half bridge and a full bridge amplifier can be used interchangeably (for example, several CDA ICs comprise half bridge ICs that can serve as a stereo amplifier with two independent single-ended outputs or a mono single full bridge output), due to cost availability and convenience. Therefore, in this section, we will extend our analysis to the full bridge configuration and investigate the power efficiencies of an output stage (optimized in half bridge) operating in full bridge configuration and an output stage (optimized in full bridge) operating in half bridge configuration.

To extend this work to the full bridge, we note that its output power delivery (assuming the same design \((W \text{ and } L)\) for half bridge and full bridge) is 4 times larger than the half bridge. Note that it is assumed that the load resistance, \(R_L \gg R_{on}\), the on-resistance. As delineated in chapter 2 (a full bridge is equivalent to 2 half bridges), the area of a full bridge is 2 times that of the half bridge and this results in a 2x increase of the power dissipation due to \(C_p\).

Another parameter that affects power efficiency is the \(R_{on}\) of the output stage. From Figure 2.20 in chapter 2, it can also be seen that the load current of the full bridge output stage goes through \(2 \times R_{on}\), as opposed to the half bridge where the load current only flows through \(1 \times R_{on}\). We note that as \(R_{on}\) is in series with the load, if the power delivered to the load (for a full bridge) is 4 times higher, the power dissipated through \(R_{on}\) will increase by the same factor. Since the load current goes through \(2 \times R_{on}\) (for the full bridge), the on-resistance power dissipation will be 8 times larger compared to the half bridge.
In view of that, the following changes apply to the half bridge analytical expressions with respect to the full bridge:

\[
\begin{align*}
(P_o)_{\text{full bridge}} & \approx 4(P_o)_{\text{half bridge}} \\
(P_r)_{\text{full bridge}} & \approx 8(P_r)_{\text{half bridge}} \\
(P_c)_{\text{full bridge}} & = 2(P_c)_{\text{half bridge}} \\
(R_{on})_{\text{full bridge}} & = 2(R_{on})_{\text{half bridge}} \\
(C_P)_{\text{full bridge}} & = 2(C_P)_{\text{half bridge}}
\end{align*}
\]

We apply the above changes to our analytical model to obtain the efficiency curve for a full bridge CDA output stage based on HVMOS. In this application, we simulate a CDA output stage (designed and optimized for half bridge) operating in full bridge configuration. In Figure 4.8, we plot the power efficiency curves of the same output stage operating in half bridge and in full bridge.

![Figure 4.8 Power efficiency curves of HVMOS optimized for half bridge](image)
In this simulation, we show that a CDA output stage optimized for half bridge at $M = 0.2$ (Output power = 0.25W) yields a power efficiency of 92%. However, if this same CDA output stage were to be used in a full bridge configuration at the same output power ($M = 0.1$), the power efficiency drops to 85%. This drop of power efficiency at $M = 0.2$ is significant and the drop becomes more rapid as the modulating signal gets smaller ($M$ gets smaller). Based on this significant drop in power efficiency, it is not advisable to use a CDA output stage optimized for half bridge (at $M = 0.2$) in a full bridge configuration if the same power output is considered (and taking into account the crest factor of audio signals).

Consider now, a CDA output stage optimized for full bridge, as earlier delineated, and its application on a half bridge application. Based on the same circuit condition as the half bridge ($V_{DD} = 20V$, $R_L = 8 \Omega$, and $f_c = 200 \text{ kHz}$) we optimize the CDA output stage for full bridge at $M = 0.2$ and obtained an optimized width of $W_{opt} = 63.5 \text{ mm}$. In Figure 4.9, we plot the power efficiency curves of the (same) output stage operating in half bridge and in full bridge.

![HVMOS Output Stage Efficiency Optimized for Full Bridge](image)

**Figure 4.9 Power efficiency curves of HVMOS optimized for full bridge**
In Figure 4.9, we show that a CDA output stage optimized for full bridge at $M = 0.2$ (Output power = 1W) yields a power efficiency of 92%. However, if this same CDA output stage were to be used in a half bridge configuration at the same output power ($M = 0.4$), the power efficiency will be 96%, which is higher than the full bridge configuration.

There are two considerations here. First, as the crest factor of audio signals is high, the expected average modulation index is $M = 0.2$. This means that if the CDA is operated at $M = 0.4$, the likelihood of signal dipping is high, usually an unacceptable situation in high fidelity application. Second, further to the first, this half bridge output stage can only provide a maximum power (at $M = 1$) that is 4x lower than when it is configured for full bridge. In this example, the output stage in full bridge application is able to deliver a power of 25W at $M = 1$. However, when it is configured for half bridge, the power at $M = 1$ is only 6.25W.

Based on the consideration of power efficiency, a CDA output stage optimized for full bridge at $M = 0.2$ is able to operate in half bridge with higher power efficiency (than full bridge operation).

### 4.6 Comparison between HVMOS and DMOS

In this section, we will compare the full bridge HVMOS output stage against the full bridge DMOS output stage. In this comparison, we optimize the HVMOS output stage for modulation index, $M = 0.2$ with the same circuit condition as the full bridge DMOS output stage ($V_{DD} = 12V$, $R_L = 8\ \Omega$, and $f_c = 200\ kHz$) and obtained an optimized width of $W_{opt} = 67.2\ mm$. The power efficiency curve of this full bridge HVMOS output stage (inclusive of package resistance, $R_{pkg} = 300\ m\Omega$) is plotted (in Figure 4.10) against the full bridge DMOS output stage as in chapter 3 (also for package resistance, $R_{pkg} = 300\ m\Omega$).
In Figure 4.10, the optimum power efficiency of the HVMOS at $M = 0.2$ is 85%, while that of the DMOS at the same modulation index is 92%. Besides, we observe that the power efficiency of DMOS is higher than that of HVMOS throughout the whole range of modulation index from 0 to 1. This concludes that DMOS provides a higher power efficiency than HVMOS for the same circuit condition and power output. However, this is usually achieved with extra cost as the diffusion process of DMOS is more expensive than HVMOS.
4.7 Conclusions

In this chapter, we have reviewed the HVMOS and designed a full CDA output stage based on HVMOS with protection circuits. We have also derived the analytical expressions for the power dissipation mechanisms and efficiency, and proposed an optimization method for the \( n \)-channel totem pole half bridge output stage, based on HVMOS, to obtain an optimum power efficiency for a given modulation index. The analytical model has been verified against Cadence (Spectre) computer simulation. We have compared the power efficiencies of an optimized half bridge output stage design used for as a full bridge output stage design, and vice versa; the optimized point was \( M = 0.2 \). We found that an optimized half bridge is generally unsuitable for a full bridge application while the converse is generally suitable (save the limited signal swing). Finally, a comparison between the power efficiencies of the full bridge HVMOS output stage and DMOS output stage has shown that DMOS yields higher power efficiency.
Chapter 5

Conclusions and Future Work

5.1 Conclusions

The overall research objective of this M.Eng research programme is to establish a systematic analytical method to design and optimize the CDA output stage for mid-voltage (20V) applications using DMOS and HVMOS technology. The primary motivation of this research is the realization of a power-efficient amplifier at a reasonable cost (small and realistic IC area). The advantages include an increased lifespan of remote power supplies (batteries) and smaller form factor, for portability and aesthetic reasons, arising from the elimination of the heat sink in many cases or at least a significantly reduced heat sink size.

A literature review has been presented in chapter 2 and it clearly delineates the motivation of the work herein. Among the amplifiers reviewed, the CDA not only offers the highest power efficiency, it does not compromise on its signal and noise performance (THD and PSRR) if properly designed. A review on the modulators also concluded that PWM has an advantage over PDM in terms of power efficiency as it can operate at a lower switching frequency (lower switching loss) and due to its circuit simplicity (lower quiescent power loss). Different output stage configurations have also been reviewed and the n-channel totem pole output stage has advantages of higher power efficiency and smaller IC area requirement than the p-channel-cum-n-channel inverter output stage (typical of CMOS low voltage designs). The low voltage CMOS output stage has also been reviewed.

A review of the design of a DMOS- or HVMOS-based output stage has shown that their designs are largely empirical, where a rule-of-thumb is often applied. Sometimes, the rule-of-thumb method can result in an IC area that is larger than analytically required, and it rendered the design cost ineffective. This established the motivation of the overall
objective of this research - to establish a systematic analytical method to design and to optimize the Class D output stages. This involved the secondary objectives (i) – (vii), delineated in chapter 1.

Chapters 3 and 4 have reported the investigative research work to accomplish the secondary objectives. Analyses pertaining to DMOS technology were presented in chapter 3 while those pertaining to HVMOS were presented in chapter 4.

For objective (i), to design a complete CDA output stage with protection circuits, a literature review on protection circuits has been presented in chapter 2 and the problems of operating an output stage at high voltage has been investigated in chapter 3. The reported solutions have been applied and presented in chapter 4 and in the course of our investigation, we have designed a non-overlapping logic circuit to reduce the possibility of short-circuit current in a CDA output stage.

For objective (ii), to investigate different output stage configurations and their effects on power efficiency, a literature review has been presented in chapter 2 and it was concluded that the n-channel totem pole is better than the p-channel-cum-n-channel inverter on the basis of higher power efficiency and smaller IC area requirement (for our application). In chapter 4, we have further compared the power efficiencies between the half bridge and full bridge configurations and have concluded that an optimized half bridge is generally unsuitable for a full bridge application while the converse is generally suitable (save the limited signal swing).

For objectives (iii) and (iv), to investigate the power loss mechanisms and power efficiencies of DMOS output stage and HVMOS output stage, two different sets of analytical expressions have been derived to model the power dissipations and power efficiencies of the DMOS output stage (chapter 3) and the HVMOS output stage (chapter 4). It was observed that two physical parameters (the total lumped parasitic capacitance, $C_P$, and the total lumped on-resistance, $R_{on}$, associated to the output stage) and one design parameter (the switching carrier frequency, $f_c$) are available to the
A lower $f_c$ will result in lower switching loss, and eventually lead to higher power efficiency. However, there must be a balance between $C_p$ and $R_{on}$ as both parameters are inter-related (lower $R_{on}$ will result in higher $C_p$) in terms of power loss and hence, affect the overall power efficiency.

The balance between $C_p$ and $R_{on}$ has been derived in objectives (v) and (vi), which are to optimize the DMOS output stage and the HVMOS output stage for optimum power efficiency in view of IC area. An analytical expression to optimize the width of the output stage power transistor has been derived (in chapter 3 for DMOS and in chapter 4 for HVMOS) to obtain optimum power efficiency for a given modulation index. In this analysis, the IC area has also been considered. It has been concluded that optimizing the output stage at lower modulation index not only requires a smaller IC area, it can also improve the power efficiency at low modulation indices (small input signal), and this is of particular pertinence in view of the crest factor of audio signals. As in objective (ii), it was also observed that in order to achieve both higher power efficiency and smaller output stage area, the $n$-channel totem pole output stage is preferred over the $p$-channel-cum-$n$-channel inverter output stage. In chapter 4, we have also compared the power efficiencies of the full bridge DMOS output stage and the full bridge HVMOS output stage and concluded that DMOS can yield higher power efficiency.

Finally, for objective (vii), the analytical expressions in objectives (i) - (vi) have been verified against Cadence (Spectre) computer simulations for both the DMOS output stage and HVMOS output stage, and on the basis of measurements on a fabricated CDA IC embodying a DMOS output stage.

In conclusion, the above analyses herein give designers better insight and appreciation of the potential problems that may surface when designing the CDA for higher voltage (mid-voltage) operations, in particular higher power efficiency in view of IC area.
5.2 Future Work

In view of the investigative work in this dissertation, we recommend the following as future work:

(i) We propose an investigation into the parameters that affect both power efficiency and non-linearity so as to design a CDA optimized with a balance between power efficiency and non-linearity. From our review, we observed that non-linearity (THD and PSRR) will improve when the switching frequency increases. This increase in switching frequency will cause the power efficiency to deteriorate. As both power efficiency and non-linearity are key specifications in the design of a CDA, it is worthwhile to look to a balance between the two.

It will be particularly interesting if a method of improving non-linearity can be proposed that is not frequency dependent.

(ii) We propose an investigation to improve power efficiency of the CDA output stage at low modulation index. In our research, we observed that despite the high power efficiency at high modulation index, the power efficiency drops drastically when the modulation index is low. From our review, this drastic drop in power efficiency is due to switching loss from parasitic capacitance associated to the output stage, characterized by \[ P_c = \frac{1}{2} C_P V_{DD}^2 f_c \], which becomes dominant at low input signal levels. This switching loss can be minimized by reducing the 3 parameters, namely the parasitic capacitance associated to the output stage, \( C_P \), supply voltage, \( V_{DD} \), or the switching frequency, \( f_c \). We propose:

(a) Firstly, the possibility of segregating the output stage into different segments such that some segments will be turned off and separated when a low input signal is detected. This may possibly reduce \( C_P \), which will in turn reduce the power loss.
(b) Secondly, the study into the possibility of merging the Class D technology with the Class G or Class H so that when a low input signal is detected, a lower $V_{DD}$ is used. This objective here is to reduce $P_C$.

(c) Thirdly, a new modulation technique such that when a low input signal is detected, the switching frequency will slow down. This objective here is to reduce $f_c$ which will eventually reduce the switching loss, $P_C$. Interestingly, this is somewhat the opposite of PDM where the highest switching frequency (most dense switching) occurs at low input signal. This is also different from PWM which has a fixed switching frequency.

(iii) We propose an investigation into the parameters that determine the power efficiency of the PDM CDA. The switching frequency of PDM is changing, as opposed to PWM which is fixed. From our literature review, we observed that in view of the crest factor of audio signals, the practical input audio signal is low and this might have implications on the power efficiency. At low input signal, the PDM is also switching at its fastest frequency and this may greatly increase the switching loss.

(iv) We propose to extend the investigation of power efficiency to filterless CDA. One method of realizing a filterless CDA is to increase the switching frequency to very high (eg. 800 kHz) and using a more inductive loudspeaker. The proposed investigation includes the tri-state modulation scheme [Chen, et.al., 2001] where both the upper transistor and bottom transistor are switching in phase when input is zero.
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Appendix A

The parameters used to calculate Figure 3.1 (page 50), based on a standard \( n \)-channel DMOS, are shown below:

\[
\begin{align*}
    f_c & \quad 200 \text{ kHz} \\
    M & \quad 0.2 \\
    \tau & \quad 5 \text{ ns} \\
    R_L & \quad 8 \Omega \\
    I_O & \quad V_{DD} / R_L \\
    V_{thn} & \quad 1.137 \text{ V} \\
    \mu_n & \quad 450.8 \text{ cm}^2/\text{V.S} \\
    t_{ox} & \quad 1.35 \times 10^{-8} \text{ m} \\
    \varepsilon_{ox} & \quad 3.45 \times 10^{-11} \text{ F/m} \\
    C_J & \quad 1.0 \times 10^{-15} \text{ F/m} \\
    C_{GSO} & \quad 1.0 \times 10^{-15} \text{ F/m} \\
    C_{GDO} & \quad 1.0 \times 10^{-15} \text{ F/m} \\
    C_{JSW} & \quad 1.0 \times 10^{-10} \text{ F/m} \\
    C_{pad} & \quad 2 \text{ pF/pad} \\
    R_n & \quad 105 \ \Omega/\Box \\
    R_{cm} & \quad 73 \ \Omega/\text{cont.} \\
    L & \quad 0.35 \ \mu \text{m} \\
    L_{DS} & \quad 5.4 \ \mu \text{m} \\
    l_1+l_2 & \quad 0.8 \ \mu \text{m} \\
    l_3 & \quad 3.8 \ \mu \text{m}
\end{align*}
\]