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Summary

With an increasing use of digital binary images including text, graphic and halftone images in daily life, security of the digital binary images such as certificate, transcript, scanning hard copy to electronic copy etc. is a big concern. Such a concern makes data hiding in binary images an important and attractive research topic in recent years. With the development of the data hiding techniques for binary images, steganalysis of binary images starts receiving attention too. The concern of using binary image data hiding techniques by terrorists for conspiracy makes the research study of steganalysis of binary images necessary and important.

In this thesis, we firstly give an overview of steganography and steganalysis, followed by the introduction of the proposed steganalysis techniques for different types of binary images. Two techniques are introduced for the detection of hidden data in clean and scanned text binary images. An objective distortion measure for binary text and binary graphic images based on edge line segment similarity is proposed and used together with other distortion measures for steganalysis. Filtering based and projection based inverse halftoning methods are applied in the steganalysis of halftone binary images and their performances in detection of hidden data are compared. Finally, conclusions and recommenda-
tions for future work are given.

Detection of data hidden is usually done by examining some features of the images, such as image wavelet statistics, image block statistics which are affected by data hiding. Thus most of steganalysis work is to find out these features and utilize them in the detection. Our focus is on how the embedding processes distort the images, not only visual distortion, but also the distortion to the image features such as the regularities. Exploring the regularities of the images is not only useful for steganalysis, but also beneficial for minimizing the distortions as destroying the regularities of the images may often introduce visible distortion.
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Chapter 1

Introduction

Data hiding has been one of the important topics in both academia and industry during the past decade as we can see from the increase in publications and patents appeared in this area. Data hiding is done by hiding the important information into a non-important cover object [26]. The cover object should contain some nonessential information by modifying which would not cause visible distortion. For example, given a color image, the least-significant bit (LSB) of each pixel can be changed to embed the hidden secret information bits [95] without introducing visible distortion.

There are two main reasons that make data hiding attractive. The first reason is that data hiding can be used to protect intellectual property. Digital revolution allows the digital formatting of media such as document, image, video, audio, etc. With the easy reproducing and editing capability of the computer tools as well as the world-wide broadcasting capability of the internet, the security issues related to these digital media such as copyright infringement, illegal distribution, and unauthorized tampering emerge. It becomes more difficult
to protect the intellectual property. Data hiding provides a way to insert a watermark to mark the original owner of the publication [28, 85], or embed a fingerprint or serial number to identify a violator [99, 114], or hide a digital signature of the original copy to protect its integrity [110], etc. The second reason is that it can be used to conduct covert communication for information security [5, 56, 62]. A traditional way to secure the information is cryptography method. Cryptography method encrypts the information with a key and makes people unable to decrypt the encrypted message without knowing the encryption key. However, it has rarely been adequate in practice as surveyed in [89]. The accompanying drawback with encryption is that it also flags the importance of the message and thus attracts cryptanalysts’ interests. Data hiding method, however, hides the existence of the important message to avoid causing the opponents’ attention. The important message is usually hidden in a non-important cover signal and the existence of the hidden message in the cover signal is hardly perceptible. When data hiding is used to hide the existence of a secret message, it is also called steganography.

Similar to the relationship between cryptography and cryptanalysis, the opponent of steganography is steganalysis. Steganalysis [57] refers to the art and science of discrimination between stego objects and cover objects. It needs to be done without the knowledge of a secret key used for embedding and maybe even without the knowledge of the embedding algorithm. Compared with decoding the message in cryptanalysis where encrypted message is known, decoding the hidden message in steganalysis without the detail knowledge of the embedding algorithm is more difficult. However, since the main objective to use steganography is to conceal the existence of a hidden message, simply detecting the existence of the hidden message from the cover signal defeats the steganogra-
A higher level of attack to steganography may include the estimation of the message length [37, 39], secret key estimation [100], determination of the embedding algorithm and even decoding the hidden message [17]. Nevertheless, detecting the use of steganography is the first and most important step. Once the existence of a covert communication is detected, some precautions can be made to prevent further damage and defeat the conspiracy. It is always good to know things that your adversary does not want you to know.

Depending on the availability of the steganography algorithm for the steganalyst, we categorize the steganalysis techniques into universal steganalysis and specific steganalysis technique:

- Universal steganalysis is designed for the detection of a series of embedding techniques and the knowledge of the detail embedding algorithms is not available. Universal steganalysis is also known as blind steganalysis.

- Specific steganalysis is designed for attacking data hiding by a specific embedding algorithm. Thus the steganography algorithm is available. Specific steganalysis is also known as non-blind steganalysis.

A universal steganalysis technique usually has less accuracy in detection but it is usable on new embedding techniques. Specific steganalysis techniques may use the details knowledge of the embedding algorithm and thus have good detection accuracy, but it is useless to an unknown embedding algorithm.

1.1 Motivation

As data hiding technique is used to protect the intellectual property and conduct covered communication, it creates problems also. The concern in steganalysis
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is that the data is hidden. Once the data hiding techniques are developed and published, there is a potential that these techniques are used by anybody including terrorists for conspiracy.

In February 2001, USA Today reported that terrorists are using steganography to hide their communication from law enforcement [63]. “It sounds far-fetched, but U.S. officials and experts say it’s the latest method of communication being used by Osama Bin Laden and his associates to outfox law enforcement.” There are widely reported rumors that images on auction sites contain hidden messages [91]. In July 2002, USA Today reported about terrorist web sites such as azzam.com, Almuhajiroun.com, and Qassam.net, which contain hidden message in their pictures and texts [64]. The hidden messages contain instructions for al-Qaeda’s next terrorist attacks. In another interesting report [49], Wetstone Technologies studied random images on the webs in their steganography research for the Air Force Research Laboratory and watched a picture of a sewing machine being auctioned on ebay as pixel patterns changed every few days. Due to these threats, developing steganalysis techniques that can detect the existence of the hidden message is necessary and important in anti-terrorism.

On the other hand, since steganalysis is used to detect existence of the hidden message, it can be used to reflect the security level of the steganography algorithm. A possible way to use steganalysis to determine the security level of the embedding scheme is proposed by R. Chandramouli et al. as follows [18]: An embedding scheme is called $\gamma$ secure with respect to the steganalysis technique if $|P_{FA} - P_{Det}| \leq \gamma$, where $P_{FA}$ and $P_{Det}$ are the probability of false alarm and detection rate obtained using the steganalysis technique respectively, $0 \leq \gamma \leq 1$. 
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If \( \gamma = 0 \), then the embedding algorithm is perfectly secure with respect to this steganalysis technique. By investigating steganalysis techniques, we may determine the security levels of the existing steganography techniques.

For a long time when people study data hiding as well as steganalysis in digital images or videos, they focus on color or gray level images, videos [81]. In recent years, some researchers have moved their attention to black and white images because of the widely use of these images in documents. A series of data hiding algorithms for binary document images [11,12,46,101,113] are proposed by different researchers and groups. Data hiding in halftone image is also discussed [41,42,44,66,109]. With the development of these binary image data hiding schemes, the concern of using these techniques by the terrorists for covert communication becomes involuntary. One reason is that these binary data hiding schemes can provide a high capacity. The second reason is that binary images including document, graphic etc. are widely used in our daily life. Thus it is very convenient to hide quite a lot of information in these widely used binary images. It will be necessary to have precautions to detect covert communication through binary images. Detection of hidden data in binary images may also be necessary in forensic applications. It is expected that electronic documents would be widely used in the future. When an unknown piece of document is given, we may need to first determine whether the document has been hidden with information before we do any further analysis.
1.2 A history review

To understand steganalysis better, it is necessary to know the history of data hiding and steganalysis. The ideas of data hiding can be traced back to ancient times as the form of Steganography. The word “steganography” comes from Greek roots, literally meaning “cover writing”. Steganography is to hide the very existence of the message.

1.2.1 Steganography

As surveyed in [48], several examples of steganography can be found in the works of the ancient historian Hetrodotus [58]. One example is a man named Harpagus who killed a hare and hide a message inside its body. He sent it with a messenger who pretended to be a hunter. Another example is about how Histatień used slaves as carriers for a secret message: He shaved the head of his slave, tattooed the message on the bared head, wait until the slave’s hair grew back, and sent him along.

Aeneas the Tactician [58] proposed a method by putting almost invisible pin pricks above the letters of an innocuous message. This device was used all the way through the Renaissance, and even in World War I the Germans pricked letters in magazines. In other cases, they dotted letters with invisible ink which then had to be heated to show the plain text letters. In World Wars I and II, chemicals were developed and used as secret inks [58]. These chemicals reacted only with very specific other chemicals and the reaction made the secret ink visible. In the 21st century the governments began to use data hiding to protect their currency from being counterfeited. They have employed special
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In nowadays’ digital world, invisible ink and paper are replaced by digital media such as digital document, image, video and audio [4,8]. Digital media is much more versatile and practical to act as covers for hiding information.

The problems of steganography was formulated for the first time by Simmons as the prisoners’ problem in [97]. A simplified framework of the problem is shown in Figure 1.1. In this scenario, Alice and Bob were in jail and wished to hatch an escape plan. Their communication passed through the warden, Wendy. If Wendy detected any suspicious messages, she would do something to frustrate their plan. So they must hide their cipher text in an innocuous looking way so that Wendy would not become suspicious. Robustness, capacity [18], security, and distortion are the major concerns for a steganography system. Limitations of steganography are discussed in [3].

Figure 1.1: Modern steganography system.
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Steganalysis plays the role of the warden, Wendy. Wendy wants to know if the signal contains hidden message or not. Visual inspection may not be enough if the embedding does not introduce visible distortion. Thus, Wendy resorts to steganalysis techniques. By using steganalysis, Wendy may detect the covert communication that cannot be detected through visual inspection. On the other hand, the fact that Wendy may use steganalysis techniques makes it involuntary for Alice and Bob to try to find out or propose an embedding technique that the current steganalysis technique cannot detect hidden messages. To this purpose, Alice and Bob may need to understand how the steganalysis works in order to avoid detection. We can see that steganalysis is important and necessary for both sides.

Steganalysis is a relatively new area of research. So far, the majority of the work in steganalysis are for color or gray level image, video, and audio, etc. Detection of LSB techniques may be the most successful and attractive. A series of steganalysis techniques [29–31, 35–38, 107] have been proposed for LSB embedding techniques by various authors. Pfitzmann and Westfeld introduced a method based on statistical analysis of pairs of values (PoVs) exchanged during message embedding [107]. Pairs of colors that differ in the LSB only, for example, could form these PoVs. This method provides reliable results when we know the message placement (such as sequential). RS steganalysis [35] is proposed by Fridrich et al. The image is partitioned into groups of pixels. Each group $G$ is classified as a “Regular” or “Singular” pattern depending on whether the defined discrimination function $f(G)$ is increased or decreased after flipping the LSBs of a fixed set of pixels within the group. The numbers of
1.2. A history review

regular and singular groups are used to estimate the number of flipped pixel. Another technique by sampling pairs [30,31] is proposed by Dumitrescu et al. for the detection of LSB flipping in continuous tone image. Some sets are defined. Random LSB flipping causes transitions between these sets and alters the relations between their cardinalities. It estimates the embedded message length with high precision. There are also other steganalysis techniques using image statistics [32,33,77–79], image quality metrics (IQM) [6], etc. Also, some mathematical frame work can be found in [16,17].

Although many schemes have been proposed for LSB steganalysis, these techniques are all making use of the fact that the LSB embedding techniques would usually break certain kind of conditions such as smoothness to detect the existence of the hidden message. Moreover, these techniques cannot be applied to binary images which do not have the same smoothness condition as color or gray images. In recent years, researchers start to propose steganalysis techniques for binary images [53,54]. It is reported in [54] that the compression data rate of clean text-font images would be increased by data hiding and the detection of hidden data in text images can be done by examining the compression data rate. However, this scheme fails for scanned text images. Steganalysis of halftone images is introduced in [53], however, only ordered dithering halftone images are tested. Steganalysis of halftone images generated by other halftoning methods have not been tested.
1.3   Objective and contributions

This thesis focuses on the steganalysis of binary images and also examines the
development of a binary image distortion measure and its applications in ste-
eganalysis. It should be noticed that most binary data hiding schemes examined
in the thesis were originally designed for authentication or annotation purpose,
where statistical invisibility is not a concern in the design of these algorithms.
One goal of this study is to conceal the visual as well as statistical existence
of hidden data in case the existing embedding techniques are used for stegano-
graphic applications. Steganalysis could also be useful in forensic applications.
It is expected that electronic documents would be widely used in the future.
When an unknown piece of electronic document is given, we may need to first
determine whether the document has been hidden with information (e.g., for
annotation purpose) before we do any further analysis. The contributions of
this thesis can be summarized as follows:

• Quantitative steganalysis of data hiding in clean text-font images is studied
and an accurate way of message length estimation is proposed. It can defeat the
normal pixel flipping technique over the clean text-font images. It actually shows
that a clean text-font image is not a good cover signal for hiding information
by flipping pixels.

• Detection of data hiding in noisy environment such as scanned text images
is studied. Scan images are degraded from clean images or typed images. A
systematic threshold selection method is introduced. The patterns in binary
images are categorized according to their properties and are used in the detection
method.
• Steganalysis technique for binary graphic image using image distortion measures is proposed. The use of an image distortion measure in steganalysis is studied. Two de-noising process for binary graphic images are proposed to generate the reference image, which is used as the reference image to calculate the distortion scores being used in the steganalysis.

• Steganalysis of halftone images is studied and a general method for steganalysis of halftone images is proposed. The idea is to apply inverse halftoning process to reconstruct the gray level images, whose image statistics are used later for steganalysis. Different inverse halftoning process and their applications in steganalysis are investigated and compared.

• A new objective distortion measure is also proposed. The concept of edge line segment is introduced and the relationship between edge line segment and visual distortion is explored. A novel way to quantify the damage to the edges from the flipping is proposed for binary text and binary graphic images. Its advantages over other measures are justified through subjective testing. The proposed distortion measure is applied in the detection of hidden message in a binary cartoon image.

1.4 Outline of the thesis

The rest of thesis is organized as follows:

Chapter 2 An overview of data hiding and steganalysis techniques in binary images are briefly described.

Chapter 3 Detection of hidden data in text image including clean text and scanned text image is discussed. For clean text-font image, which is directly
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generated by using a software in a computer, its property is used and two ways to estimate the message length are discussed and compared. For scanned text image, a feature based on mark similarity is extracted and two different thresholds are used in the detection. The performances obtained using two different thresholds are also compared.

**Chapter 4** Detection of hidden data in binary graphic image as well as an objective distortion measure for binary images are presented. Based on the concept of edge line segments, a distortion measure for binary image is proposed. Edge line segment similarity between the edge lines in the original and distorted image is calculated to derive the distortion score. The application of distortion measure in steganalysis is explored and two de-noising processes are developed to obtain the reference image for distortion score calculation. The calculated distortion scores are used as features for classifying stego image from original image.

**Chapter 5** Detection of hidden data in halftone images is presented. A general method is proposed by applying inverse halftoning process into the steganalysis. Different inverse halftoning processes are used to obtain the reconstructed image for the detection and the performance of the detectors are compared.

**Chapter 6** The conclusions are presented and future research directions related to this work are recommended.
Chapter 2

Literature Review

2.1 Steganography and steganalysis for binary document images

For a long time when people study data hiding in digital images, they focus on color or gray level images. Many data hiding schemes have been proposed for color or gray level images such as the work in [69, 80, 84, 90, 103, 106], while not many research work can be found in binary document image data hiding. It could be partly due to the fact that imperceptibility is more difficult to be achieved compared with color or gray level images. For the color or gray level images, we may change the values of a selected group of pixels by a small amount without causing visually noticeable artifact. For example, we can hide information in LSB in color or gray level image. However, with only two colors in binary images, any change can only be done by flipping the pixel from one color to the other color, i.e., black to white or vice versa. It is equivalent to changing the pixel value from 0 to 255 or vice versa in an 8-bits gray level
image. We can see that the flipping of a pixel in a binary image causes a much larger distortion than the flipping of a LSB in an 8-bits gray level image. Thus, arbitrarily flipping pixels in a binary image could cause very noticeable artifacts. In recent years, the increasing usage of digital documents such as electronic transcript, certificate, scanning hard copy to electronic copy etc. makes the security of digital document images important. Data-hiding in document images have received much attention recently. Many techniques have been developed for the protection of binary document images. Line and word shifting techniques and pixel flipping techniques are the two basic types of techniques for hiding information in binary text images.

### 2.1.1 Line and word shifting for text images

The first approach is to change the values of a group of pixels. In these methods, data hiding in a text image is done by manipulating the line, word or character by shifting the line, word, or character space [9–12, 24, 25, 71, 73, 82]. These schemes are developed mainly for the purpose of copyright protection etc. based on the fact that human visual perception is not sensitive to small modifications on a line, word or character space. However, the capacity of these schemes is very limited. A discussion on the capacity about these approaches is given in [72]. Also, line and word shifting techniques are usually not suitable for scanned text images. This type of embedding techniques can also be used for other purposes such as authentication like the work in [116], which integrates word space and character space to hide information for authentication.

For line or word shifting techniques, the existence of a secret message can be easily detected by examining the line, word or character space. Thus, in
earlier work [73], changing space is used by Low et al. for watermarking, where
the watermark is inserted to be detected. The detection of hidden message
by changing space can be done by the the extraction algorithm. Moreover,
these techniques have relatively small embedding capacity, hence the utility for
steganography is limited.

2.1.2 Pixel flipping technique for text & graphic images

Another type of techniques for binary image data hiding is to change the value
of individually selected pixels, such as the work in [21, 74, 83, 88, 101, 112, 113,
117, 119]. Different from the line, word or character shifting techniques, these
techniques hide information in the image by flipping individually selected pix-
els. Here, flipping means changing the pixel from white to black or vice versa.
Thus, we call these techniques as pixel flipping techniques. Perceptual quality
is controlled in these pixel flipping techniques to avoid large visible distortions.
Most of these pixel flipping techniques manage to only modify pixels along edges
because the flipping of non-edge pixels is likely to cause severe visual distortion.
The major difference between the line, word, or character shifting technique and
the pixel flipping technique lies in the fact that the former changes a group of
pixels while the latter flips individual selected pixels. We give below an overview
of several typical pixel flipping techniques.

In the scheme [112, 113] by Wu et al., the binary image is shuffled and then
divided into non-overlapping blocks. The information is hidden in each block
by enforcing the feature of the image block such as the odd-even feature of the
number of black pixels in the block. In order to minimize the visible distortion,
a flippability score computation method which considers the smoothness and
connectivity of the image is proposed to determine the flippable pixels, i.e., the pixels by flipping which introduce less visual distortion. The smoothness is measured by the horizontal, vertical, and diagonal transitions in a local window (e.g., $3 \times 3$), and the connectivity is measured by the number of the black and white clusters. By combining the smoothness and connectivity together, the authors can order all $3 \times 3$ patterns in terms of how unnoticeable the change of the center pixel will be. Details of the flippability score computation can be found in [112]. The pixel with highest flippability score in each block is used for flipping. Shown in Figure 2.1 is an example to show the visual effect of the data hiding in binary image. In Figure 2.1(c), the gray pixels represent original pixels and the black pixels represent the flipped pixels.

In the scheme [83] by Mei et al., the contours of an image are extracted and divided into a set of consecutive non-overlapping five-pixel-long segments. Later on, the information bits are hidden in those segments. By using several rules, a total of 100 different pairs of five-pixel-long patterns are considered as “valid” segments. In each pair, there are an ‘Add’ pattern and a ‘Delete’ pattern which differ by one pixel only. Flipping the center pixel from an ‘Add’ pattern will result in the corresponding ‘Delete’ pattern and vice versa. In order to minimize the distortion, only those segments that match one of the 200 “valid” segments are used to hide information. The center pixel of the segment is used as the flippable pixel for flipping. It is easy to hide one bit in a “valid” segment, for example, one Add pattern represents bit 0 and one Delete pattern represents bit 1.

In the scheme [117,119] by Yang and Kot, a set of rules are used to determine flippable pixels. These rules are proposed based on the “VH transitions”, “IR
transitions” and “C Transitions” as defined in [117]. The image is divided into blocks. Different from Wu’s scheme, the overlapping block mechanism is proposed to increase the capacity and the information bits are only hidden in those embeddable blocks.

It can be seen that the pixels which are chosen for flipping by Wu’s scheme [112] are not easy to relocate after data hiding even if the algorithm is known to public as shuffling is applied. In Mei’s scheme and Yang & Kot’s scheme, the locations of the pixels for hiding information (50% chance of flipping) can be relocated assuming the knowledge of the embedding algorithm. The disadvantage of Wu’s scheme is that it usually needs a block size no smaller than $8 \times 8$ or even $16 \times 16$. Otherwise, it may be difficult to guarantee that most of the blocks contain one flippable pixel after random shuffling. The schemes in [83, 117] can avoid this problem as they only hide information in patterns or blocks that contain flippable pixels. The need of a relatively larger block size limits the efficiency of Wu’s scheme in making use of the flippable pixels and thus limits the capacity. As a result, Wu’s scheme usually has a smaller capacity than Yang & Kot’s scheme. In a recent work [111], Wu et al. further improved their scheme based on the idea of wet paper codes [40] and provide a
more flexible data hiding scheme with higher capacity.

The scheme proposed in [21] significantly improves the data hiding capacity by using a weighting matrix. By using a weighting matrix, different pixels at different locations are assigned with different weights, the desired feature to embed the message bits is obtained by flipping pixels from different locations. It is shown in [21] that for each $m \times n$ block in the host image, the block can accommodate as many as $\lfloor \log_2(mn + 1) \rfloor$ bits of secret data by changing at most 2 pixels in the block. This is comparatively much more efficient than the techniques shown in [83,112,117], which can hide at most one secret bit in each block. The feature used in this scheme is quite different from the the odd-even feature by other schemes. For an image block $B$, the feature is computed as $S = SUM((B \oplus K) \otimes W)$, where $K$ and $W$ are the key matrix and weight matrix with the same size as the block $B$ respectively. The $\oplus$ denotes the bitwise exclusive-OR operation of two equal-size binary matrices. The $\otimes$ denotes the pairwise multiplication operation of two equal-size matrices and $SUM$ means the sum of all elements in a matrix. By flipping at most two pixels from the block, $B'$ can be obtained such that $SUM((B' \oplus K) \otimes W) \equiv b_1b_2 \ldots b_r (mod \ 2^r)$, where $b_1b_2 \ldots b_r$ represents the $r$ bits information to be hidden in the block. Details on how to select the two pixels as well as the use of the key matrix and the weight matrix can be found in [21].

The technique in [21] caused serious distortion. Another scheme is proposed in [101] which is an improvement over [21] in terms of the visibility of the hiding effect. By taking into consideration the quality of the image after hiding, the scheme can make the hiding effect more invisible. It ensures that for any pixel that is modified in the original image, the pixel must be adjacent to another
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Figure 2.2: General methodology for binary image data hiding.

A pixel that has the same value as the flipped pixel. This can be achieved by sacrificing some data hiding capacity.

As a summary, these pixel flipping techniques normally contain two important steps. The first step is to look into how to select a pixel by flipping that introduces the least distortion. The flippability of a pixel is determined by its neighboring pixels in a $3 \times 3$, $5 \times 5$ or even larger block. Although different authors come out with different rules to determine flippable pixels, the effects are similar. The next step is to make use of the flippable pixels to maximize the capacity under the constraint that the hidden information can be extracted. Usually, the extraction should not need any knowledge of the original image or any side information that is dependent on the original image. A simplified framework for data hiding in binary images is given in Figure 2.2. Besides the schemes mentioned previously, there are other data hiding schemes proposed in [65, 67, 70, 88, 93, 104, 115, 118, 120]. These schemes also follow a similar procedure to hide information in binary images. In a most recent work [47], Gou and Wu proposed to flip a group of pixels simultaneously, which has taken the relationship between two or more simultaneously flipped pixels into consideration to minimize the visual distortion.

After pixel flipping techniques had been developed by several authors, researchers started paying attention to the detection of hidden message in binary images. Several schemes [54, 55, 121] have been proposed to detect hidden messages in binary images.
In [54], the discrimination between the stego image and the cover image is done by examining the compression data rate [54]. The entropy of a binary image increases as we hide information in the image. Thus, an image with a hidden message has a larger lossless compression data rate. The current best compression method JBIG2 is used to compress the binary image and the size of the resultant JBIG2 image is the estimated compression data rate. This scheme has some shortcomings. Firstly, the compression data rate of the original image is approximately obtained and it is difficult to differentiate stego images from original images if the embedding rate is very low. Secondly, it relies on the knowledge of the embedding algorithm to estimate the hidden message length, although it does not need the knowledge of the embedding algorithm if the purpose is only for the detection of the existence of the message. The detection scheme assumes that using the same embedding scheme to hide information in an area which has already been hidden with secret information, the pixels from the same locations are selected for possible flipping. It is true for embedding algorithms similar to the one in [83], however, this may not be true for other embedding schemes. Finally, the approach is not applicable for scanned text images.

The approach in [55] uses the correlation between a pixel and its neighboring pixels. It is believed that the contours of characters or symbols are polynomial curves. Thus it is possible to estimate the parameters of the polynomial and then estimate the pixel value of an edge pixel according to its neighboring pixels. The parameters are obtained using a large training set of unmarked text image. Although there exists estimation errors for the original images, the flipping of pixels is likely to increase the errors thus leaves the hint to detection. The mean of the variance of the estimation error is approximately linear to the
message length. Thus, with an empirically selected threshold, the algorithm can differentiate a stego image from an original image as well as estimate the message length. The limitation of this approach is the empirical threshold selection. It is likely that different images with different fonts, resolutions etc. may indicate different initial errors. Thus, the accuracy of the detection method would be affected. As mentioned by the author, the polynomial parameters are fonts dependent also. This approach is not applicable for scanned text images.

The scheme in [121] is tested with cartoon images, however, the embedding approaches used the hide information is relatively earlier schemes which have not taken smoothness and connectivity [112] into consideration. It does not apply for the recent data hiding schemes [83,112,117] which hide information more invisibly.

2.2 Steganography and steganalysis for halftone images

Although a halftone image is also binary, it is usually obtained by halftoning a gray level image. It is a special type of binary image, different from other binary images such as text or graphic images. There are two basic ways to hide information in a halftone image. The first approach of data hiding in a halftone image is done by flipping the pixels in the halftone image from black to white or vice versa without the knowledge of the original gray level image. In [41,42], data hiding self toggling (DHST), data hiding pair toggling (DHPT) and data hiding smart pair toggling (DHSPT) are proposed. In DHST, the information is hidden at pseudorandom locations in the halftone image by forcing the pixels
at these locations to be black or white. In DHPT, DHST is applied first and a complementary pixel is chosen randomly for flipping from the $3 \times 3$ neighborhood of each flipped pixel during DHST. By doing so, the local intensity is maintained. The DHSPT improves on DHPT by choosing the complementary pixel to achieve smaller salt and pepper clusters. Later in [43] the idea of data hiding with intensity selection is proposed to select the best location from a set of candidate locations for embedding each information bit. This idea is applied to DHST, DHPT and DHSPT to get three new algorithms: data hiding self toggling with intensity selection (DHST-IS), data hiding pair toggling with intensity selection (DHPT-IS) and data hiding smart pair toggling with intensity selection (DHSPT-IS). Generally, DHST is the basic scheme to hide information. It is also discussed in some other papers for multi-resolution binary image embedding [109] or integrity protection and authentication [66] by using DHST.

The second approach of data hiding in a halftone image is done with the knowledge of an original gray level image. Instead of flipping pixels, these data hiding methods usually modify the halftoning method to obtain the halftone image that contains hidden message. In [44], data hiding error diffusion (DHED) and modified data hiding error diffusion (MDHED) are proposed by modifying the error diffusion algorithm. In both methods, the original gray level image is known and the pixel values at the locations determined by the pseudorandom key are first determined according to the message to be hidden. Then the error diffusion algorithm is applied to obtain the binary output for the rest of the pixels. The error due to embedding is also considered in the error diffusion. In DHED, the embedding error is fed forward. In MDHED, the embedding error is fed both forward and backward.
Steganalysis of halftone images is discussed in [53]. In this scheme, an heuristically selected average low pass filter is used to filter the high frequency noise of a halftone image. Then the image statistics [33] of the filtered image is used as features for discriminating the stego image from original image. However, only ordered dithering images are tested. For other halftone images such as error diffusion halftone images, no results have been shown. Also, the performances by using other filters have not been investigated. In this thesis, we will look into these issues.
Chapter 3

Text Images

3.1 Introduction

Depending on the image’s origin, binary text images can be categorized into two types. The first type of binary text images is directly generated by using a software in a computer. We call such an image a clean text-font image. The second type of binary text images is the scanned text images obtained by scanning hard copies into electronic copies. As we mentioned in Chapter 2, after pixel flipping techniques had been developed by several authors, researchers started paying attention to the detection of hidden messages in binary images. Several schemes [54,55] have been proposed to detect hidden messages in binary text images. As we have discussed in Section 2.1.2, the entropy based schemes in [54] relies on the knowledge of the embedding algorithm to estimate the hidden message length, moreover, it is not applicable for scanned text images. The correlation based scheme [55] is fonts dependent which implies the scheme needs some side information or a font recognition process to estimate the message
length. In this Chapter, we propose a steganalysis technique to estimate the
message length hidden in clean text-font image without the above constraint
and a steganalysis technique to detect hidden messages in scanned text images.

In Section 3.2, we present the steganalysis technique for clean text-font im-
ages. In Section 3.3, we present the steganalysis technique for scanned text
images. The summary is given in the last section.

3.2 Clean text-font image

3.2.1 Observation

For clean text-font images which are converted from text files, the most impor-
tant property is that all the symbols including characters and letters from the
same origin (same symbol and same fonts) are identical after the conversion.
Data hiding by flipping some pixels is likely to make those symbols from the
same origin no longer identical. In this case, a straightforward way to differ-
entiate a stego image from an original image is to compare the symbols. If we
can find two symbols with the same origin not identical, e.g., the first two ‘e’
in Figure 3.1(b), then the image is likely to contain some hidden messages. For
this purpose, we need to group the symbols such that all the symbols from the
same origin are grouped into one group while the symbols from different origins
are grouped into different groups. An general way to group them is by doing
the fonts identification and the recognition of individual characters or symbols
using an optical character recognition (OCR) software as mentioned in [55].
However, it is time-consuming and the accuracy of the fonts identification and
OCR affects the result, not to mention the use of non-standard fonts. In this
section, we propose a simple way to group these symbols.

Obviously, two symbols with same origin should be highly correlated even if some pixels are flipped. When we compare them, the number of mismatched pixel pairs is always limited compared to the total number of pixel pairs, i.e., the percentage of mismatched pixel pairs is usually less than a certain threshold. However, it is difficult to find a perfect threshold in grouping. If the threshold is set too high, two symbols with different origins (but similar) may be grouped together such as ‘o’ and ‘c’, ‘i’ and ‘l’. If the threshold is set too low, the flipped pixels in the data hiding may make two symbols from the same origin to be grouped into different groups.

Recall that most of the pixel-flipping techniques [74,83,88,112,113,117] only flip the boundary pixels to avoid large visible distortion. Moreover, these techniques normally do not flip two 8-connected neighboring pixels simultaneously, which implies that in any 2 × 2 square block in the image, no more than one pixel would be flipped. After data hiding, the same symbols usually no longer match pixel by pixel. However, they normally satisfy the following conditions when we compare them pixel by pixel:

1. The number of mismatched pixel pairs would be at most 2 in any 2 × 2 square window when they are aligned together as shown in Figure 3.1. It is because both of the square blocks which are from the same symbols originally may contain one flipped pixel.

2. The percentage of mismatched pixel pairs is usually less than a fixed threshold.

In order to get a higher precision in grouping, we make use of the above con-
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Figure 3.1: Effect of embedding.

ditions to group them. By taking the first condition into consideration, we can easily differentiate different characters such as ‘o’ and ‘c’, ‘i’ and ‘l’ because they usually do not satisfy the condition.

3.2.2 The feature extraction

The idea of soft pattern matching was proposed to compress binary image in JBIG2 [50,51]. We use the similar idea here to detect the existence of a hidden message in clean textfont images as well as to estimate the message length.

We first extract all the marks from the whole image. Here, we use the term ‘marks’ instead of the previously used ‘symbols’. Marks [51] refer to letters, ligatures, figures and punctuation symbols and other symbols. These marks can be easily extracted by standard segmentation technique [51]. In our implementation, we segment the image into lines according to the horizontal profile and
then segment each line into marks according to the vertical profile. We sort all the marks according to their locations in an image and then group the similar marks into the same groups as what we have done in [23].

After the grouping, we obtain groups of marks. We average all the marks in each group to get the average mark. The average mark is considered as an estimation of the original mark. Some groups may have only one mark in it, which means the mark in this group can only match itself. We label this as a unique mark.

Suppose a group contains marks $M_i$, where $i = 1, 2, \ldots, N$. The pixel value (1 for black or 0 for white pixel) is represented by $M_i(x, y)$, where $(x, y)$ is the displacement of the pixel from the top-left corner of the mark. Then the average pixel value at $(x, y)$ is

$$\text{avg}(x, y) = \text{round} \left( \frac{1}{N} \sum_{i=1}^{N} M_i(x, y) \right)$$

(3.1)

where $\text{round}(\cdot)$ is the rounding operation to an integer. We then use the average mark as a reference and compare it with all the marks within the same group.

### 3.2.3 Detection and message length estimation

In each group, we compare all the marks in the group with the average mark. If $M_i(x, y)$ equal to $\text{avg}(x, y)$, then pixel $M_i(x, y)$ is a regular pixel, otherwise it is an irregular pixel. Images without irregular pixels are classified as original images, otherwise, stego images. For each group of marks, we first count the number of irregular pixels $k_{xy}$ at location $(x, y)$ and then estimate $m_{xy}$ which is the number of pixels used to hide information among the $N$ pixels $M_i(x, y)$, for
\( i = 1, 2, \ldots, N \). The aggregation of \( m_{xy} \) throughout all the pixels from all the marks results in the estimated hidden message length in the image.

We present two ways to estimate \( m_{xy} \). In the first approach, we estimate \( m_{xy} \) by double the number of irregular pixels \( k_{xy} \). It is based on the fact that the embedding algorithms have 50\% chance to flip a selected pixel for hiding a random bit of a hidden message. However, we would get biased result due the the estimation errors in estimating the original marks and the message length is usually underestimated.

In the second approach, we estimate \( m_{xy} \) based on the probability distribution function of \( m_{xy} \) for the observed \( k_{xy} \). Given \( k_{xy} \), suppose the probability that \( m_{xy} \) equals to \( m \) is \( P(m|k_{xy}) \). Then \( m_{xy} \) can be estimated by \( \sum_m mP(m|k_{xy}) \). In what follows, it shows how we calculate \( P(m|k_{xy}) \). Suppose \( m \) of the \( N \) pixels \( M_i(x, y) \), for \( i = 1, 2, \ldots, N \), are used to hide information. The probability of flipping \( k \) pixels is given as \( \left( \frac{1}{2} \right)^m \binom{m}{k} \). In the detection, the observed number of irregular pixels at \((x, y)\) is \( k_{xy} \). The relationship between \( k_{xy} \) and the actual number of flipped pixels \( k \) is given as:

\[
k_{xy} = \min(k, \left\lfloor \frac{N}{2} \right\rfloor - k) \tag{3.2}
\]

where \( \lfloor \cdot \rfloor \) is the floor operation. Then the probability of obtaining \( k_{xy} \) irregular pixels after we hide the \( m \) bits at the \( m \) locations is given by:

\[
P(k_{xy}|m) = \begin{cases} 
\left( \frac{1}{2} \right)^m \binom{m}{k_{xy}} + \left( \frac{1}{2} \right)^m \binom{m}{N-k_{xy}}, & 0 \leq k_{xy} < N/2 \\
\left( \frac{1}{2} \right)^m \binom{m}{k_{xy}}, & k_{xy} = N/2 \\
0, & \text{otherwise}
\end{cases} \tag{3.3}
\]
According to the Bayes’ theorem,

\[
P(m|k_{xy}) = \frac{P(m)P(k_{xy}|m)}{P(k_{xy})} = \frac{P(m)P(k_{xy}|m)}{\sum_n P(k_{xy}|n)P(n)}
\]  

(3.4)

where \(P(m)\) is the probability that the message length is \(m\). \(P(k_{xy})\) is the probability that the number of irregular pixels is \(k_{xy}\).

To compare the second message estimation method with the first one, we use \(m'_{xy}\) to denote the estimation result using the first method, and \(m^*_{xy}\) to denote the estimation result using the second method. We have

\[
m'_{xy} = 2k_{xy}
\]  

(3.5)

\[
m^*_{xy} = \sum_m mP(m|k_{xy})
\]  

(3.6)

The estimated message lengths by the two methods are obtained through aggregating \(m'_{xy}\) and \(m^*_{xy}\). The aggregation of \(m'_{xy}\) is straight forward as twice of the total number of irregular pixels. The aggregation of \(m^*_{xy}\) is more complicated. We need to calculate the occurrence of \(k_{xy} = i\), for \(i = 0, 1, \ldots, N\), when there is a message hidden among the pixels \(M_i(x, y)\), for \(i = 1, 2, \ldots, N\). When \(k_{xy} \neq 0\), we consider that there is a hidden message and we calculate \(m^*_{xy}\) for the observed nonzero \(k_{xy}\). When \(k_{xy} = 0\), there is no hidden message. However, there is still a small chance that there is a hidden message although \(k_{xy} = 0\). In our method, we estimate the occurrence of \(k_{xy} = 0\) when there is a hidden
message by:

\[ O(k_{xy} = 0) = O(k_{xy} \neq 0) \cdot \frac{P(k_{xy} = 0)}{P(k_{xy} \neq 0)} \]  \hspace{1cm} (3.7)

where \( O(k_{xy} \neq 0) \) is the occurrence \( k_{xy} \) not equal to 0. \( P(k_{xy} = 0) \) and \( P(k_{xy} \neq 0) \) are the probability \( k_{xy} = 0 \) and \( k_{xy} \neq 0 \) when there is a hidden message. Since we have no prior knowledge of the hidden message length, \( P(k_{xy} = 0) \) and \( P(k_{xy} \neq 0) \) are calculated under the assumption that the hidden message length among the pixels \( M_i(x, y) \), for \( i = 1, 2, \ldots, N \), can be any number from 0 to \( N \) with equal probability.

### 3.2.4 Experimental results

We tested 100 images with different computer generated fonts. The size of these images are A4 size (International Standards Organization (ISO) standard-size typing paper, 210 mm wide and 297 mm tall). By using the soft pattern matching, marks with different fonts can be grouped into different groups as they do not satisfy condition 1 or 2. Although the same marks always satisfy the two conditions discussed previously, there is no guarantee that any two marks which satisfy the two conditions must be originally identical. We have observed two such marks in our testing. The comma (,) and the quotation mark (’) may differ by 1 pixel for certain resolution. We can exclude these marks as their size is smaller than an alphabet. We use the schemes in [112] and [83] to embed random bits in the images at different embedding rates \( R \) \((\text{actual-message-length/maximum-message-length})\) at 0.1, 0.2, \ldots, 1.0 and at 0.01, 0.02 and 0.05. We can differentiate all the stego images from the original images. We further estimate the hidden message length \( l_e \) in the stego images. The estimation error
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Figure 3.2: Estimation of embedding rate for different embedding schemes: The solid line represents the mean error; the dotted line and the dash-dotted line represent the maximum positive or negative errors.
of the hidden message length is defined as $\Delta l = l_c - l = l_c - RC$, where $C$ is the maximum message length. The estimation errors at different embedding rates by the two estimation methods for the two embedding approaches are shown in Figure 3.2. The solid line represents the mean error; the dotted line and the dash-dotted line represent the range of the errors. From the results we can observe that the second hidden message length estimation method provides better estimation results than the first one.

Although the above scheme is proposed for detecting individually flipped pixels, it can be extended for other embedding scheme such as the most recent work in [47]. The scheme in [47] considers the black lines shown in Figure 3.3 as ‘Super’ pixels. These black lines can be flipped to hide information. Let’s say we change some of the black lines of the first letter ‘n’ in Figure 3.3, then it is likely this ‘n’ is no longer identical with other ‘n’s in the same image pixel by pixel.

From the above examples, we can see that hiding data in a clean text-font
image by flipping the pixels is not a good choice unless the pixels belong to a unique mark that appears only once.

### 3.3 Scanned text image

Besides conversion from a text file, scanning from a hard copy to an electronic copy is another way to generate an electronic text image. Different from clean text-font images where the marks from the same origin are identical, the marks in the scanned images are usually different from each other. As a result, the above method does not work for scanned image. Similarly, the methods in [54,55] does not work for a noisy scanned image either.

Detection of the existence of a secret message in noisy binary images without a prior knowledge of the embedding algorithm is a difficult problem. One reason is that the locations where the pixels are selected for possible flipping cannot be easily located. The second reason is that the existing noisy pixels in the original scanned image work as a cover of the newly introduced pixels through the embedding process, while the noise level in the original scanned image determined by the scanner may vary largely from an image to another image. The third reason is that the scan noise overwhelms the embedding noise very often. These reasons make it challenging to detect the existence of the embedding noise. The scan noise makes the marks from the same origin no longer identical, however, they are still highly correlated. In this section, we propose a method to detect the existence of a secret message hidden in a scanned text image without detail knowledge of the embedding algorithms by utilizing the similarity of the same characters or symbols within the same text image.
3.3.1 Common features in embedding process

To start with, we give a review of the embedding schemes by studying how the embedding algorithms preserve the quality of the images during the embedding process. The authors in [83,88,112,113,117] have studied the flippability of each pixel by comparing it with its neighboring pixels. A flippability score [112] is assigned based on the smoothness and connectivity within $3 \times 3$ neighborhoods. In [83], 100 pairs of boundary patterns are chosen with the goal to preserve the overall shape of a character by minimizing noticeable artifacts and distortion. In [117], connectivity is preserved when flipping pixels. The information is hidden by flipping some ‘flippable’ pixels. One of the important observations is that most of these embedding schemes use the center pixel of an $L$-shape pattern (COL pixel) as shown in Figure 3.4. There is a total of 16 $L$-shape patterns after taking complement, mirroring and rotation into consideration. Very often, COL pixel is chosen in most of these schemes as flippable pixel to avoid affecting the smoothness and connectivity of the contours [22].

We define set $A$ as the set consisting of all COL pixels. Most embedding schemes choose pixels from the set $A$ for flipping. Some schemes may choose a small number of additional pixels which do not belong to set $A$. In our steganalysis, no prior knowledge of the embedding process is known, except that these COL pixels are assumed to be the best candidates to be chosen for
flipping to preserve the minimum distortion. In our analysis, we detect the existence of a secret message by studying the difference of the flipped pixels in set $A$ within a character or a symbol in a scanned text image.

### 3.3.2 The feature extraction

First, we segment the whole image into different marks similar to what we did in Section 3.2. These marks are sorted according to their locations in the image document and the following steps are carried out.

1. Start from the first mark as the current mark.

2. Prescreen all the marks sorted after the current mark. Skip if the mark size is not close to that of the current mark (say the mark size in either dimension differs by more than 2 pixels compared with that of the current mark). Badly distorted marks are excluded.

3. For every potential matched mark, find the alignment with the current mark that gives a minimum number of mismatched pixels and calculate the number of mismatched pixels. If the percentage of mismatched pixels is less than a predefined threshold $T$, the potential matched mark is considered as a match to the current mark. Inspired by the JBIG2 standard [50, 51], we use $T$ as 21% of the pixel number enclosed in the bounding box of the current mark. All the marks matched to the current mark are grouped together. Marks that do not match any other marks are not included.

4. Select the first mark of the remaining unmatched marks as the new current mark. Repeat Step 2 and 3 until all the possible marks have been grouped.
In Step 3, the alignment is done by first calculating the center of gravity of the mark and followed by searching for the best alignment within a $w \times w$ window centered at the gravity point. For an $n \times m$ binary region $B$ with its pixel value $B(i, j)$, for $i = 1, 2 \cdots n$, $j = 1, 2 \cdots m$, the center of gravity point $(x_c, y_c)$ is computed using

\[
x_c = \text{round} \left( \frac{\sum_{i=1}^{n} \sum_{j=1}^{m} i B(i, j)}{\sum_{i=1}^{n} \sum_{j=1}^{m} B(i, j)} \right), \quad y_c = \text{round} \left( \frac{\sum_{i=1}^{n} \sum_{j=1}^{m} j B(i, j)}{\sum_{i=1}^{n} \sum_{j=1}^{m} B(i, j)} \right)
\] (3.8)

where $\text{round}(\cdot)$ is the rounding operation to an integer. A reference mark is calculated for every group of marks created. Similar to what we have done in Section 3.2, we consider a group of $N$ similar marks $M_i$, for $i = 1, 2, \ldots, N$, the average pixel value of the average mark $\Omega_M$ at $(x, y)$ is obtained using (3.1).

We use the average mark $\Omega_M$ as a reference and compare the marks within the group with the reference. The pixel value $\Omega_M(x, y)$ of the reference $\Omega_M$ is invariant with high confidence when we flip pixels to hide information since it is obtained by averaging all the marks in each group. However, $M_i(x, y)$ is directly affected by the pixels being flipped in the embedding process and the chance of occurrence of an $M_i(x, y)$ which is not equal to $\Omega_M(x, y)$ will be higher after the embedding process. As we defined before, a pixel at $(x, y)$ from the mark $M_i$ is an irregular pixel if $M_i(x, y) \neq \Omega_M(x, y)$, otherwise, it is defined as a regular pixel. Flipping a regular pixel usually converts it to an irregular pixel or vice versa. We define the COL ratio $\xi_0$:

\[
\xi_0 = \frac{k_0}{n_0}
\] (3.9)
where \( n_0 \) is the sum of \( n_b \) black and \( n_w \) white COL pixels and \( k_0 \) is the sum of \( k_b \) black and \( k_w \) white irregular pixels. Experimentally, the COL ratio \( \xi_0 \) is found to be 1/3 approximately, for machine print database (MPDB) images. The value of \( \xi_0 \) increases after embedding. However, it is difficult to differentiate stego images with original images based only on \( \xi_0 \), as the change due to the embedding is not significant when compared with the original noise level. By subtracting off the original noise, \( \xi_0 \) will become a more dominant feature due to embedding.

We first partition set \( A \) of all COL pixels into two subsets \( A_I \) and \( A_N \), where \( A_I \) consists of all isolated COL pixels as shown in Figure 3.5(a) and \( A_N \) consists of all non-isolated COL pixels as shown in Figure 3.5(b). A COL pixel is isolated if none of its 8-connected neighboring pixels is a COL pixel; otherwise, it is defined as non-isolated.

We extract a subset \( A_{N,N} \) from \( A_N \), where the element of \( A_{N,N} \) is the pixel \( a_{N,N} \) which remains as a non-isolated COL pixel when it is flipped. Similar to \( \xi_0 \), we define \( \xi_I = k_I/n_I \) and \( \xi_{N,N} = k_{N,N}/n_{N,N} \), where \( k_I \) and \( k_{N,N} \) are the numbers of irregular pixels as we defined earlier in this Section in set \( A_I \) and
\[ A_{N,N} \] respectively. \( n_I \) and \( n_{N,N} \) are the numbers of pixels in set \( A_I \) and \( A_{N,N} \) respectively. The value of \( \xi_I - \xi_{N,N} \) increases in the embedding process as more COL pixels are used to hide information. Similarly, the original noise level will affect \( \xi_I \) and \( \xi_{N,N} \). The effects on the two items tend to cancel out with each other and the change of \( \xi_I - \xi_{N,N} \) from image to image due to the original noise level is largely reduced. Thus, the difference between \( \xi_I \) and \( \xi_{N,N} \) can be used to differentiate the stego images from original cover images.

It should be noticed that the number of regular and irregular pixels are related with the noise level of the image. Intuitively, more irregular pixels mean more noise in the image and the vice versa. For example, a clean text-font image should have no irregular pixels while a scanned image should have more irregular pixels. As data hiding introduces more noise, which will affect the number of regular and irregular pixels, we are interested with these pixels. We use \( \xi_I \) and \( \xi_{N,N} \) to represents the percentage of irregular pixels from two groups of COL pixels, i.e., the isolated COL pixels and non-isolated COL pixels. The value \( \xi_I - \xi_{N,N} \) represents the difference of the percentages of irregular pixels from the isolated COL pixels and non-isolated pixels. This difference increases as more data are hidden in the image.

### 3.3.3 Theoretical analysis

In this section, we show why the value of \( (\xi_I - \xi_{N,N}) \) increases after data hiding and provide an estimation of such an increase analytically.

The flipping of a COL pixel usually makes its 8-connected neighboring COL pixel (if exists) no longer a COL pixel while the flipped pixel itself is still a COL pixel. At the same time, the flipping of a COL may make one of its neighboring
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Figure 3.6: The effect of flipping a COL pixel.

non-COL pixels become a COL pixel. For example in Figure 3.6, the flipping of pixel $b$ will make the non-COL pixel $c$ become a COL pixel and make the COL pixel $a$ no longer a COL pixel, while pixel $b$ still remains a COL pixel after the flipping.

Subsets of COL pixels We further divide set $A_I$ and $A_N$ as shown in Figure 3.7 into two subsets $A_{I,I}$ and $A_{I,N}$, $A_{N,I}$ and $A_{N,N}$ respectively. In Figure 3.8, we show some examples of pixels which satisfy the definition of sets $A_{I,I}$, $A_{I,N}$, $A_{N,I}$ and $A_{N,N}$. For example, in Figure 3.8(a), the center pixel of the $3 \times 3$ square is an isolated pixel. When this pixel is flipped, it still remains as an isolated COL pixel; thus it belongs to the set $A_{I,I}$.
3.3. Scanned text image

Figure 3.8: Examples of pixels from sets $A_{I,I}$, $A_{I,N}$, $A_{N,I}$ and $A_{N,N}$.

We assume the numbers of elements in the different subsets $A_{I,I}$, $A_{I,N}$, $A_{N,I}$ and $A_{N,N}$ in the original scanned image are $n_{I,I}$, $n_{I,N}$, $n_{N,I}$ and $n_{N,N}$ with the corresponding numbers of irregular pixels $k_{I,I}$, $k_{I,N}$, $k_{N,I}$ and $k_{N,N}$, respectively. We have:

\[ n_I = n_{I,I} + n_{I,N} \]  
(3.10)

\[ k_I = k_{I,I} + k_{I,N} = n_{I,I} \xi_I + n_{I,N} \xi_I \]  
(3.11)

After embedding, the original sets $A_{I,I}$, $A_{I,N}$, $A_{N,I}$ and $A_{N,N}$ are changed and new sets $A_{I,I}^*$, $A_{I,N}^*$, $A_{N,I}^*$ and $A_{N,N}^*$ are created with the corresponding number of pixels and number of irregular pixels denoted by $n_{I,I}^*$, $n_{I,N}^*$, $n_{N,I}^*$, $n_{N,N}^*$, $k_{I,I}^*$, $k_{I,N}^*$, $k_{N,I}^*$ and $k_{N,N}^*$ respectively. The feature used to compare with the threshold is computed using $\xi_I^* - \xi_{N,N}^* = \frac{k_I^*}{n_I^*} - \frac{k_{N,N}^*}{n_{N,N}^*}$. In what follows, we calculate the numbers of irregular pixels and total pixels in the three subsets $A_{I,I}^*$, $A_{I,N}^*$ and $A_{N,N}^*$ in the stego images. From the definition of those subsets, we can see that the status of a COL pixel at $(u, v)$ (which subset it belongs to) can be determined by the $5 \times 5$ block centered at pixel $(u, v)$. We first consider the effects by flipping a COL pixel in the $3 \times 3$ block centered at $(u, v)$. 
New set $A^*_{I,I}$  An isolated COL pixel in the set $A_{I,I}$ is the only COL pixel in the $3 \times 3$ block centered at this pixel and it will be an isolated COL pixel in set $A^*_{I,I}$ in the stego image except that the pixel value may change, so we have:

$$n^*_{I,I} = n_{I,I} \quad (3.12)$$

In the stego image, the number of irregular pixels $k^*_{I,I}$ in set $A^*_{I,I}$ is given by:

$$k^*_{I,I} = k_{I,I}(1 - \rho_I) + n_{I,I}\frac{\rho_I}{2} \quad (3.13)$$

where $\rho_I$ is the probability an isolated COL pixel being selected for hiding information.

New set $A^*_{I,N}$  The new set $A^*_{I,N}$ consists of the elements from $A_{I,N}$ which are not flipped and the elements from $A_{N,I}$ which are flipped. Thus $n^*_{I,N}$ is given by:

$$n^*_{I,N} = n_{I,N} - n_{I,N}\frac{\rho_I}{2} + n_{N,I}\frac{\rho_N}{2} \quad (3.14)$$

where $\rho_N$ is the probability an non-isolated COL pixel being selected for hiding information. The number of irregular pixels $k^*_{I,N}$ in $A^*_{I,N}$ is given by:

$$k^*_{I,N} = n_{I,N}(1 - \frac{\rho_I}{2})\xi_I + n_{N,I}\frac{\rho_N}{2}(1 - \xi_N) \quad (3.15)$$

New set $A^*_{N,N}$  As for the new set $A^*_{N,N}$, it contains at least two COL pixels in the $3 \times 3$ block. A pixel $a_{N,N}$ in $A_{N,N}$ will become a pixel in $A^*_{N,N}$ unless its neighboring COL pixel is flipped. On the other hand, flipping a pixel in $A_{I,N}$
or $A_{N,N}$ will make a non-COL pixel become a non-isolated COL pixel in the neighboring pixels of the flipped pixel in the stego image. The newly created COL pixel in the stego image could be an element of $A_{N,N}^*$. We can treat the whole change as: all elements in $A_{N,N}$ move to a temporary $A_{N,N}^*$ and then the temporary $A_{N,N}^*$ exchange with non-COL pixels to form the final set $A_{N,N}^*$. Suppose the exchanging affects the number of elements in $A_{N,N}^*$ by $\Delta n_{N,N}$, then the number of elements in $A_{N,N}^*$ is given by:

$$n_{N,N}^* = n_{N,N} + \Delta n_{N,N}$$  (3.16)

Since the exchanged pixels are all original pixels in the scanned images close to or on the edge, their probability (denote as $\eta$) to be irregular pixels is close to that of COL pixels. Similar to $k_{I,I}^*$, we have the number of irregular pixels $k_{I,I}^*$ in set $A_{I,I}^*$:

$$k_{I,I}^* = n_{N,N} \xi_{N,N} - n_{N,N} \rho_N \xi_{N,N} + n_{N,N} \frac{\rho_N}{2} + \Delta n_{N,N} \eta$$  (3.17)

Combining (3.16) with (3.17) yields:

$$\frac{k_{N,N}^*}{n_{N,N}^*} = \left( (\xi_{N,N}(1 - \rho_N) + \frac{\rho_N}{2}) \right)$$

$$+ \frac{\Delta n_{N,N}}{n_{N,N} + \Delta n_{N,N}} \left( \eta - (1 - \rho_N) \xi_{N,N} - \frac{\rho_N}{2} \right)$$  (3.18)

Since $\Delta n_{N,N} \ll n_{N,N}$ and $\left| \eta - (1 - \rho_N) \xi_{N,N} - \frac{\rho_N}{2} \right| \ll 1$, as a result, (3.18) can be reduced to:

$$\frac{k_{N,N}^*}{n_{N,N}^*} = \left( \xi_{N,N}(1 - \rho_N) + \frac{\rho_N}{2} \right)$$  (3.19)
New $\xi^*_I - \xi^*_{N,N}$ Since most of the isolated COL pixels become non-isolated COL pixels after being flipped, it can be shown experimentally that $n_{I,I} \ll n_{I,N}$. Combining (3.12)-(3.15) with (3.19) and ignoring $n_{I,I}$ yields:

$$
\xi^*_I - \xi^*_{N,N} = \frac{k^*_I}{n^*_I} - \frac{k^*_{N,N}}{n^*_{N,N}} = \frac{n_{I,N} \left(1 - \frac{\rho_I}{2}\right) \xi_I + n_{N,I} \frac{\rho_N}{2} (1 - \xi_N)}{n_{I,N} - \frac{n_{I,N} \rho_I}{2} + \frac{n_{N,I} \rho_N}{2}} - \frac{n_{N,N} \xi_{N,N} - n_{N,N} \rho_N \xi_{N,N} + n_{N,N} \frac{\rho_N}{2}}{n_{N,N}} \tag{3.20}
$$

For the existing embedding schemes in [83, 88, 112, 113, 117], we can assume the 50% chance a COL pixel being selected for possible flipping is the same as $\rho$, i.e., $\rho_I = \rho_N = \rho$. Substituting $\rho_I$ and $\rho_N$ with $\rho$ and simplifying $f(\alpha, \rho) = (\xi^*_I - \xi^*_{N,N}) - (\xi_I - \xi_{N,N})$ yields:

$$
f(\alpha, \rho) = \frac{\alpha \rho (1 - \xi_N - \xi_I)}{\alpha \rho + 2 - \rho} + \xi_{N,N} \rho - \frac{\rho}{2} \tag{3.21}
$$

where $\alpha = n_{N,I}/n_{I,N}$.

For a specific image, $\alpha$ in $f(\alpha, \rho)$ is fixed and can be computed separately. The values of $\xi_I$, $\xi_N$ and $\xi_{N,N}$ approximately equal to $\xi_0$ which is around 1/3 experimentally. In Figure 3.9, we show the curves for different $\alpha$ based on (3.21) with $\xi_I$, $\xi_N$ and $\xi_{N,N}$ assumed to be 1/3.

In the above analysis, we have not considered the influence to a pixel from the flipping of COL pixels outside the $3 \times 3$ block and within the $5 \times 5$ block centered at this pixel. We find that we can ignore their influence experimentally for the following two reasons. The first reason is that the chance that there exists a
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Figure 3.9: The curves of theoretic increase.

COL pixel in this area is small, not to mention the probability that it is selected and flipped. The second reason is that even if we flip this pixel, the chance of affecting the status of the center pixel is much smaller than that when we flip a pixel inside the $3 \times 3$ block. In summary, the pixels within the $3 \times 3$ block play the key roles to determine the trend that $(\xi_I - \xi_{N,N})$ increases after the flipping of COL pixels. In order to see the difference between the theoretical increase and the actual increase, we use Yang and Kot’s scheme [117,119]($3 \times 3$ overlapping window) to generate stego images with different $\rho$ from 0.0 to 0.25 for all the test original images. We calculate the average actual increase using these generated stego images. We also obtain the theoretical average increase for these images. In Figure 3.10, we show both the actual average increase and the theoretical average increase.
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Figure 3.10: The theoretical increment from $\xi_I - \xi_{N,N}$ to $\xi_I^* - \xi_{N,N}^*$ vs. the actual increment.

3.3.4 Threshold selection

We compare $(\xi_I - \xi_{N,N})$ with a threshold $\vartheta$. If $\xi_I - \xi_{N,N} > \vartheta$, the image is classified as a stego image, otherwise, it is a clean image. The threshold being used is important. We provide two choices. The first choice of the threshold is a fixed empirically selected threshold. The limitation of a fixed threshold is that we may need different thresholds for different sets of database images. In what follows, we study how to find an image dependent threshold $\vartheta$ to differentiate stego images from the original cover images such that most of the original images will not be wrongly classified as stego images. For this purpose, we need to study the value of $(\xi_I - \xi_{N,N})$ for the original scanned images.

Origin of a scanned image  We start from the origin of a scanned image. The scanned image can be considered as an image degraded from a corresponding clean image by flipping some pixels from the clean image [60]. For example, the scanned image shown in Figure 3.11(b) can be considered as an image de-
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Figure 3.11: An original scanned image and a clean image.

graded from the clean image shown in Figure 3.11(a). A model to describe the flipping of the degradation was discussed in [60] and the validation of the model was discussed in [59]. For convenience, we use $I_{\text{scan}}$ and $I_{\text{clean}}$ to denote the original scanned image which is used to hide information and the clean image which the original image is degraded from, respectively. During the degradation from $I_{\text{clean}}$ to $I_{\text{scan}}$, different pixels may have different probabilities of being flipped. Following the degradation model in [60], we assume that a prior probability to flip a white pixel to black is $p_{wb}$ and a black pixel to white is $p_{bw}$.

The relationship between these two probabilities and the two ratios $\frac{k_b}{n_b}$ and $\frac{k_w}{n_w}$ are important. When $p_{wb}$ and $p_{bw}$ are much smaller than 0.5, the average pixel value $\Omega_M(x, y)$ computed using equation (3.1) normally equals to $I_{\text{clean}}(x, y)$.

In such a scenario, a pixel being flipped during the scanning usually becomes an irregular pixel in the scanned image, which implies larger $p_{wb}$ and $p_{bw}$ corresponding to larger $\frac{k_b}{n_b}$ and $\frac{k_w}{n_w}$, respectively. Because of the difference between $p_{wb}$ and $p_{bw}$, the two ratios $\frac{k_b}{n_b}$ and $\frac{k_w}{n_w}$ may differ from each other.

On the other hand, we find that $\frac{k_{I,b}}{n_I,b}$ and $\frac{k_{NN,b}}{n_{NN,b}}$ approximately equal to $\frac{k_b}{n_b}$, $\frac{k_{I,w}}{n_I,w}$ and $\frac{k_{NN,w}}{n_{NN,w}}$ approximately equal to $\frac{k_w}{n_w}$ experimentally. This suggests that the irregular black pixels and white pixels in the set $A$ are uniformly distributed
among $A_I$ and $A_{N,N}$, respectively. Experimentally, we have verified for most of the test scanned images that it is valid with a difference of no more than $\pm 0.01$.

**$\xi_I - \xi_{N,N}$ for an original scanned image**

Inspired by the above experimental results, we can rewrite $\frac{k_I}{n_I}$ as:

$$
\frac{k_I}{n_I} = \frac{k_{I,b} + k_{I,w}}{n_{I,b} + n_{I,w}} \\
= \varphi_I \frac{k_{I,b}}{n_{I,b}} + (1 - \varphi_I) \frac{k_{I,w}}{n_{I,w}} \\
= \varphi_I \frac{k_b}{n_b} + (1 - \varphi_I) \frac{k_w}{n_w} + \varphi_I \left( \frac{k_{I,b}}{n_{I,b}} - \frac{k_b}{n_b} \right) \\
+ (1 - \varphi_I) \left( \frac{k_{I,w}}{n_{I,w}} - \frac{k_w}{n_w} \right)
$$

(3.22)

where $\varphi_I = n_{I,b}/n_I$.

Similarly,

$$
\frac{k_{NN}}{n_{NN}} = \frac{k_{NN,b} + k_{NN,w}}{n_{NN,b} + n_{NN,w}} \\
= \varphi_{NN} \frac{k_{NN,b}}{n_{NN,b}} + (1 - \varphi_{NN}) \frac{k_{NN,w}}{n_{NN,w}} \\
= \varphi_{NN} \frac{k_b}{n_b} + (1 - \varphi_{NN}) \frac{k_w}{n_w} + \varphi_{NN} \left( \frac{k_{NN,b}}{n_{NN,b}} - \frac{k_b}{n_b} \right) \\
+ (1 - \varphi_{NN}) \left( \frac{k_{NN,w}}{n_{NN,w}} - \frac{k_w}{n_w} \right)
$$

(3.23)
where \( \varphi_{NN} = n_{NN,b}/n_{NN} \).

Subtracting (3.23) from (3.22) yields:

\[
\frac{k_I}{n_I} - \frac{k_{NN}}{n_{NN}} = (\varphi_I - \varphi_{NN}) \left( \frac{k_b}{n_b} - \frac{k_w}{n_w} \right) + \varphi_I \left( \frac{k_{I,b}}{n_{I,b}} - \frac{k_b}{n_b} \right) \\
+ (1 - \varphi_I) \left( \frac{k_{I,w}}{n_{I,w}} - \frac{k_w}{n_w} \right) + \varphi_{NN} \left( \frac{k_b}{n_b} - \frac{k_{NN,b}}{n_{NN,b}} \right) \\
+ (1 - \varphi_{NN}) \left( \frac{k_w}{n_w} - \frac{k_{NN,w}}{n_{NN,w}} \right)
\]

(3.24)

Suppose we assume \(|\frac{k_{I,b}}{n_{I,b}} - \frac{k_b}{n_b}| \leq C\), \(|\frac{k_{NN,b}}{n_{NN,b}} - \frac{k_b}{n_b}| \leq C\), \(|\frac{k_{I,w}}{n_{I,w}} - \frac{k_w}{n_w}| \leq C\), and \(|\frac{k_{NN,w}}{n_{NN,w}} - \frac{k_w}{n_w}| \leq C\), (3.24) can be reduced to

\[
\left| \frac{k_I}{n_I} - \frac{k_{NN}}{n_{NN}} \right| = (\varphi_I - \varphi_{NN}) \left| \frac{k_b}{n_b} - \frac{k_w}{n_w} \right| \\
\leq \varphi_I \left| \frac{k_{I,b}}{n_{I,b}} - \frac{k_b}{n_b} \right| + (1 - \varphi_I) \left| \frac{k_{I,w}}{n_{I,w}} - \frac{k_w}{n_w} \right| \\
+ \varphi_{NN} \left| \frac{k_{NN,b}}{n_{NN,b}} - \frac{k_b}{n_b} \right| + (1 - \varphi_{NN}) \left| \frac{k_{NN,w}}{n_{NN,w}} - \frac{k_w}{n_w} \right| \\
\leq 2C
\]

(3.25)

Image dependent threshold In (3.25), we can use \((\varphi_I - \varphi_{NN}) \left( \frac{k_b}{n_b} - \frac{k_w}{n_w} \right)\) as an estimation of the initial value. As information is hidden in the image, the value \((\varphi_I - \varphi_{NN}) \left( \frac{k_b}{n_b} - \frac{k_w}{n_w} \right)\) changes also. We denote the value in the stego as \((\varphi_I^* - \varphi_{NN}^*) \left( \frac{k_b^*}{n_b} - \frac{k_w^*}{n_w} \right)\). The embedding increases both \(\frac{k_b}{n_b}\) and \(\frac{k_w}{n_w}\) to \(\frac{k_b^*}{n_b}\) and \(\frac{k_w^*}{n_w}\), respectively. The increases in the two items tend to cancel out with each other and make \((\varphi_I^* - \varphi_{NN}^*) \left( \frac{k_b^*}{n_b} - \frac{k_w^*}{n_w} \right)\) close to the original value \((\varphi_I - \varphi_{NN}) \left( \frac{k_b}{n_b} - \frac{k_w}{n_w} \right)\), experimentally. We select a threshold \(\vartheta = (\varphi_I - \varphi_{NN}) \left( \frac{k_b}{n_b} - \frac{k_w}{n_w} \right) + \vartheta'\), where \(\vartheta'\) is an empirically selected value. As \((\varphi_I - \varphi_{NN}) \left( \frac{k_b}{n_b} - \frac{k_w}{n_w} \right)\) varies from image to image, the threshold \(\vartheta\) is image dependent.
3.3. **Experimental results**

To evaluate the proposed steganalysis technique, we have conducted experiments on 150 machine print database (MPDB) images with commonly used font types and sizes and 120 other scanned images. The 120 scanned images were obtained using a HP scan jet 5590 with different resolution setting at 150, 200 and 300 dpi. Each image is A4 size (International Standards Organization (ISO) standard-size typing paper, 210 mm wide and 297 mm tall). We employ four different data hiding schemes in [83, 88, 112, 117] to hide random messages into the original image at different embedding rates (0.1, 0.2, . . . , 1.0) to create a set of stego images. In particular, for Wu’s scheme and Yang & Kot’s scheme, two different block sizes are used. We then compute the value $(\xi_I - \xi_{N,N})$ for all original images and stego images and compare it with the fixed or image dependent threshold. If $(\xi_I - \xi_{N,N}) > \vartheta$, the image is classified as a stego image; otherwise, it is unlikely that there is hidden data in the test image. In order to see the performance of the fixed and image dependent thresholds, we plot
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Figure 3.12: The ROC curve.
Figure 3.13: The detection rates at different embedding rates by a fixed and image dependent threshold.
the Receiver Operating Characteristic (ROC) curves for both the fixed and the image dependent thresholds in Figure 3.12. The detection rates are calculated based on all stego images generated by all embedding schemes at all different embedding rates. The ROC curves shows the trade off between true positive (probability of detection rate) and false positive rate (probability of false alarm) by choosing different thresholds. From the ROC curve, we can see that there is still some room for improvement. For example, the proposed method provide a true postive rate of about 84% at a false positive rate of 20%. The acceptable true positive and false positive rates would be application dependent. In particular, Figure 3.13 shows both the detection rates on different embedding schemes using the image dependent threshold and an empirically selected fixed threshold when false alarm rate is 0.05. From the result we can see that the image dependent threshold provides higher detection rate compared with the fixed threshold no matter which embedding algorithm is used to generate the stego images, thus it is more robust. We can also see that the detection rate drops suddenly as the embedding decreased to certain rate, e.g., 0.4 for Yang & Kot’s scheme(5 × 5) in Figure 3.13(a) and 0.5 for Wu’s scheme(10 × 10) in Figure 3.13(c). As expected, the performance for different embedding schemes is different because different embedding schemes have different maximum capacities. For other schemes such as the work in [111], our detection scheme still works as long as the COL pixels are used as flippable pixels with high priority. The performance is expected to be related with the capacity. The more pixels being flipped, the more likely we can detect the hidden message.
3.4 Summary

In this Chapter, we first propose a method to detect the hidden message in a clean text-font image. The proposed method is based on the fact that the marks origin from the same source should be identical in the image while the data hiding is likely to change it. It actually implies that computer generated text image may not be good for stegnographic application. Quantitative analysis of the message length is also discussed and two methods are proposed to estimate the message length. Accuracy of the two estimation methods has been investigated and compared. We find that the second message length estimation method provides better results than the first one, especially for embedding schemes which randomly select flippable pixels for flipping. The proposed method can detect the existence of the hidden message without the knowledge of the details of the embedding algorithms for most of the boundary pixel-flipping based techniques. The limitation of the method is that it only works for clean text-font image free from scanning errors. It cannot detect the existence of hidden message for very low capacity embedding. For example, we hide several bits in one ‘s’ and make all other ‘s’ identical with the ‘s’ where we hide the information. However, the information can be hidden would be quite lower compared with the method in [83,112,117].

We also propose a method to detect the existence of hidden messages embedded by the algorithms that flip COL pixels in a noisy scanned text image. No prior knowledge of other details of the embedding algorithm is needed. The feature being used in the detection is based on the similarity among the similar marks in the text image. By subtracting the factor of the original noise level, we extract the feature as \((\xi_i - \xi_{N,N})\) instead of \(\xi_0\). A theoretical analysis of the
increase of \((\xi_I - \xi_{N,N})\) has been provided. Two thresholds including fixed and image dependent thresholds are used to classify stego images from original images. The image dependent threshold provides higher detection rate compared with a fixed threshold at the same false alarm rate. Experimental results show that the proposed method work well for both MPDB images and other scanned images when the number of COL pixels being flipped is large enough. The proposed method can detect hidden information by the schemes that mainly use COL pixels without detailed knowledge of the embedding algorithm, but not the message length. Our test results show that the similar marks from scanned image have strong correlations though they are not identical. Data hiding may affect the correlations. Thus, the next generation embedding scheme should consider the correlation among symbols in selecting flippable pixels.
Chapter 4

Binary Graphic Images

4.1 Introduction

In this Chapter, we aim at studying steganalysis of data hiding in binary graphic images. Pixel flipping techniques [21,74,83,88,101,112,113,117] can be applied not only on a binary text image, but also on a binary graphic image such as logo, cartoon, line art, and etc., as we have mentioned in Section 2.1.2. A binary text image usually contains similar or same marks which can be used in the steganalysis. However, a graphic image is different from a text image and does not contain high similarity marks in the image. Thus, the detection schemes based on mark similarity proposed in Chapter 3 do not apply to binary graphic images. The scheme [121] mentioned in Section 2.1.2 is tested with cartoon images, however, the embedding approaches used to hide the information are relatively earlier schemes which have not taken smoothness and connectivity [112] into consideration. It does not apply for the recent data hiding schemes [21,74,83,88,101,112,113,117].
4.1. Introduction

As we know, data hiding usually changes the cover image and thus introduces distortion. When evaluating the image distortions using distortion measures, the scores from a stego image should be different from that of those obtained from its original image. Thus, distortion measures can be useful in steganalysis [6, 87]. The distortion score is usually computed by comparing the distorted image with the original one. However, the original image is assumed to be not available in the steganalysis. Instead, we perform de-noising process to obtain a de-noised image that is close to the original one. The rationale of the technique is that an embedding process creates distortion on the contours of the binary graphic images and often makes the contour lines less smooth after information hiding. Thus, we can de-noise the stego image by predicting and smoothing the edge contours. It is expected that the distortion in a de-noised image from its original image is different from the distortion in a de-noised image from its stego image. Based on this observation, we design a classifier to separate the stego image from original image. A good distortion measure that can reflect the distortions introduced by the data hiding is important in the detection. In this Chapter, we first propose a new objective distortion measure based on edge line segments to evaluate the distortion introduced by flipping individually selected edge pixels for binary text and graphic images in Section 4.2. In Section 4.3, we apply the proposed distortion measure together with other existing distortion measures in steganalysis. The summary is given in the last Section.
4.2 Edge line segment similarity measure for binary images

4.2.1 Background

The distortion measure topic is an important one in image processing including data hiding. Besides their application in steganalysis, distortion measures are also important in evaluating the performance of the data hiding algorithms as well as providing insights into data hiding. Distortion measures can be categorized into subjective measurement and objective measurement [96] categories. As discussed in [61], a subjective distortion measure quantifies the dissatisfaction of the viewer in observing the distorted image instead of the original. A common way to evaluate the dissatisfaction is through subjective testing. In these tests, observer views a series of distorted images and rate them based on the visibility of the artifact. The results of subjective testing depend on various factors such as the observer’s background. Subjective measurement is important for image quality evaluation since the images are ultimately viewed by human beings. However, subjective testing is inconvenient, time consuming and expensive. The objective distortion measure gives the distortion between the original and the distorted image mathematically such as mean-square error (MSE), peak-signal to noise ratio (PSNR) and signal to noise ratio (SNR). However, it may not reflect the observer’s visual perception of distortion. An objective distortion measure that can accurately reflect the subjective ratings would be quite useful in designing data hiding algorithms. Several authors have discussed the gaps between subjective measurement and objective measurement and they have proposed solutions for multi-level images [15, 61, 68, 86, 98, 105].
Little work has been done on objective measurement for binary text images. As we have mentioned in Chapter 2, data hiding in binary images have received much attention and a series of data hiding schemes for binary images by flipping individually selected edge pixels have been proposed [21, 83, 101, 112, 113, 117] in recent years. These schemes are called pixel flipping techniques. One of the important issues of the pixel flipping technique is how to select the flippable pixels to minimize distortion. Also, the comparison of the distortion introduced by different schemes is important. However, performance evaluation is difficult due to the lack of objective distortion measure that reflects the subjective test results. There is an urgent need to develop a good objective distortion measure.

Distance reciprocal distortion measure (DRDM) proposed in [75, 76] uses a weight matrix to calculate the distortion caused by the flipping of pixels. It shows better correlation with human perception than PSNR [75, 76] and this measure works well if salt and pepper noise is involved. For example, flipping a non-edge pixel usually causes a larger visual distortion than flipping an edge pixel. However, most good data hiding techniques for binary images involve flipping edge pixels only. If connectivity is also taken into consideration, the measure of distortion would be more accurate. Connectivity is important in high quality images such as clean text images. For example, flipping the center pixels of the two patterns in Figure 4.1 have the same distortion score according to DRDM, but the visual distortions by flipping them are quite different. The change in smoothness and connectivity measure (CSCM) by using a modified weight matrix in [22] gives reasonable distortion scores. However, it has a limitation for patterns such as sharp corners and pixels along a straight line. In this section, we introduce a new objective distortion measure for clean text images and high quality binary graphic images which is based on edge line
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Figure 4.1: Two $3 \times 3$ patterns with same distortion according to DRDM.

![Figure 4.2: Illustration of 'edges'.](image)

(a) Enlarged ‘a’
(b) Edges of ‘a’

segment similarity.

4.2.2 Edge line segment

We define an edge line as the common shared ‘line’ between two immediate neighbor pixels where the pixel values for the two pixels are different. The edge pixel refers to pixels beside the edge line. For example, in the enlarged ‘a’ in Figure 4.2(a), the edge lines are those black lines shown in Figure 4.2(b). Since every pixel is a square; the edge line can only change its direction by $\pm 90^\circ$. When the edge line changes its direction, it forms a sharp corner. For simplicity, we call it a corner. There are eight different types of corners that make up all possible corners in a $2 \times 2$ block as indicated in Figure 4.3.
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Figure 4.3: Eight types of corners

Figure 4.4: Two types of crosses.
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Figure 4.5: Edge line segments associated with flipped pixels. (a) Enlarged “s”. (b) Edge line segments associated with pixel A. (c) Edge line segments associated with pixel C. (d) Edge line segments associated with pixel B.

For a $2 \times 2$ block, if any two pixels in the same row or column have different colors as shown in Figure 4.4, the four pixels form a cross at the center point of the block. Corners and crosses divide the edge line into edge line segments. Each edge line segment starts from one corner or cross and ends at another corner or cross without any corner or cross in between. These corners or crosses define the two ends of the edge line segment. An edge line segment is associated with a pixel if flipping the pixel changes the edge line segment.

4.2.3 Human visual perception

From our observation, the edge line segments associated with an individually flipped pixel play an important role in determining the visual distortion caused
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Table 4.1: Numbers of edge line segments associated with pixels A, B and C and subjective distortion.

<table>
<thead>
<tr>
<th>Pixel</th>
<th>Before flipping</th>
<th>After flipping</th>
<th>Changes</th>
<th>Subjective rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>One(1)</td>
<td>Five(1',2',3',4',5')</td>
<td>Four</td>
<td>high</td>
</tr>
<tr>
<td>B</td>
<td>Four(5,6,7,8)</td>
<td>Two(9',10')</td>
<td>Two</td>
<td>medium</td>
</tr>
<tr>
<td>C</td>
<td>Three(2,3,4)</td>
<td>Three(6',7',8')</td>
<td>Zero</td>
<td>low</td>
</tr>
</tbody>
</table>

by the flipped pixel. The first factor is the amount of the related edge line segments. For example in Figure 4.5, flipping pixel A causes larger distortion than flipping pixel B and flipping pixel B causes larger distortion than flipping pixel C. We show in Table 4.1 the numbers of the associated edge line segments before and after flipping these pixels and the corresponding subjective distortion. We can see that the rank of a subjective test is closely associated with the amount of change in the related edge line segments.

The length of each edge line segment also plays an important role in a distortion measure. In Figure 4.6, flipping D, E or F do not change the number of edge line segments. From human perception, flipping D seems to be more distorted than flipping E or F. In this case, the number of edge line segments remains the same but the lengths of some of the segments are changed.

4.2.4 Edge line segment similarity

We use edge line segment similarity to calculate the distortion between two edge line segment before and after flipping. For two edge line segments whose lengths are $l_1$ and $l_2$, we define their edge line segment similarity $ELSS$ as the ratio of
the minimum vs. maximum of their lengths $l_1$ and $l_2$

$$ELSS = \frac{\min(l_1, l_2)}{\max(l_1, l_2)}$$ (4.1)

For $l_1 = l_2$, $ELSS = 1$, otherwise $ELSS < 1$. Obviously, larger $ELSS$ corresponds to less distortion in edge line segment. We can easily define the distortion $d$ for a particular edge line segment as follows:

$$d = 1 - ELSS$$ (4.2)

### 4.2.5 Identifying and mapping of edge line segments

Flipping an edge pixel may change the lengths of existing edge line segments, create new edge line segments, remove existing edge line segments, separate the existing line segment, and merge two edge line segments to one edge line segment. Identifying and mapping of the associated edge line segments are needed in order to measure the distortion properly.
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To identify and map the related edge line segments before and after flipping a pixel, we consider the $3 \times 3$ block centered at this pixel. Denote the center pixel of the block as $p_c$ with its pixel value $\bar{p}_c$. Denote the center pixel of the block as $p_i$, for $i = 0, 1, 2, \ldots, 7$, with corresponding pixel value $\bar{p}_i$. Label the one-pixel-long common sharing line segment between $p_i$ and $p_{i+1}$ as $b_i$, for $i = 0, 1, 2, \ldots, 7$ ($p_8$ refers to $p_0$), and the one-pixel-long common sharing line segment between $p_c$ and $p_i$ as $c_i$, for $i = 0, 2, 4, 6$. Figure 4.7 shows the pixels and the labels. A common sharing line is a part of an edge line segment if the values of the two pixels associated with it are different. For later use, we define $p_k = p_{k-8}$, $b_k = b_{k-8}$ and $c_k = c_{k-8}$, for any integer $k \geq 8$.

It can be seen that an edge line segment that is associated with the pixel $p_c$ contains at least one of the twelve common sharing lines. The four line segments $c_0$, $c_2$, $c_4$ and $c_6$ change status from edge line to non-edge line or vice versa when $p_c$ is flipped. Subsequently, the corresponding edge line segment changes. In what follows, we show the conditions associated with the changes in the edge line segments.

For $i = 0, 2, 4, 6$, the line $b_i$ is an part of an edge line segment associated with
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If and only if \( p_i \neq p_{i+1} \) and \( p_{i+1} = p_{i+2} \) (e.g., Figure 4.5 (c) when flipping pixel C). For \( i = 1, 3, 5, 7 \), the line \( b_i \) is an part of an edge line segment associated with \( p_c \) if and only if \( p_i \neq p_{i+1} \) and \( p_{i+1} = p_i \) (e.g., Figure 4.5 (b) when flipping pixel A). We define \( \bar{b}_i \) as the value of \( b_i \). \( \bar{b}_i = 1 \) if \( b_i \) is a part of an edge line segment associated with \( p_c \), otherwise \( \bar{b}_i = 0 \).

These properties can be further demonstrated using Figure 4.8. If \( \bar{p}_i \neq \bar{p}_{i+1} \) and \( \bar{p}_{i+1} = \bar{p}_{i+2} \), it can be seen that the common sharing line segment \( c_{i+2} \) between \( p_{i+2} \) and \( p_c \) is added to or reduced from the edge line segment which contains \( b_i \) when flipping \( p_c \). For example, in Figure 4.8(a), \( b_i \) is a part of an edge line segment. After flipping \( p_c \), a new pattern shown in Figure 4.8(b) is created and \( c_{i+2} \) becomes a part of the edge line segment containing \( b_i \), thus the edge line segment containing \( b_i \) is changed, i.e., \( b_i \) is a part of an edge line segment associated with \( p_c \).

If the line segment \( b_i \) is a part of an edge line segment associated with \( p_c \), the conditions \( p_i \neq p_{i+1} \) and \( p_{i+1} = p_{i+2} \) are satisfied. Otherwise, if \( p_i = p_{i+1} \), then the line segment \( b_i \) is not any part of an edge line segment, which conflicts with the assumption that \( b_i \) is a part of an edge line segment. If \( p_{i+1} \neq p_{i+2} \) (\( p_i \neq p_{i+1} \)), the four pixels \( p_i, p_{i+1}, p_{i+2} \) and \( p_c \) form either a corner or a cross, which is always the end of the edge line segment containing \( b_i \). It means flipping does not change the edge line segment which contains \( b_i \), which implies the segment is not associated with \( b_i \). Thus, we have \( p_i \neq p_{i+1} \) and \( p_{i+1} = p_{i+2} \). The similar argument goes to the cases for the odd line \( b_i, i = 1, 3, 5, 7 \).

In the edge line segment mapping process, we map the edge line segment containing \( b_i \) in the original image with the edge line segment containing \( b_i \) in the distorted image, for any line segment \( b_i \) with \( \bar{b}_i = 1, i = 0, 1, 2, \ldots, 7 \). The
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Figure 4.8: Relationship between $b_i$ and the associated edge line segment. The pixels in “grid” are don’t care pixels.

length of the edge line segment containing $b_i$ can be computed by locating the two ends of the edge line segment.

In Figure 4.9(a), $c_i$ is a one-pixel-long edge line segment. After flipping $p_c$, $c_i$ is no longer an edge line segment as shown in Figure 4.9(b). In order to compute the edge line segment similarity based on its length, we map the one-pixel-long edge line segment with the zero-length-long edge line segment after flipping $p_c$. Similarly, by flipping $p_c$ in Figure 4.9(b), we map the zero-length edge line segment before flipping $p_c$ with the one-pixel-long edge line segment after flipping $p_c$. Same rules can be applied to all similar patterns with one-pixel-long edge line segment removed or created.

Consider a special case in Figure 4.10 that flipping $p_c$ creates a new one-pixel-long edge line segment at $c_{i+4}$ by shifting the one-pixel-long edge line segment at $c_i$ by one pixel length. Shifting a one-pixel-long edge line segment at $c_i$ by one pixel length to $c_{i+4}$ causes very minimum distortion that can be ignored under human visual perception (e.g., Figure 4.5(c), when flipping pixel C, and Figure 4.6, when flipping pixel D, E, or F), although the change actually involves
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Figure 4.9: Examples of removing or creating a one-pixel-long edge line segment. Flipping \( p_c \) in (a) removes the segment. Flipping \( p_c \) in (b) creates a segment.

Creating one and removing one edge line segment. Such a scenario occurs if and only if \( \bar{p}_{i+1} = \bar{p}_{i+2} = \bar{p}_{i+3} = \bar{p}_{i+5} = \bar{p}_{i+6} = \bar{p}_{i+7}, \bar{p}_i \neq \bar{p}_c \) and \( \bar{p}_i \neq \bar{p}_{i+4} \). This implies that the two ends of the edge line segment at \( c_i \) before flipping have the same corner as the two ends of the edge line segment at \( c_{i+4} \) after flipping correspondingly.

We summarize our procedures below to identify and map the edge line segments before and after flipping:

1. Set \( \bar{b}_i = 1 \), for \( i = 0, 1, 2, \ldots, 7 \), if \( b_i \) is a part of an edge line segment associated with \( p_c \), otherwise set it to be 0.

2. Locate the two ends of the edge line segment which contains \( b_i \) with \( \bar{b}_i = 1 \), map and compute \( l_1 \) and \( l_2 \) of the edge line segment length in the original and distorted image (e.g., edge line segments 2, 4, 5, 8 are mapped to 6', 8', 9', 10' in Figure 4.5(c)(d) respectively. Edge line segment 1' and 5' are all mapped to 1 in Figure 4.5(b)).

3. Map all the one-pixel-long edge line segments removed (or created) by
flipping $p_c$ to zero-length edge line segments to get $l_1 = 1$ and $l_2 = 0$ (or $l_1 = 0$ and $l_2 = 1$) [e.g., the created edge line segments 2’, 3’, 4’, 7’ in Figure 4.5(b)(c) and the removed edge line segments 3, 6, 7 in Figure 4.5(c)(d) are mapped to zero-length segments].

4. Discard all the mappings for the one-pixel-long edge line segments created or removed by shifting a one-pixel-long edge line segment by one pixel. The two ends of the one-pixel-long edge line segment $c_i$ before flipping should have the same corner type as the two ends of the new edge line segment $c_{i+1}$ [e.g., 3 and 7’ in Figure 4.5(c)].

In the algorithm, the identification of the edge line segment is done by locating the two ends of the edge line segment. To locate the two ends of an edge line segment that $b_i$ belongs to, we start from the two ends of the border $b_i$ and trace to the two sides as shown in Figure 4.11. For each side, we stop when a corner or cross is met.
4.2.6 Total distortion measure

When mapping of the edge line segments before and after flipping one pixel are done properly, distortion for each pair of edge line segments can be computed. The edge line distortion score $ELD_k$ calculated based on the edge line segments for the $k^{th}$ flipped pixel is given by:

$$ELD_k = \sum_i \left( 1 - \frac{\min(l_{k1i}, l_{k2i})}{\max(l_{1i}, l_{2i})} \right)$$

(4.3)

where, $l_{k1i}$ and $l_{k2i}$ are the lengths of the $i^{th}$ pair of mapped edge line segments that are associated with the $k^{th}$ flipped pixel with $l_{k1i}$ for the segment in the original image and $l_{k2i}$ from the distorted image.

When a total of $N$ pixels are flipped in a given image, the overall distortion $ELD_{total}$ can be obtained by:

$$ELD_{total} = \sum_{k=1}^{N} \sum_i \left( 1 - \frac{\min(l_{k1i}, l_{k2i})}{\max(l_{1i}, l_{2i})} \right)$$

(4.4)

4.2.7 Subjective test

Experiments similar to the setup in [75] were carried out to test the performance of the proposed distortion measure using the two binary text images and two
4.2. Edge line segment similarity measure for binary images

These *are* testing. 请根据所观察到的失真
Rank: 1 2 3 4? 排列出图像的失真大小
Thank You! 非常感谢!

(a) English text (207 × 94 pixels)  (b) Chinese text (243 × 87 pixels)
(c) Cartoon 1 (200 × 140 pixels)  (d) Cartoon 2 (100 × 100 pixels)

Figure 4.12: Original images.

The subjective tests were carried out using these two original clean text images and two original binary cartoon images. The two clean text images consists of characters in different languages with different fonts. The characters in different languages are all based on curve, which appears in other languages as well. Thus, these images are good representative. The two cartoon images are high quality images with smooth contours. These images can represent high quality binary graphic images where smooth contours appear often. For each original image, we generated a number of random test images with different visual distortion by adding noise to the original image. As we were evaluating the distortion by flipping edge pixels, we only added noise along the edges. A total of 200, 400, 500 and 150 edge pixels were flipped from the original English text image, original Chinese text image, original Cartoon 1 image, and original Cartoon 2 image, respectively. A series of distorted images were generated by
flipping different edge pixels. All the distorted images generated from the same original image were divided into four groups based on $E LD_{total}$ value; with group 1 having lowest $E LD_{total}$ and group 4 having highest $E LD_{total}$. Four images were chosen randomly with each image from each of the four groups to form one set of English text images, Chinese text images or cartoon images as shown in Figure 4.12, Figure 4.13, Figure 4.15 and Figure 4.16.

In all the cases, the subjective assessments were done by 60 subjects. Each subject was given the original image and four sets of test images, which were printed on an 80 GSM quality paper using HP LaserJet 5000 printer. The subject was asked to rank the quality of the four images in each set according to the distortions that he or she perceived in normal viewing condition.

There are four rankings (1, 2, 3 and 4) with score 1 for the least distortion and 4 for the most distortion perceived. The ranking scores are analyzed and compared with the ranking according to the distortion score computed by the new proposed measure. The results are shown in Table 4.2. PSNR for every image is of the same value as the same number of pixels is being flipped in each image. All the scores by distance reciprocal distortion measure (DRDM) [75,76], change of smoothness and connectivity measure (CSCM) [22] that we have reviewed in Section 4.2.1 and the proposed method are shown in Table 4.2, where the smaller score indicates less distortion. It can be seen that the proposed method correlates well with the subjective ranking by visual perception while the PSNR and DRDM do not. CSCM gives the same ranking as the proposed one but it has some limitation for patterns [75]. As we know, flipping a pixel along a straight line is normally considered as a large distortion; however, CSCM assigns a low distortion score instead. Another limitation of CSCM as well as
Table 4.2: Experimental results.

<table>
<thead>
<tr>
<th>Group</th>
<th>PSNR</th>
<th>DRDM</th>
<th>CSCM</th>
<th>$ELD_{total}$</th>
<th>Subjective ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>English Text</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>19.9</td>
<td>104</td>
<td>42</td>
<td>150</td>
<td>1.15</td>
</tr>
<tr>
<td>2</td>
<td>19.9</td>
<td>108</td>
<td>66</td>
<td>326</td>
<td>2.03</td>
</tr>
<tr>
<td>3</td>
<td>19.9</td>
<td>106</td>
<td>76</td>
<td>504</td>
<td>3.05</td>
</tr>
<tr>
<td>4</td>
<td>19.9</td>
<td>104</td>
<td>94</td>
<td>700</td>
<td>3.77</td>
</tr>
<tr>
<td>Chinese Text</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>17.2</td>
<td>244</td>
<td>144</td>
<td>280</td>
<td>1.08</td>
</tr>
<tr>
<td>2</td>
<td>17.2</td>
<td>236</td>
<td>172</td>
<td>616</td>
<td>2.06</td>
</tr>
<tr>
<td>3</td>
<td>17.2</td>
<td>240</td>
<td>188</td>
<td>1100</td>
<td>3.03</td>
</tr>
<tr>
<td>4</td>
<td>17.2</td>
<td>228</td>
<td>204</td>
<td>1420</td>
<td>3.83</td>
</tr>
<tr>
<td>Cartoon 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>17.5</td>
<td>255</td>
<td>41</td>
<td>382</td>
<td>1.03</td>
</tr>
<tr>
<td>2</td>
<td>17.5</td>
<td>252</td>
<td>108</td>
<td>875</td>
<td>2.10</td>
</tr>
<tr>
<td>3</td>
<td>17.5</td>
<td>256</td>
<td>183</td>
<td>1347</td>
<td>3.06</td>
</tr>
<tr>
<td>4</td>
<td>17.5</td>
<td>256</td>
<td>236</td>
<td>1742</td>
<td>3.80</td>
</tr>
<tr>
<td>Cartoon 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>18.2</td>
<td>79</td>
<td>11</td>
<td>125</td>
<td>1.02</td>
</tr>
<tr>
<td>2</td>
<td>18.2</td>
<td>79</td>
<td>42</td>
<td>308</td>
<td>2.12</td>
</tr>
<tr>
<td>3</td>
<td>18.2</td>
<td>78</td>
<td>60</td>
<td>467</td>
<td>3.04</td>
</tr>
<tr>
<td>4</td>
<td>18.2</td>
<td>80</td>
<td>85</td>
<td>604</td>
<td>3.82</td>
</tr>
</tbody>
</table>

DRDM is that it cannot tell the difference between the pixels shown in Figure 4.6 while the proposed method can differentiate the two. The proposed method uses the $3 \times 3$ block centered at each flipped pixel to identify the edge line segments associated with the flipped pixel. It may need to extend to area outside the $3 \times 3$ block to calculate the length of these associated edge line segments. The size of the area to be extended into is determined by these edge line segments automatically. Thus, the size of area that determines the distortion score is more flexible.

The distributions of the subjective ranking scores for the images are shown in Figure 4.17, Figure 4.18, Figure 4.19, and Figure 4.20. In these figures, the abscissa represents four ranking scores (1, 2, 3 and 4), and the coordinate shows the occurrence of the corresponding ranking scores given by four groups of 60 human subjects. Since each of the 60 subjects is given four sets of test images,
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These are testing. These are testing. 
Rank: 1 2 3 4? Rank: 1 2 3 4? 
Thank You! Thank You!

(a) PSNR=19.9, DRDM=106, CSMC=42, $ELD_{total}=140$
(b) PSNR=19.9, DRDM=106, CSMC=68, $ELD_{total}=336$
(c) PSNR=19.9, DRDM=106, CSMC=78, $ELD_{total}=504$
(d) PSNR=19.9, DRDM=106, CSMC=100, $ELD_{total}=700$

Figure 4.13: One set of distorted images based on the English text image.

Figure 4.14: One set of distorted images based on the Chinese text image.
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Figure 4.15: One set of distorted images based on Cartoon 1 image.

Figure 4.16: One set of distorted images based on Cartoon 2 image.
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Figure 4.17: Distribution of ranking scores for English text images.

Figure 4.18: Distribution of ranking scores for Chinese text images.
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Figure 4.19: Distribution of ranking scores for Cartoon 1 images.

Figure 4.20: Distribution of ranking scores for Cartoon 2 images.
there are 240 scores in total for each group. From the figures, we can see that the quality of each image is distinctively different.

It should be noticed that our test is based on high quality images such as clean text images or high quality graphic images. For other type of images such as scanned images, it is hard to perform the subjective test as the “original” image is already distorted with scan noise.

There exists some relationship between the contour based view measure and the pixel level view measure. We take the ‘L’ shape pattern shown in Figure 4.10 as an example. From contour based view point, flipping the center pixel shifts a one-pixel-long edge line segment by one pixel while keeping the total number of edge line segments unchanged. From pixel level view point, the transition from black to white or white to black is changed while the total number of transition remains the same. However, these are not equivalent. In the examples shown in Figure 4.6, the shape of the letter “t” remains the same after flipping the pixels ‘D’ and ‘E’, thus from contour based view point, the distortion is small. However, from pixel level view point, it is a relatively large distortion as the number of transitions reduced. Another difference between the contour based view point and pixel level view point is that the contour based measure uses the $3 \times 3$ block centered at each flipped pixel to identify the edge line segments associated with the flipped pixel. It may need to extend to area outside the $3 \times 3$ block to calculate the length of these associated edge line segments. The size of the area to be extended into is determined by these edge line segments automatically. On the other hand, the pixel level considers a small region e.g., a $3 \times 3$ square as in Wu’s scheme or Yang’s scheme. The extension to a larger region (say $5 \times 5$) is difficult. The contour based measure can tell the difference
between the pixels ‘D’ and ‘E’ shown in Figure 4.6 while the pixel level pattern based measure cannot.

### 4.3 Steganalysis using distortion measures

As we have mentioned in Section 4.1 that distortion measures are useful in steganalysis [6, 87]. The rationale of the technique is that an embedding process creates distortion on the contours of the binary graphic images and often makes the contour lines less smooth after information hiding. The distortion score is usually computed by comparing the distorted image with the original one. However, the original image is assumed to be not available in the steganalysis. We need to generate a reference image to calculate the distortion scores. We perform de-noising process to obtain a de-noised image that is close to the original one. The main idea of the detection using distortion measure can be summarized into the diagram in Figure 4.21.

#### 4.3.1 Distortion control in embedding

To start with, we give a brief review of the embedding schemes by studying how the visual distortion is minimized. Arbitrarily flipping of pixels in a binary image may cause visible distortion, especially when flipping a pixel from pure white or black region. The scheme in [21] uses a condition that only pixels along edges
can be flipped. However, this may not be adequate to preserve the quality of the image. Flipping pixels along smooth contours such as straight lines may change the smoothness of the edge contour and cause visible distortion in an image. Recall that in [67, 83, 88, 112, 117], the authors have studied the flippability of each pixel by comparing with its neighboring pixels and more strict criteria are proposed based on smoothness and connectivity. As we mentioned before COL pixels as shown in Figure 3.4 are chosen in most of these schemes as flippable pixel with high priority as it does not affect the smoothness and connectivity of the contours [22].

4.3.2 De-noising process

In order to compute distortion score for an image, a reference image that is close to the original image is needed. It is done by applying a de-noising algorithm to the image. Since the final purpose is to differentiate stego image with original image, the de-noising process should possibly recover the original pixels which are flipped in the embedding. Also, it should lower the chance to change original pixels without hidden information. After studying the existing pixel flipping schemes, the following two de-noising processes are applied to remove noise in different patterns due to the embedding process such that a de-noised image close to the original can be obtained.

4.3.2.1 Morphological smoothing

The flipping of some pixels may change the smoothness of the image. It creates holes or protrusions as shown in Figure 4.22. We propose a morphological smoothing process to fill holes and remove protrusions based on the two ba-
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Figure 4.22: Patterns with protrusion and hole.

sic morphological operations: erosion and dilation [45, 52]. The mathematical definitions of the morphological erosion and dilation are reproduced as follows: Suppose $X$ is the set of foreground pixels defined in $\mathbb{Z}^2$. A Structure Element (SE) is a set $B$, also defined in $\mathbb{Z}^2$. Let $B_{xy}$ denote the translation of $B$ so that its origin is located at $(x, y)$. Then the erosion of $X$ by $B$ is defined as the set of all points $(x, y)$ such that $B_{xy}$ is included in $X$. That is,

$$X \ominus B \triangleq \{x : B_{xy} \subset X\} \quad (4.5)$$

Similarly, the dilation of $X$ by $B$ is defined as the set of all points such that $B_{xy}$ hits $X$, that is, they have a nonempty intersection:

$$X \oplus B \triangleq \{(x, y) : B_{xy} \cap X \neq \emptyset\} \quad (4.6)$$

Based on the two basic operations, the opening process and the closing process [45, 52] are defined as erosion followed by dilation and dilation followed by erosion respectively, with the same SE used for both erosion and dilation. That is,

$$X \circ B \triangleq X \ominus B \oplus B \quad (4.7)$$
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\[ X \bullet B \triangleq X \oplus B \ominus B \quad (4.8) \]

Opening process filters out the details of the image and removes the noise smaller than SE while the closing process fills gaps and holes smaller than SE. As a result, we apply a smoothing process as an opening process followed by a closing process on the image to remove protrusions as well as to fill holes:

\[ X \otimes B \triangleq X \circ B \bullet B = X \ominus B \oplus B \ominus B \ominus B \quad (4.9) \]

Since the holes or protrusions created by the pixel flipping techniques are usually no more than one pixel width, the following SE is used.

\[ SE = \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix} \quad (4.10) \]

It can be seen that the opening and closing process with the above SE can fill holes and remove protrusions due to the embedding; however, it may also remove the original one-pixel-width strokes in the original image. To preserve the one-pixel-width strokes, any two 8-connected neighboring pixels that are flipped simultaneously by the above smoothing process are flipped back. Denote the set of pixels flipped by the flipping-back process as \( F \).

\[ F \triangleq \{(x, y) : (x, y) \in D \text{ and } N_{xy} \cap D \neq \emptyset\} \quad (4.11) \]

where \( D = X \otimes B \cap X + X \otimes B \cap \overline{X} \) and \( N_{xy} \) is the set of 8-connected neighboring points of \((x, y)\). Finally, the proposed morphological smoothing (MS) technique is defined as an opening process followed by a closing process and then the above
flipping-back process:

\[ MS(X, B) \triangleq (X \otimes B \cap F) \cup (X \otimes B \cap \overline{F}) \]  (4.12)

We do the flipping-back process as above because the chance to flip two 8-connected pixels simultaneously by the embedding algorithm is very small [101, 112]. By doing so, we can preserve most of the one-pixel-width strokes in the original image. The trade off is that the embedding noise along the one-pixel-width strokes cannot be removed by the morphological smoothing process. The limitation of the morphological smoothing is that it cannot recover some flipped pixels such as COL pixels. For an embedding scheme which makes use of COL pixels, morphological smoothing does not work well.

4.3.2.2 De-noising the stair case pattern

Removing noisy pixels by not changing the smoothness and connectivity is difficult. In order to find a way to possibly recover the flipped pixels among these pixels such as COL pixels, we look into how the flipping of these pixels affects the edge contours. Very often, we find stair case patterns in cartoon images. The digital contour can be considered as a line digitized from an analog curve. As the digitization of a diagonal or curved line, the stair case patterns appear. For example, the pattern shown in Figure 4.23 is a possible digital representation of a straight slope. Very often, COL pixels appear in these patterns.

The locations of the corners, i.e., the locations where the edge lines change their directions, are important in the stair case patterns. As we have discussed in Section 4.2.2, there are eight different types of corners including four black and four white corners to make up all possible corners in a pixel block as indicated
As the consecutive corners of the same type along one contour are correlated very often when they are close, we can predict the location of a corner based on its nearby preceding and subsequent corners. For example, the type IV corners in Figure 4.23 can be predicted well by a linear equation. On the other hand, the corners are shifted due to the flipping in the embedding. Suppose the prediction error of the corner location before flipping is very small, then the resultant corner after flipping tends to stay further to the predicted location. Based on this observation, we propose a de-noising process by shifting the corner back closer to the predicted location. The shifting is done by flipping a pixel along stair case pattern. Since the locations of black and white corners are dependent with each other, we use black corners only. Without lost of generality, we first study the case that the corners are shifted horizontally.
We first obtain the locations of the corners in the sequence determined by the contour tracing. Next, the corners are divided into groups with each group formed by same type black corners consecutively. Suppose a group with $K$ corners with locations for the $k^{th}$ corner at $(x_k, y_k)$, $k = 1, 2, \ldots, K$, as shown in Figure 4.24. Since the corners are shifted horizontally, we consider $y_k$ as a function of $x_k$. Assume that the coordinates of the corner at $(x_k, y_k)$ together with its neighboring corners can be approximated by a polynomial function $f(x)$ with highest degree $2M - 1$. The function $f(x)$ can be written as:

$$f(x) = \sum_{i=0}^{2M-1} a_i x^i$$  \hspace{1cm} (4.13)

To estimate the column coordinate $y_k$ for the $k^{th}$ corner, we need to calculate the coefficients $a_i$, for $i = 0, 1, \ldots, 2M - 1$, based on $2M$ sampling points from $f(x)$. Obviously, one of the choices is the $M$ preceding and $M$ subsequent corners. Assume that these $2M$ corners are the sampling points from the curve $f(x)$. We have the following $2M$ equations:

$$\begin{align*}
y_{k-M} &= a_0 + a_1 x_{k-M} + \ldots + a_{2M-1} x_{k-M}^{2M-1} \\
y_{k-M+1} &= a_0 + a_1 x_{k-M+1} + \ldots + a_{2M-1} x_{k-M+1}^{2M-1} \\
\vdots \\
y_{k-1} &= a_0 + a_1 x_{k-1} + \ldots + a_{2M-1} x_{k-1}^{2M-1} \\
y_{k+1} &= a_0 + a_1 x_{k+1} + \ldots + a_{2M-1} x_{k+1}^{2M-1} \\
y_{k+2} &= a_0 + a_1 x_{k+2} + \ldots + a_{2M-1} x_{k+2}^{2M-1} \\
\vdots \\
y_{k+M} &= a_0 + a_1 x_{k+M} + \ldots + a_{2M-1} x_{k+M}^{2M-1}
\end{align*}$$  \hspace{1cm} (4.14)

Solve the above $2M$ equations to obtain the $2M$ coefficients $a_i$, for $i =$
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0, 1, \ldots, 2M - 1 and to estimate the column coordinate \( y_k \) for the given row \( x_k \). Denote the estimated \( y_k \) for the given \( x_k \) based on corners from both sides as \( y_k^B \). The prediction error is given by:

\[
e_k^B = |y_k^B - y_k|
\]  

In order to determine \( M \), we first look into how the pixel flipping affects the prediction errors. Let’s say the original error \( e = |f(x_k) - y_k| \) and the flipping shifts a corner \((x_k, y_k)\) to \((x_k, y'_k)\). The new error \( e' \) would be

\[
e' = \begin{cases} 
  e + 1 & \text{if } f(x_k) < y_k < y'_k \text{ or } f(x_k) > y_k > y'_k \\
  |e - 1| & \text{otherwise}
\end{cases}
\]  

(4.16)

If \( e \) is smaller than 0.5, the new error \( e' \) is always larger than the original error \( e \); otherwise, there is no guarantee that the original error is larger. Recall that we de-noise the image by making the prediction error smaller based on the assumption that the prediction error before flipping is small enough. As we mentioned earlier, we should lower the chance to flip the original pixels in the image when we de-noise the image in order not to confuse the classifier. Thus we can see that we expect to find a prediction method that can predict the corner location with error smaller than 0.5 for the original image. In practice, an ideal prediction method that gives error \( e \) for original images always smaller than 0.5 hardly exists. Instead, we expect that the prediction gives more error \( e \) smaller than 0.5. We study the distributions of the prediction errors from all the original testing images using polynomials with different \( M \). Shown in Figure 4.25 is the distribution for \( e_k^B \) in different ranges \([0, 0.5)\), \([0.5, 1)\) and \([1, +\infty)\).

From the distribution, we can see that the linear prediction using \( M = 1 \) is the
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Figure 4.25: Probability of occurrence of $e_k^B$ in different ranges $[0, 0.5)$, $[0.5, 1)$ and $[1, +\infty)$. The best choice as it has most errors less than 0.5.

Besides the above estimation, we may also estimate $y_k$ based on $2M$ preceding or $2M$ subsequent corners. These two estimations are important because of the existence of singular points [14]. Around a singular point, the edge contour may be well predicted based on corners from one side but not from both sides. Correspondingly, we can obtain the estimated column coordinate denoted as $y_k^L$ and $y_k^R$, respectively. Similarly, the distance between the estimated corners and the actual corner is denoted as $e_k^L$ and $e_k^R$ can be calculated by

$$e_k^L = |y_k^L - y_k|$$ (4.17)

$$e_k^R = |y_k^R - y_k|$$ (4.18)

We also study the distribution of the prediction errors $e_k^L$ and $e_k^R$. Figure 4.26 shows the distribution of $e_k^L$. The distribution of $y_k^R$ is similar to the distribution
of \( y^L_k \). We observe that \( M = 1 \) is also the best choice.

Suppose we can flip a pixel to shift the corner at \((x_k, y_k)\) to \((x_k, y'_k)\) without creating a new type of black corner within the \(3 \times 3\) block centered at the pixel to be flipped. We compute the three new estimation errors \( \hat{e}^L_k = |y^L_k - y'_k| \), \( \hat{e}^B_k = |y^B_k - y'_k| \) and \( \hat{e}^R_k = |y^R_k - y'_k| \) after the shifting. We shift all the black corners along the stair case pattern if the shifting satisfies the following conditions: After shifting, \( \hat{e}^L_k < e^L_k \), \( \hat{e}^B_k < e^B_k \) and \( \hat{e}^R_k < e^R_k \).

It should be noticed that some of the three estimations may not be applicable in some cases and the corresponding errors cannot be computed. In that case, we ignore the inapplicable errors. When only one of the three estimations is applicable, we do not shift the corner unless the estimation errors become 0 after shifting. For example, we only have \( \hat{e}^L_k \) and \( e^L_k \) for the last corner in each group, we do not shift the corner unless \( \hat{e}^L_k = 0 \). The additional condition here is to reduce the chance of flipping original pixels in the end points.
When a corner is shifted vertically by flipping a pixel, we consider $x_k$ as a function of $y_k$ instead. We then predict $x_k$ based on the preceding and subsequent corners to obtain the prediction error. Similar rules as above is used in the de-noising process to de-noise the image.

4.3.3 Selection of distortion measure

In order to select distortion measures for feature extraction as well as to see the effectiveness of the de-noising process in recovering the original pixels as we showed in Figure 4.21, we apply Analysis of Variance (ANOVA) similarly to [6]. ANOVA [94] is used to test the hypotheses below about the differences between two or more means.

$H_0 : \mu_1 = \mu_2 = \mu = \ldots \mu_k$

$H_1 : \text{at least one } \mu_i \neq \mu_j, \text{ for } i \neq j$

The value $\mu_1, \mu_2, \ldots, \mu_k$ are the means of samples from the first, second, and $k^{th}$ set of samples. The $F$ test is to test the hypothesis that these mean values are equal. In our problem, we have $k = 2$. We use $F$ test to see how the features from stego images differ from those from original image statistically. We perform the ANOVA test for each embedding scheme separately. The purpose is to see whether or not the features calculated based on the distortion measures will be affected statistically by the embedding schemes. We use $F$ test as the test statistics with $k - 1$ and $N - k$ degree of freedom, where $N$ is the total number of test images [94]. We reject $H_0$ if the score is larger than the critical value related with the confidence level. More details of this test can be found in [94].
In our problem, we use $F$ test to evaluate how the features from stego images differ from those from original image statistically.

We apply the tests for the following embedding schemes: Tseng’s scheme [101], Wu’s scheme [112], Yang & Kot’s scheme [117], Kim’s scheme [67], Pan’s scheme [88] and Mei’s scheme [83]. In each of our tests, a vector of features calculated from cover images and a vector of features calculated from stego images using the same distortion measure are tested. The stego images are generated by hiding randomly generated message bits into the cover images by the embedding scheme. It is expected that the features from cover images are statistically different from those in the stego images. The following four distortion measures are used to calculated the distortion score: mean-square error (MSE), edge line segment similarity measure (ELSSM), distance-reciprocal distortion measure (DRDM) [75], change of smoothness and connectivity measure (CSCM) [22].

The results of ANOVA are given in Table 4.3. In this table, the ranking of the $F$ score in each row indicate the ranking of the features in evaluating the difference between stego and cover images, where the highest score indicates the distortion measure based feature that responds most strongly. The confidence level we choose is 0.95. The critical value at this confidence level is around 4. Since all the scores are much larger than the critical value, we can make a conclusion that the features calculated from stego images are quite different from that from original images. From Table 4.3 we can see that the score calculated based on ELSSM is the highest in each row, which implies that the distortion score based on ELSSM is the best individual feature for discrimination.

Although ANOVA can test each individual measure, it has not taken the inter-correlation of these measures into consideration and some of the features
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Table 4.3: $F$ score of ANOVA.

<table>
<thead>
<tr>
<th>Embedding scheme</th>
<th>MSE</th>
<th>ELSSM (m=3)</th>
<th>DRDM (m=3)</th>
<th>DRDM (m=5)</th>
<th>CSCM (m=3)</th>
<th>CSCM (m=5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tseng’s (16 × 16)</td>
<td>33361</td>
<td>39518</td>
<td>37986</td>
<td>39353</td>
<td>30950</td>
<td>25680</td>
</tr>
<tr>
<td>Yang &amp; Kot’s (3 × 3)</td>
<td>972</td>
<td>1746</td>
<td>1144</td>
<td>1148</td>
<td>946</td>
<td>823</td>
</tr>
<tr>
<td>Yang &amp; Kot’s (4 × 4)</td>
<td>1244</td>
<td>2149</td>
<td>1491</td>
<td>1466</td>
<td>1237</td>
<td>1135</td>
</tr>
<tr>
<td>Yang &amp; Kot’s (5 × 5)</td>
<td>1090</td>
<td>1818</td>
<td>1247</td>
<td>1237</td>
<td>1020</td>
<td>918</td>
</tr>
<tr>
<td>Wu’s (8 × 8)</td>
<td>3816</td>
<td>6079</td>
<td>4585</td>
<td>4831</td>
<td>4401</td>
<td>2658</td>
</tr>
<tr>
<td>Wu’s (12 × 12)</td>
<td>2299</td>
<td>3645</td>
<td>2891</td>
<td>3033</td>
<td>2507</td>
<td>1723</td>
</tr>
<tr>
<td>Wu’s (16 × 16)</td>
<td>1850</td>
<td>3098</td>
<td>2256</td>
<td>2353</td>
<td>2033</td>
<td>1489</td>
</tr>
<tr>
<td>Mei’s</td>
<td>256</td>
<td>296</td>
<td>271</td>
<td>284</td>
<td>100</td>
<td>73</td>
</tr>
<tr>
<td>Pan’s</td>
<td>481</td>
<td>1023</td>
<td>568</td>
<td>569</td>
<td>649</td>
<td>524</td>
</tr>
<tr>
<td>Kim’s</td>
<td>610</td>
<td>632</td>
<td>312</td>
<td>308</td>
<td>443</td>
<td>341</td>
</tr>
</tbody>
</table>

may be redundant. We use sequential forward floating search method (SFFS) [92] to search for the combination of image distortion measures that yields the best classification results. Suppose $k$ features are selected to form set $F_k = \{f_1, f_2, \ldots, f_k\}$. We have the following steps.

1. Select the most significant feature $f_{k+1}$ from the available features to form new set $F_{k+1}$.

2. From the remaining features, add each feature by including which the classification result improves the most.

3. Find the least significant feature in the current feature set. If the last added feature is the least significant feature, then return step 2. Otherwise, remove the least significant feature to form a new set and repeat this step.

4. Stop when the classification result cannot be improved.
Table 4.4: Selected features from SFFS.

<table>
<thead>
<tr>
<th>Embedding scheme</th>
<th>MSE</th>
<th>ELSSM</th>
<th>DRDM (m=3)</th>
<th>DRDM (m=5)</th>
<th>CSCM (m=3)</th>
<th>CSCM (m=5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tseng’s (16 × 16)</td>
<td></td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yang &amp; Kot’s (3 × 3)</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>Yang &amp; Kot’s (4 × 4)</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>Yang &amp; Kot’s (5 × 5)</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>Wu’s (8 × 8)</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>Wu’s (12 × 12)</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>Wu’s (16 × 16)</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>Mei’s</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pan’s</td>
<td>√</td>
<td>√</td>
<td></td>
<td></td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>Kim’s</td>
<td>√</td>
<td>√</td>
<td></td>
<td></td>
<td>√</td>
<td>√</td>
</tr>
</tbody>
</table>

In Table 4.4, we use ‘√’ to show the features that are selected by the sequential forward floating search method.

4.3.4 Support vector machine

The support vector machines (SVM) [27] are classification tools for solving machine learning problems based on recent advance in statistical learning theory. They are powerful tools for two-class classification. Denote the training data pair \( \{ f_i, c_i \}, i = 1, 2, \ldots, N \), where \( f_i \) is a feature vector and \( c_i \) is either +1 or -1 for positive or negative patterns. Each \( f_i \) is a vector of scaled value to avoid variables in greater numeric ranges dominate those in smaller numeric ranges. Suppose a hyper-plane which separates the two classes exists, the data point \( f_i \) which lies on the hyper-plane satisfies

\[
\mathbf{w}^T \mathbf{f}_i + b = 0 \tag{4.19}
\]
where \( \mathbf{w} \) is the normal to the hyper-plane \([13,122]\). Let \( d_1 \) and \( d_2 \) be the distance from the hyper-plane to the nearest positive and negative data point respectively. The margin is defined as \( d = d_1 + d_2 \). In a linearly separable case, the support vector machine searches for the hyper-plane by maximize the margin \( d \). It can be formulated as follows: if a separating hyper-plane exists, then all the training data satisfy the following constraints \([13,122]\):

\[
\mathbf{w}^T \mathbf{f}_i + b \geq 1 \text{ if } c_i = +1 \\
\mathbf{w}^T \mathbf{f}_i + b \leq -1 \text{ if } c_i = -1
\]

By introducing positive Lagrange multiplier \( \gamma_i \), the following Lagrangian formulation can be constructed \([13,122]\):

\[
L = \frac{1}{2} \| \mathbf{w} \|^2 - \sum_{i=1}^l \gamma_i [c_i (\mathbf{f}_i \cdot \mathbf{w} + b) - 1]
\]

From the gradient of \( L \) with respect to \( \mathbf{w} \) and \( b \), the optimal value of \( \mathbf{w} \) and \( b \) can be given by:

\[
\mathbf{w} = \sum_{i=1}^N \gamma_i \mathbf{f}_i c_i
\]

\[
b = \frac{1}{N} \sum_{i=1}^N (c_i - \mathbf{w}^T \mathbf{f}_i)
\]

Once we obtained the trained SVM, we use it to classify a given test image with feature \( \mathbf{x} \). If \( \mathbf{w}^T \mathbf{x} + b \geq 0 \), the image is classified as stego image, other-
wise classified as original image. For non-linearly separable case, the learning machine maps the input feature vectors to a higher dimensional space where a linear hyper-plane is located. The transformation from the non-linear feature space to linear higher dimensional space is done by using kernel function. In our experiment, radial basis function is adopted.

4.3.5 Experimental results

To evaluate the proposed steganalysis technique, we have conducted experiments on more than 5000 images download from the website of the Laboratory for Engineering Man/Machine Systems (LEMS), Brown University [2]. A set of sampling test images are shown in Figure 4.27. The following six different embedding schemes are tested in our experiments: Tseng’s scheme [101], Wu’s scheme [112], Yang & Kot’s scheme [117], Kim’s scheme [67], Pan’s scheme [88] and Mei’s scheme [83]. In particular, for Wu’s scheme and Yang & Kot’s scheme, three different block sizes are used. Random messages are generated and embedded by different schemes to generate the stego images. We apply both de-noising methods to remove noise in different patterns to obtain the reference image for calculating the distortion score. We first evaluate the system with each embedding algorithm individually. We randomly select half of the original images and the corresponding stego images for the training. The rest are used for testing using the trained SVM. We do multiple tests to get the average of the test. The SVM implementation from LIBSVM [19] is used. The classification results from the two best individual features are given in Table 4.5. Our experiments show that other individual features give poor results.

The results based on the combination of features that yields the best results
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Figure 4.27: Some example of test images from the database.
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Table 4.5: The detection results for individual embedding scheme based on the individual features.

<table>
<thead>
<tr>
<th>Embedding Scheme</th>
<th>ELSS False Alarm</th>
<th>ELSS Missing Rate</th>
<th>DRDM(m=5) False Alarm</th>
<th>DRDM(m=5) Missing Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tseng’s (16 × 16)</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Wu’s (8 × 8)</td>
<td>5.4%</td>
<td>8.9%</td>
<td>7.7%</td>
<td>12.4%</td>
</tr>
<tr>
<td>Wu’s (12 × 12)</td>
<td>8.3%</td>
<td>14.5%</td>
<td>10.5%</td>
<td>17.3%</td>
</tr>
<tr>
<td>Wu’s (16 × 16)</td>
<td>13.4%</td>
<td>23.2%</td>
<td>16.4%</td>
<td>24.5%</td>
</tr>
<tr>
<td>Yang &amp; Kot’s (3 × 3)</td>
<td>13.2%</td>
<td>22.0%</td>
<td>16.1%</td>
<td>22.4%</td>
</tr>
<tr>
<td>Yang &amp; Kot’s (4 × 4)</td>
<td>11.1%</td>
<td>15.9%</td>
<td>15.3%</td>
<td>19.3%</td>
</tr>
<tr>
<td>Yang &amp; Kot’s (5 × 5)</td>
<td>12.5%</td>
<td>14.7%</td>
<td>17.5%</td>
<td>18.8%</td>
</tr>
<tr>
<td>Kim’s</td>
<td>15.7%</td>
<td>33.4%</td>
<td>19.2%</td>
<td>35.7%</td>
</tr>
<tr>
<td>Pan’s</td>
<td>14.8%</td>
<td>30.6%</td>
<td>18.9%</td>
<td>33.5%</td>
</tr>
<tr>
<td>Mei’s</td>
<td>25.2%</td>
<td>40.3%</td>
<td>25.3%</td>
<td>39.8%</td>
</tr>
</tbody>
</table>

are given in Table 4.6. From the results, we can see that we can classify all stego images created by Tseng’s method. It implies the limitation of the flipping that does not take smoothness into consideration. For other schemes which mainly use COL pixels, the capacity is the major reason that affects the results. For Mei’s scheme, the detection performance is the worst as the payload is the lowest.

We also evaluate the steganalysis system for the ensemble of the different schemes. Ten different sets of original images with 500 images per set are embedded with the ten embedding scheme as shown in Table 4.6 (including using different block size). Half of the original images and the stego images created by various embedding schemes are used for training and the other half are used for testing. The results are given in Table 4.7. We can see that the trained steganalyzer can detection messages hidden by different embedding schemes. However, stego images generated by algorithms with relatively lower embedding payload such as Mei’s scheme make the detection of hidden message
Table 4.6: The detection results for individual embedding scheme based on the best combination of features.

<table>
<thead>
<tr>
<th>Embedding Scheme</th>
<th>False Alarm</th>
<th>Missing Rate</th>
<th>Average Flipping</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tseng’s (16 × 16)</td>
<td>0.0%</td>
<td>0.0%</td>
<td>35</td>
</tr>
<tr>
<td>Wu’s (8 × 8)</td>
<td>2.5%</td>
<td>4.9%</td>
<td>93</td>
</tr>
<tr>
<td>Wu’s (12 × 12)</td>
<td>3.6%</td>
<td>10.0%</td>
<td>39</td>
</tr>
<tr>
<td>Wu’s (16 × 16)</td>
<td>9.8%</td>
<td>19.4%</td>
<td>21</td>
</tr>
<tr>
<td>Yang &amp; Kot’s (3 × 3)</td>
<td>9.6%</td>
<td>19.0%</td>
<td>27</td>
</tr>
<tr>
<td>Yang &amp; Kot’s (4 × 4)</td>
<td>7.1%</td>
<td>13.9%</td>
<td>33</td>
</tr>
<tr>
<td>Yang &amp; Kot’s (5 × 5)</td>
<td>8.7%</td>
<td>16.1%</td>
<td>31</td>
</tr>
<tr>
<td>Kim’s</td>
<td>10.7%</td>
<td>26.1%</td>
<td>15</td>
</tr>
<tr>
<td>Pan’s</td>
<td>11.8%</td>
<td>22.6%</td>
<td>18</td>
</tr>
<tr>
<td>Mei’s</td>
<td>22.8%</td>
<td>38.3%</td>
<td>13</td>
</tr>
</tbody>
</table>

Table 4.7: The detection results for ensemble schemes.

<table>
<thead>
<tr>
<th>Embedding Scheme</th>
<th>False Alarm</th>
<th>Missing Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ensemble</td>
<td>9.7%</td>
<td>19.9%</td>
</tr>
</tbody>
</table>

difficult as we can see from the missing rate at 19.9%.

4.4 Summary

In this Chapter, we first propose a new objective distortion measure for binary images by calculating the edge line segment similarity. This measure is proposed based on how the overall shape of edges are affected by flipping some of the pixels. Compared with DRDM which works well when flipping non-edge pixels is involved, our approach emphasizes the importance of connectivity which is a good distortion measure for flipping edge pixels. Another advantage is that the new measure considers a block with flexible size automatically instead of fixed 3×3 or 5×5 block which is often used in CSCM and DRDM. The distortion score by the proposed method is calculated based on the similarity between the edge
line segments in the original and distorted images. Our experimental results show strong correlation with subjective assessment. Besides using the measure to evaluate the performance of the pixel flipping algorithms in [21, 83, 101, 112, 113, 117], we can use this measure to select the most flippable pixel from clean text images or high quality binary graphic images when hiding information, provided that the selected pixels are at least one pixel apart from each other. This measure is suitable for evaluating distortion from individually flipped pixel only. It does not work for the cases where two 8-connected neighboring pixels are flipped simultaneously. It does not work for halftone images as halftone images as the edge lines in halftone images are different from those in text or cartoon images.

After the proposed distortion measure, we propose a steganalysis technique for binary cartoon images. The proposed detection approach is based on the hypothesis that the embedding of the message makes the image less smooth or predictable. The proposed method is suitable for the steganalysis of high quality cartoon images. Two de-noising process for binary images are proposed to remove noisy pixels added into different image patterns. The first de-noising process based on opening and closing process is applied to fill holes and remove protrusions due to data hiding. The second de-noising method by shifting corners in the stair case patterns is proposed to recover the flipped pixels. By flipping these pixels, corners are shifted. The new proposed edge line segment similarity measure together with other binary image distortion measures are used to calculate the distortion scores, which are used as the features for classification. ANOVA is used to analyze the features to distinguish original cover images and stego images. The ANOVA results show that the distortion score between an original image and its de-noised version is different from that be-
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tween a stego image and its de-noised version. Thus the proposed de-noising process are effective in removing the noise. A sequential forward floating search method is used to search for the combination of the features that yields the best classification results. Support vector machines are used to classify the stego images from original images. The experimental results show that the steganalysis of schemes that mostly use COL pixels is more difficult. However, for binary graphic images which contain stair case patterns, we can use of the location correlation among close corners for the detection. It implies that, besides the smoothness and connectivity, the selection of flippable pixels should also take the location correlation among consecutive corners along the same edge into consideration. The performance could be improved with a better de-noising technique or a better distortion measure. As we assume the edge contour of an image should be smooth before flipping, the detection scheme is not suitable for scanned images.
Chapter 5

Halftone Image

5.1 Introduction

As we have discussed in Section 2.2, different data hiding schemes for halftone images are proposed while detection of data hiding in halftone image is only discussed in [53]. The proposed method in [53] is based on an average low pass filtering followed by a wavelet statistic feature extraction and a fisher linear discrimination classifier. A low pass filtering is used instead of inverse halftoning based on the comment that “inverse halftoning techniques do not give much benefit since they often smooth away the ‘noise’ caused by the embedded message” [53]. However, we find that this is not always the case and some inverse halftoning algorithms can highlight the embedding noise instead of smoothing it away and thus provide more accurate results in detecting hidden messages.

In this Chapter, we present a steganalysis technique for halftone image based on inverse halftoning. Halftone image is a special type of binary image different from binary cartoon image or text image where edge lines are distinctive.
Halftone image is generated by applying halftoning process on a gray level image to make it look like a gray level image.

There are two main kinds of halftoning methods: ordered dithering [7] and error diffusion [34]. Denote an 8-bits $M \times N$ natural gray level image as $f = \{f(i,j), i = 0,1,\ldots,M-1, j = 0,1,\ldots,N-1\}$ and the corresponding output halftone image of the halftoning process as $b = \{b(i,j), i = 0,1,\ldots,M-1, j = 0,1,\ldots,N-1\}$. In ordered dithering, the pixel $f(i,j)$ of the gray level image $f$ is compared with a threshold pattern or screen to determine the binary output, i.e.,

$$b(i,j) = \begin{cases} 255 & f(i,j) > T(i,j) \\ 0 & \text{otherwise} \end{cases}$$

(5.1)

where $T(i,j)$ is a varying threshold determined by the dither screen and 0 and 255 represent the values of black and white pixels respectively. A commonly used dithering screen in [20] is shown in Table 5.1. There are two major variants of ordered dithering [7,102]:

1. Dispersed dot dithering: If consecutive threshold values are placed far from each other within the matrix, halftoning of an image will produce dispersed micro-dots.

2. Clustered dot dithering: If consecutive threshold values are placed in a special sequence within the matrix, halftoning of an image will produce larger clustered dots.

Halftoning by error diffusion is more complicated. The halftoning error is fed forward to its adjacent neighbors using a kernel, and the sum of image pixel
intensity and the error from the past pixels is compared with a fixed threshold $T$ to determine the binary output. To implement error diffusion, one can compute the following three equations for each pixel in the scanning order [34]:

1. Calculate $u(i, j)$ as:

$$u(i, j) = f(i, j) + \sum_{m,n} k(m, n)e(i - m, j - n)$$  \hspace{1cm} (5.2)

where $k(m, n)$ is determined by the kernel being used. Two commonly used kernels, i.e., the Javis kernel and the Floyd and Steinberg kernel [102], are shown in Table 5.2 and Table 5.3, respectively.

2. Compute binary output as:

$$b(i, j) = \begin{cases} 
255 & u(i, j) > T \\
0 & \text{otherwise} 
\end{cases}$$  \hspace{1cm} (5.3)

3. Compute the halftone error at pixel $(i, j)$

$$e(i, j) = u(i, j) - b(i, j)$$  \hspace{1cm} (5.4)
Table 5.2: Javis kernel.

\[
\begin{array}{ccc}
3 & 5 & 7 & 5 \\
1 & 3 & 5 & 3 \\
\end{array}
\]

Table 5.3: Floyd and Steinberg kernel.

\[
\begin{array}{ccc}
3 & 5 & 7 \\
\end{array}
\]

As we mentioned in Chapter 2, data hiding in a halftone image can be classified into two groups depending on the knowledge of the original gray level image. The first kind of approaches of data hiding in a halftone image is done by flipping the pixels in the halftone image from black to white or vice versa without the knowledge of original gray level image. In [41,42], data hiding self toggling (DHST), data hiding pair toggling (DHPT) and data hiding smart pair toggling (DHSPT) are proposed. In DHST, the information is hidden at pseudorandom locations in the halftone image by forcing the pixels at these locations to be black or white. In DHPT, DHST is applied first and a complementary pixel is chosen randomly for flipping from the $3 \times 3$ neighborhood of each flipped pixel during DHST. By doing so, the local intensity is maintained. The DHSPT improves on DHPT by choosing the complementary pixel to achieve smaller salt and pepper clusters. Later in [43] the idea of data hiding with intensity selection is proposed to select the best location from a set of candidate locations for embedding each information bit. This idea is applied to DHST, DHPT and DHSPT to get three new algorithms: data hiding self toggling with intensity selection (DHST-IS), data hiding pair toggling with intensity selection (DHPT-IS) and data hiding smart pair toggling with intensity selection (DHSPT-IS). Generally, DHST is the basic scheme to hide information. It is also discussed in some other papers...
for multi-resolution binary image embedding [109] or integrity protection and authentication [66] by using DHST. These DHST based schemes can be applied to most of halftone images; however, when they applied to clustered dot halftone images, clusters in the halftone image will be destroyed and visible distortion such as holes will be created in the clustered dot very often.

The second kind of approaches of data hiding in a halftone image is done with the knowledge of the original gray level image. Instead of flipping pixels, these data hiding methods usually modify the halftoning method to obtain the halftone image that contains hidden message. In [44], data hiding error diffusion (DHED) and modified data hiding error diffusion (MDHED) are proposed by modifying the error diffusion algorithm. In both methods, the original gray level image is known and the pixel values at the locations determined by the pseudorandom key are first determined according to the message to be hidden. Then the error diffusion algorithm is applied to obtain the binary output for the rest of the pixels. The error due to the embedding is also considered in the error diffusion. In DHED, the embedding error is fed forward. In MDHED, the embedding error is fed both forward and backward. Although the original gray level image is needed in the embedding, the extraction of hidden message is the same as that for DHST, i.e., the extraction of hidden message only needs the stego halftone image with hidden information and the pseudorandom locations used to hide the message. As this kind of data hiding approaches do not rely any other side information in the extraction, steganalysis is worthwhile with the same reason as for the first kind of data hiding approaches. These two types of data hiding algorithms can be simplified and summarized as shown in Figure 5.1. The input and output of the halftoning process $H(\cdot)$ are denoted as $f$ and $b$ respectively. Both $b$ and $f$ are possibly the input of the embedding process.
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Figure 5.1: The embedding system.

\[ \text{Figure 5.1: The embedding system.} \]

\[ E(\cdot), \text{ whose output is denoted as } s. \text{ We have:} \]

\[ b = H(f) \quad (5.5) \]

\[ s = E(f, H(f)) \quad (5.6) \]

Since a halftone image is the output of the halftoning process, it may not be appropriate to consider any halftone image as the original image. Instead, we consider a halftone image output of a predefined halftoning process as a natural halftone image when the input is a natural gray level image. The halftone image with a hidden message is called unnatural or stego halftone image.

In this Chapter, we propose a general technique for the steganalysis of halftone images. We focus on dispersed dot ordered dithering and error diffusion images with the commonly used screens or kernels. For halftone image such as clustered dot ordered dithering image, there is no good data hiding algorithm for clustered dot ordered dithering image to the best of our knowledge. The reason is that randomly flipping of pixels from clustered dot image may create holes in the clusters of the image, as we have discussed earlier. In section 5.3, filtering based inverse halftoning and its performance in steganalysis is investigated. In section 5.4, projection algorithm is applied and its performance in steganalysis is also investigated. The summary is given in the last section.
5.2 A general method

Inspired by the steganalysis techniques [53,77] for gray level image and the fact that a halftone image is obtained by applying halftoning process on a gray level image, we extend the scheme in [53] to a general method as shown in Fig. 5.2 for the steganalysis of halftone images. We apply inverse halftoning on the halftone image to reconstruct the gray level image. The original natural gray level image has certain image statistics which may still be retained in the reconstructed image, while the data hiding process in a halftone image is likely to change some of these statistics. In what follows, we focus on the selection of different inverse halftoning processes and study their application in steganalysis. We first define the inverse halftoning process as $G(\cdot)$ with halftone image $\hat{b}$ and inverse halftoning gray level image $\hat{f}$ as the input and output of $G(\cdot)$ respectively.

$$\hat{f} = G(\hat{b})$$

In the steganalysis, $\hat{b}$ is either a natural halftone image $b$ or a stego image $s$. The purpose of steganalysis is to identify if the input image $\hat{b}$ is a natural halftone image $b$.

We define the halftone noise $n_H = G(H(f)) - f$ and embedding noise $n_E = G(E(f, H(f))) - G(H(f))$. After applying inverse halftoning process, the focus of steganalysis is now on gray level image, i.e., differentiate $G(H(f))$ from $G(E(f, H(f)))$. The difficulty is due to the introduction of halftoning noise. The task here is to determine the existence of embedding noise with the presence of halftoning noise. A good inverse halftoning process for the use of steganalysis should keep the trace of embedding, i.e, the embedding noise. As halftoning
noise could be mistaken as the embedding noise, it could be beneficial to minimize the halftoning noise by choosing a proper inverse halftoning algorithm.

### 5.2.1 Feature extraction and classification

It has been shown in [77] that the wavelet image statistics defined in [77] are effective for the steganalysis of gray level images. In this Chapter, we use the same statistic features to differentiate the reconstructed gray level images based on natural halftone images from the reconstructed gray level images based on stego halftone images.

These are basically subband/wavelet image statistics obtained by decomposing the image recursively based on quadrature mirror filters (QMF). The image is first decomposed into vertical, horizontal, diagonal and low frequency subbands by convolving the image with the low-pass and high-pass QMF along the two image axes. The decomposition is obtained next by first down-sampling the last step low frequency subband by 2 and then followed by the QMF. The vertical, horizontal, and diagonal subbands at each step \( i \) are denoted as \( V_i, H_i, D_i \) respectively, for \( i = 1, 2, \ldots, K \). A set of predicted coefficients \( EV_i, EH_i, ED_i \) for \( V_i, H_i, D_i \) are also calculated. The mean, variance, skewness and kurtosis of these \( 6K \) coefficients including \( V_i, H_i, D_i, EV_i, EH_i, \) and \( ED_i \), for \( i = 1, 2, \ldots, K \), are then calculated as the features. In our implementation, we use \( K = 3 \) to obtain 72 dimension feature as used in [77].
5.3. Filtering based methods

Similar to Chapter 4, we use SVM [27] as a two-class classifier and we use the implementations in [19] in our tests. Our problem is to differentiate stego images from natural halftone images by examining the statistic features from their reconstructed gray level images.

5.3 Filtering based methods

One type of inverse halftoning algorithms is the filtering based techniques. Methods based on this technique usually aim at producing a gray level image \( \hat{f} \) such that it appears similar to the original image \( f \) by minimizing the error in a statistical sense between \( \hat{f} \) and \( f \).

5.3.1 Fixed low pass filter

A basic form of inverse halftoning is to use a finite impulse response (FIR) low pass filter. We first observe the detection performance when a low pass filter is applied in the inverse halftoning process. In order to minimize the halftone noise \( n_H \), we find a suitable filter that minimizes the mean square error (MSE) between \( \hat{f} \) and \( f \). Suppose a low pass filter with an impulse response \( W = \{ W(m, n), -N_W \leq m, n \leq N_W \} \) is applied to a binary image \( \hat{b} \), we have

\[
\hat{f}(i, j) = \sum_{m=-N_W}^{N_W} \sum_{n=-N_W}^{N_W} W(m, n) \hat{b}(i - m, j - n)
\]  

(5.8)
When evaluated throughout all possible pixels \((i, j)\) from an \(M \times N\) image, (5.8) can be expressed in matrix representation as:

\[
\hat{f} = Qw
\]  

(5.9)

where the vector \(\hat{f}\) and \(w\) are formed by stacking all possible elements of \(\hat{f}\) and \(W\), respectively. The matrix \(Q\) contains all the coefficients \(\hat{b}\) as specified in (5.8).

\[
w = \begin{bmatrix}
    w(0) \\
    \vdots \\
    w(i) \\
    \vdots \\
    w(4N_w^2 + 4N_W)
\end{bmatrix}
\]

\[
= \begin{bmatrix}
    W(-N_W, -N_W) \\
    \vdots \\
    W(\lfloor \frac{i}{2N_W + 1} \rfloor - N_W, \text{mod}(i, 2N_W + 1) - N_W) \\
    \vdots \\
    W(N_W, N_W)
\end{bmatrix}
\]  

(5.10)

where \(\lfloor \cdot \rfloor\) is the floor operation and \(\text{mod}(x, y)\) is the modular operation of \(x\) over \(y\), \(w(i)\) is the \(i^{th}\) element of \(w\) and \(W(x, y)\) represents the element of \(W\) at
\( (x, y) \).

\[
\hat{f} = \begin{bmatrix}
\hat{f}(0) \\
\vdots \\
\hat{f}(i) \\
\vdots \\
\hat{f}((M - 2N_W)(N - 2N_W) - 1)
\end{bmatrix}
\]

\[
= \begin{bmatrix}
\hat{f}(N_W, N_W) \\
\vdots \\
\hat{f}(\left\lfloor \frac{i}{N - 2N_W} \right\rfloor + N_W, \text{mod}(i, N - 2N_W) + N_W) \\
\vdots \\
\hat{f}(M - N_W - 1, N - N_W - 1)
\end{bmatrix}
\]  \hspace{1cm} (5.11)

\[
Q = \begin{bmatrix}
q_0, \ q_1, \ \cdots, \ q_j, \ \cdots, \ q_{4N_W^2 + 4N_W}
\end{bmatrix}
\]  \hspace{1cm} (5.12)
where

\[ q_j = \begin{bmatrix} q(0, j) \\ \vdots \\ q(i, j) \\ \vdots \\ q((M - 2N_W)(N - 2N_W) - 1, j) \end{bmatrix} = \begin{bmatrix} \hat{b}(2N_W - \lfloor \frac{j}{2N_W + 1} \rfloor, 2N_W - \text{mod}(j, 2N_W + 1)) \\ \vdots \\ \hat{b}\left(\lfloor \frac{i}{N - 2N_W} \rfloor - \lfloor \frac{j}{2N_W + 1} \rfloor + 2N_W, \text{mod}(i, N - 2N_W) - \text{mod}(j, 2N_W + 1) + 2N_W \right) \\ \vdots \\ \hat{b}(M - 1 - \lfloor \frac{j}{2N_W + 1} \rfloor, N - 1 - \text{mod}(j, 2N_W + 1)) \end{bmatrix} \]

The unknown \( w \) is determined by the least square estimation similar to [77] to get

\[ w = (Q^TQ)^{-1}Q^Tf \quad (5.13) \]

where \( f \) is formed by stacking all possible elements of the gray level image \( f \).

Although different images may yield different \( w \)'s, or equivalently, \( W \)'s, to get the minimum mean square error, the difference is small and a low pass filter obtained from one image can be applied to another image [20]. Similar to [20], we use the standard 512 × 512 Lena, Pepper and Jet images to obtain \( W \). The size of the FIR filter \( W \) needs to be selected first. Table 5.4 shows the mean square error (MSE) and the peak signal to noise ratio (PSNR) between the original gray level images and the reconstructed gray images from different
Table 5.4: Minimum MSE (left) and Maximum PSNR (dB) (right) achieved by FIR filters with different sizes for three standards images.

<table>
<thead>
<tr>
<th>Filter size</th>
<th>5 × 5</th>
<th>7 × 7</th>
<th>9 × 9</th>
<th>11 × 11</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lena</td>
<td>99.6</td>
<td>64.89</td>
<td>93.7</td>
<td>65.50</td>
</tr>
<tr>
<td>Pepper</td>
<td>98.1</td>
<td>65.04</td>
<td>90.6</td>
<td>65.84</td>
</tr>
<tr>
<td>Jet</td>
<td>117.1</td>
<td>63.27</td>
<td>114.0</td>
<td>63.54</td>
</tr>
</tbody>
</table>

halftone images when different sizes of the FIR filter are selected. Generally, larger size filters produce smaller MSE, however, when the size is larger than 9 × 9, the improvement is minimal. In our implementation, we choose to use the 9 × 9 size and obtain three filters based on the standard Lena, Pepper and Jet images. The average of the three filters is used. It should be noted that the low pass filters that minimize the MSE or Maximize the PSNR between the natural and stego halftone images generated by different halftoning methods are obtained separately.

5.3.2 Experimental results

We use the 2812 natural continuous tone gray level image from the website of Vision Research Lab, University of California, Santa Barbara [1] as the test images. These gray level images are used to generate natural and stego halftone images. Three halftoning methods including one ordered dithering algorithm using the 8 × 8 Bay’s Dither matrix in [20] and the two error diffusion algorithms with Javis kernel and Steinberg kernel are used to generate the natural halftone images. For ordered dithering images, the previously mentioned six embedding algorithms including DHST, DHPT, DHSPT, DHST-IS, DHPT-IS, and DHSPT-IS are used to generate stego images for the detection. For error diffusion images, two additional embedding schemes DHED and MDHED men-
### Table 5.5: Classification results by the filtering based method.

<table>
<thead>
<tr>
<th>Halftoning method</th>
<th>Ordered dithering</th>
<th>ED(Javis)</th>
<th>ED(Steinberg)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TN</td>
<td>TP</td>
<td>TN</td>
</tr>
<tr>
<td>DHST</td>
<td>99.29</td>
<td>98.72</td>
<td>91.39</td>
</tr>
<tr>
<td>DHPT</td>
<td>100.00</td>
<td>99.29</td>
<td>89.33</td>
</tr>
<tr>
<td>DSHPT</td>
<td>100.00</td>
<td>99.29</td>
<td>91.25</td>
</tr>
<tr>
<td>DHST-IS</td>
<td>99.36</td>
<td>98.36</td>
<td>92.82</td>
</tr>
<tr>
<td>DHPT-IS</td>
<td>100.00</td>
<td>99.29</td>
<td>90.11</td>
</tr>
<tr>
<td>DSHPT-IS</td>
<td>100.00</td>
<td>99.22</td>
<td>91.75</td>
</tr>
<tr>
<td>DHED</td>
<td>-</td>
<td>-</td>
<td>77.24</td>
</tr>
<tr>
<td>MDHED</td>
<td>-</td>
<td>-</td>
<td>78.88</td>
</tr>
<tr>
<td>Combine</td>
<td>99.64</td>
<td>98.57</td>
<td>86.62</td>
</tr>
</tbody>
</table>

As mentioned earlier are tested, in addition to the above 6 embedding algorithms. We keep the same capacity as that in [44], i.e., \( \frac{4096}{512} MN = \frac{1}{64} MN \) bits for image size of \( M \times N \). We first evaluate individually the fixed low pass filter based detection scheme with each embedding algorithm and select randomly half of the natural halftone images and their corresponding stego images for training. The rest of the natural and stego halftone images are kept for testing using the trained SVM classifier. The results are shown in Table 5.5, where the true negative (TN) is the probability that a natural image is classified as natural image and the true positive (TP) is the probability that a stego image is classified as stego. From these results we can see that the detection of data hidden by DHED and MDHED is more difficult than the detection of data hidden by other schemes which hide data without the availability of original gray level image. This is expected as DHED and MDHED schemes make use of the original gray level image and the resultant stego image contains less embedding noise.

As the trained SVM classifier based on natural halftone images and stego halftone images generated based on one embedding scheme may not be a-
plicable for detecting hidden data embedded by other embedding scheme, a combining test for different embedding schemes is important. In a testing of $K$ embedding algorithms, all the natural images are divided into $K$ groups with the same number of images. These $K$ groups of natural images are embedded with the $K$ embedding schemes respectively to generate $K$ groups of stego images. Half of the natural images from each group and their corresponding stego images are used for the training and the other half are used for the testing. We perform tests for the halftone images generated by different halftoning methods. The results are shown in the last row in Table 5.5. From these results, we can see that the performances of the detector is related to the halftoning method and the detection of data hidden in ordered dithering images is easier than that in error diffusion images.

It is noted that the trained SVM classifier based on halftone images generated by one halftoning method may not work well for halftone images generated by another halftoning method and the halftone method is assumed to be known when the trained SVM classifier is applied in the above tests. Steganalysis without knowing the halftoning method used is more difficult as the statistics for halftone images generated by one halftoning method could be quite different from those generated by another halftoning method. To remove such a constraint in making the trained SVM classifier more robust, we need to use SVM to train halftone images generated by different halftoning methods, i.e., a two-class classifier with training images in each class including images by different embedding schemes combined with different halftoning approaches. We combine the natural halftone images generated by different halftoning methods as well as the corresponding stego halftone images generated by various embedding scheme in the training. In our experiments, we perform tests on the three
halftoning methods combined with 8 embedding schemes (excluding DHED and MDHED for ordered dithering images as DHED and MDHED are for error diffusion halftone images only) and get an overall detection accuracy of 92.05% for natural image and 92.87% for stego image. The results from the test are slightly worse than that the result of the average of all the individual tests; however, the trained SVM classifier can work for all the halftoning methods.

### 5.3.2.1 Comparison with other filters

A fixed filter has its limitation in minimizing the mean square error, instead, adaptive inverse halftoning algorithm using a varying filter is proposed in [20], where image pixels are first classified into low, middle and high variance pixels according to their local variances and then three different filters are applied on the three groups of pixels respectively. It has been shown in [20] that partitioning the pixels into three categories including low, middle and high variance is sufficient to decrease the mean square error. Besides the varying low pass filter, other filters such as an average filter is proposed in [53] where heuristically selected average filter is used for steganalysis of the DHST scheme [66] in an ordered dithering image.

Table 5.6 shows the classification results (it combines all different embedding schemes) when an average low pass filter and a varying low pass filter are used. Comparing Table 5.6 with the result in the last row in Table 5.5, the average filter and varying filter provide worse results than those obtained using the fixed FIR filter.
Table 5.6: Classification results using different filters. The classifier are trained by combining different embedding schemes.

<table>
<thead>
<tr>
<th>Halftoning method</th>
<th>Ordered dithering</th>
<th>ED(Javis)</th>
<th>ED(Steinberg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Filter</td>
<td>TN</td>
<td>TP</td>
<td>TN</td>
</tr>
<tr>
<td>Average filter</td>
<td>93.55</td>
<td>94.47</td>
<td>80.13</td>
</tr>
<tr>
<td>Varying filter</td>
<td>96.72</td>
<td>96.56</td>
<td>86.91</td>
</tr>
</tbody>
</table>

5.4 Projection based methods

Different from filtering based method, the inverse halftoning problem in the projection approach is defined as follows. For a given halftone image \( b \) obtained from \( f \), the purpose of the projection based inverse halftoning is to find a gray level image \( \hat{f} \) such that it satisfies

\[ H(\hat{f}) = b \]  

(5.14)

in order to obtain the reconstructed image close to the original.

5.4.1 Projection for ordered dithering image

Inspired by the projection algorithm for error diffusion [108], we apply a projection algorithm for an ordered dithering image. Let \( \tilde{f} \) be an approximation of \( f \). The projection algorithm includes the following steps:

1. Set \((i, j)\) to be the first location in the scan direction of ordered dithering.

2. Perform one step of ordered dithering on \( \tilde{f}(i, j) \) to obtain:

\[
\tilde{b}(i, j) = \begin{cases} 
255 & \tilde{f}(i, j) > T(i, j) \\
0 & \text{otherwise}
\end{cases}
\]  

(5.15)
Figure 5.3: Center 100 × 100 pixel portion of reconstructed images from ordered dithering based natural and stego halftone image using projection method. The images in (a)-(f) are reconstructed from stego images with 4096 bits hidden by DHST, DHPT, DHSPT, DHST-IS, DHPT-IS and DHSPT-IS respectively. The image in (g) is reconstructed from natural ordered dithering image.
where $T(i, j)$ is the threshold determined by the halftoning kernel or the dithering screen.

3. If $\tilde{b}(i, j) = b(i, j)$, go to step 2 for the next pixel until the last pixel of the image.

4. If $\tilde{b}(i, j) \neq b(i, j)$, adjust $\tilde{f}(i, j)$ such that

$$
\tilde{f}(i, j) = \begin{cases} 
T(i, j) + 1 & \text{if } b(i, j) = 255 \\
T(i, j) & \text{if } b(i, j) = 0
\end{cases}
$$

The adjustment in step 4 sets $\tilde{b}(i, j) = b(i, j)$. We apply the varying low pass filter in [20], i.e., different filtering for each of the low, medium, and high-frequency regions, to obtain the approximated $\tilde{f}$ of $f$ as it provides better approximated $\tilde{f}$ for a natural image $f$ than other two filters based on the results in [20]. In the following, we show how the projection method helps differentiate the natural images with stego images. Figure 5.3 shows the center $100 \times 100$ pixel portion of reconstructed images from natural and stego ordered dithering halftone images. It can be observed clearly that the reconstructed images in Figure 5.3(a)-5.3(f) from stego halftone images contain more visible high frequency noise than the reconstructed image in Figure 5.3(g) from natural halftone image.

### 5.4.2 Projection for error diffusion image

A projection method is proposed in [108] to perform inverse halftoning for the error diffusion halftone images. The key of the projection method is based on the following projection algorithm. Let $\tilde{f}$ be an approximation of $f$, the projection algorithm can be described as follows [108]:
1. Set \((i, j)\) to be the first location in the scan direction of error diffusion.

2. Perform one step of error diffusion using \(\tilde{f}(i, j)\) to obtain

\[
\tilde{b}(i, j) = \begin{cases} 
255 & u(i, j) > T \\
0 & \text{otherwise}
\end{cases} \tag{5.17}
\]

where

\[
u(i, j) = \tilde{f}(i, j) + \sum_{m,n \in S} k(m, n)e(i-m, j-n) \tag{5.18}
\]

and

\[
e(i - m, j - n) = u(i - m, j - n) - \tilde{b}(i - m, j - n) \tag{5.19}
\]

3. If \(\tilde{b}(i, j) = b(i, j)\), go to step 2 for the next pixel until the last pixel of the image.

4. If \(\tilde{b}(i, j) \neq b(i, j)\), adjust \(\tilde{f}(i, j)\) such that

\[
u(i, j) = \tilde{f}(i, j) + \sum_{m,n \in S} k(m, n)e(i-m, j-n)
= \begin{cases} 
T + 1 & \text{if } b(i, j) = 255 \\
T & \text{if } b(i, j) = 0
\end{cases} \tag{5.20}
\]

5. Replace \(e(i, j) = u(i, j) - b(i, j)\) and repeat step 2 for the next pixel.

As suggested in [108], a single-pass projection is performed by a half-band low pass filtering, a nonlinear statistical smoothing and the projection algorithm given above. A \(k\)-passes projection can be applied by repeating the single pass
projection $k$ times. A good approximation of the original $f$ is usually needed before applying the projection. In our implementation, we use the varying low pass filter in [20] to obtain an approximation of $f$ as it provides better approximated $\tilde{f}$ for a natural error diffusion image $f$ than other two filters based on the results in [20]. After that, 8-passes projection used in [108] is applied.

Figure 5.4 and Figure 5.5 show the center $100 \times 100$ pixel portion of the reconstructed images obtained from natural and stego error diffusion halftone images using projection based inverse halftoning method. It can be observed that the reconstructed images in Figure 5.4(a)-5.4(g) and Figure 5.5(a)-5.5(g) from stego halftone images contain more visible high-frequency noise than the reconstructed images in Figure 5.4(i) and 5.5(i). For the reconstructed images in Figure 5.4(h) and 5.5(h), we cannot clearly observe the differences, especially the former one.

5.4.3 Experimental results

Although the visual inspection on the reconstructed images can differentiate natural halftone images from stego ones for most cases, computer detection is still needed. We still use the same subband/wavelet image statistics of the reconstructed images obtained previously in Section 5.2.1. We perform similar tests using SVM as before. The results from the individual tests on different embedding schemes are shown in Table 5.7, where the true negative (TN) is the probability that a natural image is classified as natural image and the true positive (TP) is the probability that a stego image is classified as stego. The results when combine different embedding schemes in the training are shown in the last row in Table 5.7. From the results, we observe that the projection algo-
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Figure 5.4: Center $100 \times 100$ pixel portion of reconstructed images from error diffusion with Javis kernel based natural and stego halftone images with error diffusion using Javis kernel using projection method. The images in (a)-(h) are reconstructed from stego images with 4096 bits hidden by DHST, DHPT, DHSPT, DHST-IS, DHPT-IS, DHSPT-IS, DHED and MDHED respectively. The image in (i) is reconstructed from natural error diffusion image with Javis kernel.
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Figure 5.5: Center 100 × 100 pixel portion of reconstructed images from error diffusion with Steinberg kernel based natural and stego halftone images using projection method. The images in (a)-(h) are reconstructed from stego images with 4096 bits hidden by DHST, DHPT, DHSPT, DHST-IS, DHPT-IS, DHSPT-IS, DHED and MDHED respectively. The image in (i) is reconstructed from natural error diffusion image with Steinberg kernel.
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Table 5.7: Classification results by the projection based method.

<table>
<thead>
<tr>
<th>Halftoning method</th>
<th>Stego algorithm</th>
<th>Ordered dithering</th>
<th>ED (Javis)</th>
<th>ED(Steinberg)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TN</td>
<td>TP</td>
<td>TN</td>
<td>TP</td>
</tr>
<tr>
<td>DHST</td>
<td>100.00</td>
<td>99.93</td>
<td>93.10</td>
<td>95.23</td>
</tr>
<tr>
<td>DHPT</td>
<td>100.00</td>
<td>100.00</td>
<td>97.30</td>
<td>97.37</td>
</tr>
<tr>
<td>DHSPT</td>
<td>100.00</td>
<td>100.00</td>
<td>97.16</td>
<td>97.58</td>
</tr>
<tr>
<td>DHST-IS</td>
<td>100.00</td>
<td>99.93</td>
<td>93.88</td>
<td>96.02</td>
</tr>
<tr>
<td>DHPT-IS</td>
<td>100.00</td>
<td>100.00</td>
<td>97.01</td>
<td>96.73</td>
</tr>
<tr>
<td>DHSPT-IS</td>
<td>100.00</td>
<td>100.00</td>
<td>97.44</td>
<td>97.37</td>
</tr>
<tr>
<td>DHED</td>
<td>-</td>
<td>-</td>
<td>95.38</td>
<td>96.30</td>
</tr>
<tr>
<td>MDHED</td>
<td>-</td>
<td>-</td>
<td>86.20</td>
<td>89.05</td>
</tr>
<tr>
<td>Combine</td>
<td>100.00</td>
<td>99.93</td>
<td>93.81</td>
<td>93.60</td>
</tr>
</tbody>
</table>

Algorithm increases the classification accuracy for all embedding schemes especially for DHED and MDHED.

Noticed that in the above, we have assumed that we have the knowledge of the halftone kernel (the dither screen or the error diffusion kernel) being used in the projection procedure. In practice, this information may not be available and we may need alternative solutions. We first show what happens if the halftone image is obtained with one kernel and the reconstruction is done based on another kernel. Figure 5.6 shows the reconstructed images using 8 × 8 Bay’s screen [20] in the projection for natural and stego ordered dithering halftone image generated using 4 × 4 Bay’s screen [7] in the halftoning. It shows that using a different dither screen in the reconstruction may result in high frequency noise even if the image does not contain hidden message. However, the noise appears periodic while the high frequency noise due to embedding appears random. Thus, it is not a must to have the exact same form of the dither screen as that has been used in the halftoning process when applying the projection algorithm for ordered dithering images. Here, it should be noticed
Figure 5.6: The reconstructed images from natural and stego images generated by ordered dithering with $4 \times 4$ Bay’s screen. (a) Reconstruct from natural image with $4 \times 4$ screen being used in the projection. (b) Reconstruct from natural image with $8 \times 8$ screen being used in the projection. (c) Reconstruct from stego image with $4 \times 4$ screen being used in the projection. (d) Reconstruct from stego image with $8 \times 8$ screen being used in the projection.

that we can observe some visible high frequency noise in the reconstructed image in Figure 5.6(a) while we cannot observe similar noise in Figure 5.3(g). It is because the varying filter being used to obtain the reconstructed image in Figure 5.6(a) is obtained based on the halftone image generated by the $8 \times 8$ dither screen instead of $4 \times 4$ dither screen as we assume we do not know the halftone kernel. In our implementation, we have done the tests for the $4 \times 4$ and $8 \times 8$ screens and we can get almost the same results compared with that in Table 5.7.

We perform similar analysis on error diffusion images. Figure 5.7 shows the reconstructed images using Javis kernel in the projection for halftone im-
Figure 5.7: The reconstructed images from natural and stego images generated by error diffusion with Steinberg kernel. (a) Reconstruct from natural image with Steinberg kernel being used in the projection. (b) Reconstruct from natural image with Javis kernel being used in the projection. (c) Reconstruct from stego image with Steinberg kernel being used in the projection. (d) Reconstruct from stego image with Javis kernel being used in the projection.
ages generated by Floyd and Steinberg kernel. It is observed that when a
different kernel is applied in the reconstruction of a natural halftone image,
the reconstructed image contains small noise distributed throughout the image.
Moreover, for an unnatural image source, high frequency noise can be observed.
When the right kernel is used, the reconstructed image is usually very smooth
if the halftone image does not contain hidden message. If the halftone image
contains hidden message, the reconstructed image contains high frequency noise
in smooth regions. Similar to the case for ordered dithering images, we train
the SVM classifier that works for $L$ different error diffusion kernels. We fix the
kernel in the projection algorithm to be Javis kernel. Then $L$ different kernels
are used to generate natural halftone images for the training. Our tests on
the Floyd and Steinberg kernel shows that the classification results are slightly
worse (2-3% less) when compared with the results in Table 5.7.

5.4.3.1 Comparison with filtering based method at different capacity

In the above, we have done the tests for a fixed capacity. In order to evaluate
the performance of the detectors for different capacity as well as the comparison
with filtering based method, we carry out the tests on the same 2812 images from
the website of Vision Research Lab, University of California, Santa Barbara [1]
at different embedding rates (actual-message-length/maximum-message-length)
at 0.1, 0.2, . . . , 0.9 as well as at 0.01, 0.02 and 0.05, where the maximum message
length is $1/64 MN$ bits.

Figure 5.8 shows the average accuracy $\frac{1}{2}(TP+TN)$ of the fixed filter based and
projection based detectors at different embedding rates. We can see that the
projection algorithms improve the detectors’ performance for halftone images
Figure 5.8: Average accuracy of the detectors at different embedding rates.

generated by different halftoning methods at different embedding rates. The performance of the filtering based detector drops faster than that of projection based detector as the embedding rate decreases. Especially for ordered dithering image, the projection based detector can still provide a high accuracy for low embedding rate as 0.01.

Finally, let’s look at how the different inverse halftoning techniques affect the halftone noise and embedding noise as well as the average accuracy of the detectors. Table 5.8 show the noise level of halftone noise (MSE between $f$ and $G(b)$) and embedding noise (MSE between $G(s)$ and $G(b)$) as well as the accuracy for different inverse halftoning methods. The projection based method improves the accuracy largely because it exaggerates the embedding noise especially for ordered dithering image. In fact, the projection method is a filtering method followed by the projection algorithm, where the filtering method tends to smooth away the halftone noise as well as part of the embedding noise and the projection algorithm recovers some embedding noise.
Although we show the advantages of projection based detection scheme over filtering based detection scheme through experimental results, it is important to know the essential reason behind it. When a specific halftoning kernel is used to generate a halftone image, it will leave some information to the halftone image. Let us use an ordered dithering image as an example. Recall that an ordered dithering image is generated by binarizing the value of each pixel in a gray level with a varying threshold of a periodically used halftoning kernel. When a gray pixel is compared with a relatively low threshold, it has larger probability to be 1 and the vice versa. Thus, the probability distribution of 1s and 0s in a halftone image is determined by the halftoning kernel. However, existing halftone image data hiding schemes have not considered this point and the selection of flipping pixels is normally done using a pseudorandom key, independent with the halftoning kernel. Thus, the data hiding will change the probability distribution of 1s and 0s in the halftone image. From this, we can see that the next generation stegnographic techniques should consider the probability of the pixels be 1 and 0 when select flippable pixels.

5.5 Summary

In this Chapter, we have proposed a general method for steganalysis of halftone images. The proposed method utilizes inverse halftoning algorithms to reconstruct the gray level images. The wavelet statistic features [77] calculated from the reconstructed images are used in the detection with SVM as the classifier. The experimental results show that these wavelet statistic features from the reconstructed gray level images are useful for steganalysis of halftone images. The filter based and projection based inverse halftoning algorithms have been
Table 5.8: Relationship between halftoning noise, embedding noise and detectors’ average accuracy.

<table>
<thead>
<tr>
<th>Halftoning Method</th>
<th>G</th>
<th>$n_H$</th>
<th>$n_E$</th>
<th>$n_E/n_H$</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ordered dither</td>
<td>Average filter</td>
<td>233</td>
<td>14</td>
<td>0.06</td>
<td>94.01</td>
</tr>
<tr>
<td></td>
<td>Fixed filter</td>
<td>112</td>
<td>10</td>
<td>0.09</td>
<td>99.14</td>
</tr>
<tr>
<td></td>
<td>Varying filter</td>
<td>110</td>
<td>9</td>
<td>0.08</td>
<td>99.00</td>
</tr>
<tr>
<td></td>
<td>Projection</td>
<td>113</td>
<td>109</td>
<td>0.96</td>
<td>99.96</td>
</tr>
<tr>
<td>ED (Javis)</td>
<td>Average filter</td>
<td>176</td>
<td>50</td>
<td>0.28</td>
<td>80.74</td>
</tr>
<tr>
<td></td>
<td>Fixed filter</td>
<td>35</td>
<td>29</td>
<td>0.83</td>
<td>89.65</td>
</tr>
<tr>
<td></td>
<td>Varying filter</td>
<td>31</td>
<td>24</td>
<td>0.77</td>
<td>87.30</td>
</tr>
<tr>
<td></td>
<td>Projection</td>
<td>30</td>
<td>30</td>
<td>1.00</td>
<td>93.71</td>
</tr>
<tr>
<td>ED (Floyd and Steinberg)</td>
<td>Average filter</td>
<td>132</td>
<td>38</td>
<td>0.29</td>
<td>84.04</td>
</tr>
<tr>
<td></td>
<td>Fixed filter</td>
<td>46</td>
<td>33</td>
<td>0.71</td>
<td>91.00</td>
</tr>
<tr>
<td></td>
<td>Varying filter</td>
<td>54</td>
<td>21</td>
<td>0.38</td>
<td>89.06</td>
</tr>
<tr>
<td></td>
<td>Projection</td>
<td>61</td>
<td>67</td>
<td>1.10</td>
<td>97.40</td>
</tr>
</tbody>
</table>

applied to reconstruct the images and the detection accuracy of the detectors based on different inverse halftoning algorithms are compared. The experimental results show that the projection based inverse halftoning algorithm exaggerates the embedding noise and provides better detection results than the filtered based inverse halftoning algorithm. Also, the performance of the detectors for halftone images generated by different halftoning methods are different. Detection of data hidden in ordered dithering images is easier than those hidden in error diffusion images and the detection of data hidden in Javis kernel based error diffusion images is more difficult than that in Steinberg kernel based error diffusion images. Our experimental results show that maximizing $n_E/n_H$ is helpful in improving the accuracy of the detectors, which can be used to search for a better inverse halftoning algorithm to further improve the accuracy of the detectors. Including more features such as the recent work in [79] may further improve the detectors’ performance.
Chapter 6

Conclusions and Recommendations

6.1 Conclusions

This thesis deals with the problem of evaluating the distortion in binary text and binary graphic images and detecting hidden message in most forms of binary images. A distortion measure and several steganalysis schemes are proposed.

Based on the property of the identical marks in computer generated clean text-font images, a universal steganalysis technique is proposed to defeat pixel flipping in clean text-font image. It can detect the existence of a secret message more reliably than earlier work. The special property of clean text-font image makes the detection of hidden data in clean text-font image easier, which implies that clean text-font image is not a good choice to hide data.

Compared with steganalysis of clean text-font images, steganalysis of noisy text images is much more difficult as noisy scanned images usually do not have
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such a property of identical marks as in clean text-font image. However, similar marks are still correlated and the embedding of the hidden message may reduce the correlation. Based on this observation, a universal detection scheme is developed by analyzing the COL pixels. An image dependent threshold is adopted to classify stego image from original image and its superiority over fixed threshold is shown from the ROC curve. The results show that the detection scheme works well when the embedding rate is high for most of the schemes.

Inspired by the experience in evaluating the distortion of the distorted image compared with the original image, a novel way to calculate the distortion by comparing the edge line segments from the original and distorted image is proposed for binary text and binary graphic images. Subjective tests show that the proposed distortion measure is strongly correlated with human visual perception.

A steganalysis technique for binary cartoon image is also proposed based on the fact that the edge line of cartoon image is very often a stair case pattern where the locations of the neighboring corners are highly correlated. Two denoising processes are proposed to remove different types of noise in the image for steganalysis. The morphological smoothing process is proposed to fill holes and remove protrusions created by data hiding. De-noising along stair case pattern process is proposed to remove noise among pixels such as COL pixels. Distortion measures are used in the feature extraction for the detection. Experimental results show that we can combine different distortion measures in the steganalysis to get better classification results. From the results, we can see that detection of hidden data by the embedding algorithm that creates holes or protrusions is much easier than the detection of hidden data by flipping COL pixels. It implies
that the selection of flippable pixels should take smoothness and connectivity into consideration. The de-noising along stair case pattern process implies that the selection of flippable pixels should also take the location correlation among close corners into consideration.

Inspired by the fact that halftone image is an output of a halftoning process originated from natural gray level image, a general method for steganalysis of halftone image by applying inverse halftoning process to reconstruct the gray level image is proposed. Different inverse halftoning processes including filtering based and projection based inverse halftoning processes have been used to obtain the reconstructed gray image for classification. The application of these inverse halftoning processes in steganalysis is investigated and the performance by using different inverse halftoning is compared. The experimental results show that the projection based inverse halftoning can capture more evidence of hidden data than the filtering based inverse halftoning.

6.2 Recommendations for future research work

This thesis has proposed several steganalysis techniques for binary images and an objective distortion measure for all major types of binary text images and binary graphic images. The research and development in this area have been and will remain as one of the most important branches for stenography and steganalysis. So far there are still many unsolved problems in this research area which need further investigation. More work should be done to develop better structures or algorithms to deal with the steganography and steganalysis of binary images. Based on the present work, future research works are
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recommended as below.

- The proposed distortion measure in this thesis are mainly based on evaluating the distortion by flipping individual selected pixels. It is recognized that modifying several neighboring pixels while keeping the shape of the contours may not necessary introduce a larger distortion than flipping a single pixel along the straight line. Thus, how to evaluate the distortion when a combination of several pixels are used could be interesting. We may need to apply this to [101] to reduce the visibility of data hiding.

Distortions are important for both the steganalysis and the data hiding. As we know, distortions will be introduced into a image when we hide information in it. At the same time, these distortions can be utilized for the steganalysis, as we can see from steganalysis work in Chapter 4. In fact, visual examination is a direct way of steganalysis. The more distortions we introduce, the more suspicious of the hidden message and vice versa. The word distortions refer to not only the visual distortion, but also the damage on other features such as certain regularities of the images. Very often, we find these regularities are related with visual distortion. The less damage on the regularities, the less likely we observe visible distortion. Thus, to design the next generation data hiding schemes, we may need to consider not only the visual distortion, but also the damages on the regularities of the images. Thus, it would be beneficial to think of the possible regularities of the images and try not to change these regularities during the data hiding.

- We focus on detection of hidden message in text, graphic, and halftone images in Chapter 3, Chapter 4 and Chapter 5 respectively. Except for clean text-font image, estimation of the message length, i.e., quantitative steganalysis,
has not been further investigated. How to estimate the message length would be interesting. In the steganalysis of graphic and halftone images, we use a high-dimensional feature in the classification. The relationship between the message length and the high-dimensional feature is not straightforward. Future work could be focused on looking for one-dimensional feature which is highly correlated with the message length. For scanned text image, the feature being used is one-dimensional, however, its correlation with message length is not strong enough to provide a good estimation of the message length. Thus, a more robust feature is needed. Also, a more robust feature provides better classification results in the detection.

• Besides the scanned text images, scanned graphic images and halftone images can be used to hide information. Our detections schemes in Chapter 4 and Chapter 5 would fail to detect messages hidden in these images as the detector would mistake the scan noise as the message. Also, there is no mark similarity within the image and our detection scheme in Chapter 3 would fail too. How to differentiate the hidden message from scan noise would be an interesting problem.

• With the development of the steganalysis techniques for binary images, we may utilize these techniques to design more secure data hiding scheme to prevent being detected. There is little doubt that even with the development of a suite of detection techniques, more sophisticated steganographic techniques will emerge, which in turn will lead to the development of more detection tools, and so on, thus making the steganography increasingly more difficult.
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