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Catastrophic structural failures have been observed in bridges, buildings and offshore platforms in many parts of the world. Many of such incidents, however, share the same origin that dramatic changes of effective structural parameters, in terms of material properties, geometric characteristics and boundary conditions, have taken place under the particular service environment. The prevention of such structural failures requires timely evaluation of the structural conditions throughout their life span.

The FE model updating techniques have evolved for purpose to provide a realistic analytical model for a given structure so that its present condition can be assessed more reliably and the remaining service life may also be predicted under foreseeable loading conditions. However, the conventional model updating methods have difficulties in practical applications due to the following three main reasons: 1) high demand on the form and amount of the measurement data, 2) likelihood of being trapped to local optima due to some inherent limitations of the optimization algorithm and, 3) vulnerability to measurement noises.

This research programme aims at improving FE model updating techniques in these crucial aspects. In addition, appropriate forms of the measurement data and effective expansion of the response dataset are also investigated, in conjunction with appropriate algorithms, to ensure a more reliable updating outcome. The main developments and contributions of this study may be summarized in the following four aspects.

i) A methodology to employ GA in conjunction with the eigensensitivity approach is developed for FE model updating based on a limited amount of modal data, for example the lowest three natural frequencies and the first mode shape. The incorporation of the traditional gradient-based eigensensitivity method effectively
compliments the GA in tackling difficulties arisen from the low sensitivity of such response data to some structural parameters. In case a certain level of noises (errors) exists in the measured response data, a sensitivity analysis scheme is proposed to identify the required order of modal data to achieve a specified degree of accuracy for a given number of parameters to update.

ii) A two-level neural network is proposed to effectively update an FE model involving parameters of different nature, for example stiffness parameters and damping parameters, at two stages. To mobilize the noise-resistance ability of ANN, the noise-injection learning strategy is adopted in training the networks and an implementation scheme is proposed. It is proved that marked noise-resisting ability can be acquired through such a training process. In updating the parameters related to damping, the integrals of frequency response functions are introduced as parameter-sensitive response information to enable an effective updating of such parameters.

iii) To improve the search efficiency of GA in handling large-size problems, a stochastic genetic algorithm (StGA) with a unique stochastic coding scheme is further developed in a systematic manner. The special feature of this coding strategy is that each chromosome actually represents a region which is defined in a stochastic manner, and in the genetic search process the stochastic regions evolve towards the most promising area where the optimum is located, thus increases the efficiency.

iv) To tackle another major issue in FE model updating with the limited knowledge space (response dataset), the inclusion of the modal frequencies of a structure under artificial boundary conditions (referred to as “ABC frequencies”) is considered. Numerous ABC frequencies can be made available from a typical modal test for various configurations of the artificial boundaries. A method based on binary genetic algorithm is proposed to optimize the artificial boundary configuration such that the resulting ABC frequencies are most effective for updating. It is proved that ABC frequencies are effective candidate response data for FE model updating.
In addition to various numerical examples to demonstrate the implementation and the
general effectiveness of the proposed schemes, experimental studies are also conducted
to explore some practical aspects in the FE model updating.
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\( q_{\min} \)  \hspace{1cm} The selection proportions assigned to the weakest chromosome
\( T_n \)  \hspace{1cm} Tournament size for the genetic selection

\( x_m \)  \hspace{1cm} A row of the input data matrix of ANN
\( x^N_m \)  \hspace{1cm} A row of the normalized input data matrix of ANN
\( \{ \eta_b \} \)  \hspace{1cm} Left eigenvectors
\( v_j \)  \hspace{1cm} A noise item
\( \tilde{R}_j \)  \hspace{1cm} \( j^{th} \) response component after the noise injection
\( R_j \)  \hspace{1cm} \( j^{th} \) response component
\( \{ \delta R \}_{i} \)  \hspace{1cm} Response error patterns
\( \{ \delta p \}_{i} \)  \hspace{1cm} Parameter error patterns
### List of symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\zeta_i$</td>
<td>$i^{th}$ modal damping ratio</td>
</tr>
<tr>
<td>$\lambda_n$</td>
<td>Antiresonance eigenvalue</td>
</tr>
<tr>
<td>$\bar{B}_l$</td>
<td>Lower bound vector of the optimization variables</td>
</tr>
<tr>
<td>$\bar{B}_u$</td>
<td>Upper bound vector of the optimization variables</td>
</tr>
<tr>
<td>$M_j$</td>
<td>Mean vector in a chromosome</td>
</tr>
<tr>
<td>$V_j$</td>
<td>Variance vector in a chromosome</td>
</tr>
<tr>
<td>$c_{ji}$</td>
<td>Asexually produced children from the chromosome $j$</td>
</tr>
<tr>
<td>$c^*_j$</td>
<td>The best of $c_{ji}$</td>
</tr>
<tr>
<td>$V_i^R$</td>
<td>Prescribed range for the initialization of the variance associated with the $i^{th}$ variable</td>
</tr>
<tr>
<td>$\delta_i$</td>
<td>Adaptation step of the variance associated with the $i^{th}$ variable</td>
</tr>
<tr>
<td>$\mu_i$</td>
<td>Mean value of the best fit individuals from all 50 runs</td>
</tr>
<tr>
<td>$\mu_{NG}$</td>
<td>Finally evolved optimum from StGA</td>
</tr>
<tr>
<td>$\sigma_{NG}$</td>
<td>Standard deviation of the best fit individuals from the last generation</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Individual frequency response function (FRF)</td>
</tr>
<tr>
<td>$P_{xx}(\omega)$</td>
<td>Auto-power spectral density of the excitation</td>
</tr>
<tr>
<td>$P_{xy}(\omega)$</td>
<td>Cross-power spectral density of the excitation and the response</td>
</tr>
<tr>
<td>$H_1(\omega)$</td>
<td>$H_1$ estimator of FRF</td>
</tr>
</tbody>
</table>
CHAPTER 1

INTRODUCTION

1.1 Background

Many structures worldwide constructed tens or even hundreds of years ago are still in service today. Their possible failure could be catastrophic not only in terms of losses of lives and economy but also concerning the social and psychological impacts. These structures are more or less in a deficient state with certain abnormal behavior owing to some complicated factors such as failure of the structural materials, loosening of assembled parts, damage of effective components due to flaws and cracks, and violation of modern design standards, among others. The 2001 ReportCard for America’s Infrastructure pointed out that nearly 1/3 to 1/2 of the nation’s infrastructure (roads, bridges, school buildings, etc.) are structurally deficient and need urgent repair (ASCE News 2001). Incidents have occurred where structures actually collapsed due to the lack of timely inspections and retrofits, causing injuries and deaths. For examples, two sections of a bridge in Taiwan broke away and dived into the river below on August 27th, 2000, injuring 22 people. On March 4th, 2001, a bridge in northern Portugal collapsed into a swollen river, killing dozens of people.

Structural deterioration has become a challenge to civil engineering community worldwide. To confront this issue, one of the focused areas in civil engineering research in recent years has been the damage diagnosis and identification, which aims at providing a reasonable assessment of a structure’s condition in terms of the presence of damage, the location of damage, and the extent of damage (Doebling et al. 1996). Such assessment is expected to lead to decisions as whether and to what extent repairing/retrofitting work needs to be performed on a particular structure. However, it
could be very costly in practice to scrutinize an entire structure in a conventional way for possible damages; and moreover, some local defects may not have significant structural effect. In this regard, it would be more desirable to have a reliable mathematical model (the FE model in particular) of the structure so that the relative importance of different structural changes can be assessed more reliably, not only in terms of their influence on the structural integrity in the present state, but also in terms of their influences on the performance of the structure under any foreseeable future loading conditions. The usefulness of such a validated structural FE model can be extended to the evaluation of the effectiveness of different repairing/strengthening schemes.

To establish a rigorous model for an existing structure, the FE model-updating techniques started to emerge in the 1970’s. Generally speaking, the updating of a representative FE model is achieved by matching the analytical response to the actually measured response data. In this process, the physical properties (or their equivalent parameters) of the structure are identified. Thus, the updated model can be used to rate the soundness of a structure in terms of its current condition as well as the future performances under certain prescribed loading and boundary conditions.

The conventional model updating schemes can be classified into two categories: direct updating and iterative-based updating (Friswell and Mottershead 1995). The direct updating methods aim at achieving refined mathematical model by directly modifying the structural matrices, i.e. the stiffness matrix, mass matrix and damping matrix, such that the experimental data can be reproduced. The iterative-based updating methods, on the other hand, update the model by making physically meaningful adjustments on uncertain structural parameters until a satisfactory match between the analytical and experimental data is reached. With the updated structural parameters, this model would allow analytical simulations of the structure with changed boundary conditions and/or loading configurations, and hence can also be used to predict the structure performance subject to the above changes. In fact, the iterative-based updating methods have become dominant schemes in FE model updating applications.
Despite some reported successful applications in the past (Morassi and Rovere 1997; Mottershead and Mares 2000; Jones 2000; Brownjohn et al. 2003; Wu and Law 2004), the conventional iterative-based updating methods bear serious limitations due to three main constraints: a) the available measured data are usually incomplete, b) there exist random measurement noise and errors, and c) there often exist many vertices and valleys in the error function used for optimization. To deal with the lack of completeness of the measured information, either a reduction of the analytical model or an expansion of the measurement data is required in order to perform updating with the iterative-based methods. In this process, additional errors may be introduced. The inevitable measurement errors may lead to significant errors on some parameters being updated because of the inherent sensitivity to the measured data; whereas the existence of multiple plateaux and valleys on the error surface could snag the iterative-based updating process, which usually makes use of the first order derivative information of a predefined objective function, into a particular local optimum rather than a desired global solution.

The recent development in artificial intelligence algorithms provides some seemingly powerful alternatives to the traditional iterative-based optimization approaches for carrying out FE model updating. These algorithms operate on a mechanism that is capable of avoiding or minimizing the problems mentioned above. Among other algorithms, the Genetic Algorithms (GA) and Artificial Neural Networks (ANN) appear to exhibit the most attractive features in solving model updating related problems. For instance, both GA- and ANN-based model updating do not require model reduction or data expansion as commonly utilized in the traditional iterative-based updating schemes, thus avoiding the errors pertaining to such operations.

GAs originate from the analogy of the evolutionary process of biology following the “survival of the best” principle, and they perform a robust global optimization by starting with a population of potential solution candidates and iteratively evolving better individuals from generation to generation via genetic operations while exploring a given solution space (Holland 1962, 1975). GAs have been proven to be effective
and robust in solving a broad spectrum of real-world problems (Goldberg 1987; Jenkins 1992; Zimmerman 1993; Keane 1995; Dunn 1997; Rejeb and AbuElhaij 2000; Spalding and MacNish 2003; Ozcan and Onbasioglu 2004). Recently, the applications of GAs have been extended to the damage identification and FE model updating fields (Mares and Surace 1996; Friswell and Penny 1998; Jung-Huai et al. 2001; Sazonov et al. 2002). However, according to the survey of literature conducted in the present study, the development of GA-based model updating techniques is still at a very basic stage, and much remains to be done to advance the exploration towards a comprehensive application. For example, no studies have been carried out to demonstrate the effectiveness of GAs in FE model updating from a systematic viewpoint, except a few special numerical case studies. Furthermore, the potential advantage and efficiency that may result from a combination of GAs with conventional iterative-based updating methods are yet to be explored. Besides, the general low efficiency of the regular GAs concerning computational cost remains a major obstacle for their applications in dealing with practical situations. To improve the computational efficiency requires the consideration of more efficient and effective encoding strategies and proper methods for performing the corresponding genetic operations. The stochastic coding in GAs, in this regard, can be a competent candidate, and it still needs to be explored systematically.

ANN, as another type of artificial intelligence algorithm, is inspired by the way the densely interconnected, parallel structure of the mammalian brain processes information. In essence, an ANN is embodied as a collection of mathematical models that emulate some of the observed properties of biological nervous systems and draw on the analogies of adaptive biological learning. Their exclusively attractive features include 1) generalization ability with a fast and accurate response to previously unseen input data, 2) error tolerance capability, and 3) ability to simulate natural phenomena with vaguely understood relation. These advantageous aspects enable ANNs to be applied successfully in a wide variety of areas (Sabourin et al. 1992; Cichocki et al. 1993; Szewczyk et al. 1993; Connor et al. 1994; Kim and Calise 1997; Spooner and Passino 1999; Lei and Meng 2003). The recent introduction of ANNs to damage detection and model updating applications has brought new hope in tackling the
measurement noise (error) problem, as demonstrated in several reported studies (Masri et al. 1995; Atalla et al. 1998; Chung-Bang et al. 2001). In their work, however, efforts were made mainly to explore the ANNs with some special applications. The inherent noise-resistance ability of ANNs has not been looked upon in a systematic manner. Furthermore, the structural systems being investigated were quite simple, and the results do not necessarily represent what could happen in more realistic engineering structures. Another desirable feature of ANNs is that they work directly on the input-output data pairs and do not require special properties such as the differentiability of the inputs and outputs. This, in conjunction with the generalization and the potential noise-resisting abilities, makes ANN a desirable choice in dealing with complicated model updating and damage identification problems. In chapter 4 of this thesis, the above-mentioned favorable features are explored by applying ANN to identify structural damping properties using FRF integrals as the response data.

Although artificial intelligence algorithms (GAs and ANNs) are robust for model updating in many different aspects, their success, however, still relies on the suitability of the available response data with respect to the unknown parameters. Where a large number of parameters need to be identified for a real structural system, a reliable updating would require the availability of sufficient and high quality response data. However, the quantity and quality of available response data are subjected to many practical constraints. Therefore, appropriate selection of the data to be measured plays also a crucial role in the application of good model updating algorithms. In the vibration-based model updating, the accuracy of the mode shape measurement is often questionable. A recent development of the artificial boundary method (ABM) has brought a potentially effective substitute for mode shape data for model updating. Via the ABM, the modal frequencies of a structural system under different artificial boundary conditions can be obtained from the normal modal testing without the need of physical modification to the actual structure. This means a huge number of additional dynamic frequency data can be made available to expand the response dataset. The measurement accuracy of such frequencies can be as good as the natural frequencies. So far, only a few exploratory applications of ABM for model updating have been
reported (Gordis 1999; Jones and Turcotte 2002), in which the selection of the artificial boundaries was made according to experience and judgment. To make this scheme more effective in the model updating applications, a rigorous approach for optimizing the configurations of the artificial boundaries is needed.

1.2 Research Objectives

Motivated by the understandings outlined above, this study aims to carry out a comprehensive investigation of the application of ANNs and GAs for model updating and structural assessment, and develop novel schemes to improve the efficiency and robustness of the algorithms in dealing with the FE model updating problems. Besides, the effectiveness of using extra response data, particularly the modal frequencies under artificial boundary conditions, is also investigated.

More specifically, the main objectives of this research can be summarized as follows:

1) To evaluate the effectiveness and limitations of using GA to carry out general FE model updating tasks. Particular attention is paid to the performance of the algorithm under practical restrictions, such as limited order of measured modal data, and the influence of noise on the updating results.

2) To develop a combined GA and eigensensitivity approach for improved updating results with limited modal data. In this approach, GA is used for the search of an approximate global solution while the traditional gradient-based updating scheme is incorporated to perform further local hill-climbing. In this way, the advantages of both algorithms can be exploited.

3) To improve the general efficiency of GAs so that large size updating problems may be handled using GA-based optimization schemes. For this purpose, a GA with
stochastic coding (referred to as “StGA”) will be studied and a generic procedure for the implementation of StGA will be developed.

4) To investigate the application of ANNs in performing FE modal updating, with particular interests in their noise resistance abilities. A methodology will be developed to implement the noise-injection learning algorithm in the training of ANN and subsequently evaluate the actual noise-resisting ability of the trained network.

5) To explore the effectiveness of using extra modal frequency information under artificial boundary conditions of the structure for model updating, especially for cases where less sensitive parameters are involved, and develop a GA-aided procedure for the optimal selection of the artificial boundaries.

1.3 Thesis Organization

This thesis consists of eight chapters. Chapter 1 gives a brief introduction of the background and the research objectives. Chapter 2 presents a literature review of existing FE model updating techniques.

In Chapter 3, an outline of the GA paradigm and a review and discussion of some previous work on GA-based damage identification and FE model updating are presented first. A methodology is then developed, in which GA is applied to yield a global solution, while the conventional eigensensitivity approach is incorporated to perform local hill-climbing for further refinement of the updated model. Both numerical and experimental studies are carried out to demonstrate the implementation of the procedure and the accuracy of the updating results.
Chapter 4 starts with a general introduction to the ANN algorithms and a review and discussion of their applications in FE model updating. A two-level updating network scheme is then developed for FE model updating involving also the damping parameters. The measurement data considered include anti-resonance frequencies, as well as frequency response function data.

Chapter 5 presents a stochastic genetic algorithm (StGA) for large-size optimization problems. StGA employs a stochastic coding technique such that the optimum is evolved through stochastically defined regions rather than single points as in usual GAs. The performance of StGA is compared with a number of other global optimization methods through the optimization of a broad range of test functions. The comparison results show that StGA is superior over other techniques in handling large-size problems.

Chapter 6 presents a GA-aided procedure of using modal frequencies under artificial boundary conditions for FE model updating. A method based on binary genetic algorithm is proposed to optimize the selection of artificial boundaries for the generation of such frequencies. Numerical studies are carried out to verify the effectiveness of the proposed method.

An experimental investigation of the model updating on two generic frames is presented in Chapter 7. The laboratory modal testing, data acquisition and modal analysis are described. The experimental modal data are employed in the updating of FE models for the frames. Some practical considerations, such as an appropriate choice of the parameters to identify and the simplification of joints for model updating, are discussed and incorporated in the updating process. Finally, Chapter 8 provides a summary of the main conclusions from this study.
2.1 Introduction

The finite element method (FEM) has become the predominant tool of analyzing the general behaviors and dynamics of modern structures. It allows a complex continuous structure to be mathematically approximated as a discrete system made up of mass, stiffness and damping matrices.

However, real world structures have very complicated geometry, which require hundreds of thousands of degree of freedoms (DOF) to accurately model them. Even for relatively simple structures, there may exist different kinds of joint connections among members such as bolted connections, welded connections, etc, which are very difficult to model without resorting to fine FE mesh. However, the computational burden in analyzing such large order problems can be intractable. Therefore, a reasonable way out is to make rational simplifying assumptions on structural geometry and connections so as to keep the order of the model manageable.

When modeling structures using FEM, three basic types of errors can exist (Mottershead and Friswell, 1993): (i) model structure errors - these errors occur when the model doesn’t represent the physical behavior of the prototype. Typical examples of this type of errors can be omission of important physical relationships, erroneous
modeling of boundary conditions, mismodeling of joints, a non-linear structure assumed to be linear, and wrongly connected elements. Some recent works in connection with this aspect can be found in (Gordis 1996; Freund and Ben-Haim 1995; Gladwell 1997). (ii) **model order errors** - these errors occur while the FE mesh is not sufficiently fine for a proper representation of the characteristics of the structure. (iii) **Model parameter errors** - these errors will tend to govern when the aforesaid two sources of errors are resolved, but the numerical value of the physical parameters of the structure, i.e., geometrical and material parameters are incorrect.

The first two types of errors can generally be reduced to an acceptable degree by engineering judgment in conjunction with a trial-and-error method. The third type of error, i.e., the model parameter errors, is difficult to be corrected without a systematic methodology. It is, in fact, the central issue of the finite element model updating methods.

The FE model updating techniques began to appear in the early 1970s as a development of system identification and has since the 1990s become a subject of considerable interests in diverse fields such as the design, construction and maintenance of mechanical systems and aerospace structures. An early review paper regarding FE model updating appeared in 1979 (Ibanez 1979), and it gave a detailed account of pseudo-inverse techniques including singular value decomposition (SVD). Link (1986) presented comparisons among some specific applications in aerospace and structural engineering. Natke (1988) produced a review paper addressing various special aspects about updating. Ibrahim (1988) discussed model reduction and eigenvector expansion in connection with sensitivity techniques and Lagrange multiplier approaches used for such response data as modal data and frequency response function (FRF). Imregun and Visser (1991) discussed error matrix methods. A recent comprehensive review paper on FE model updating was reported by Mottershead and Friswell (1993).

FE model updating has become a widely adopted means to correct the errors in FE models by matching the response outputs predicted from a FE model with the
experimental counterpart. The model updating techniques are implemented by modifying the structural mass, stiffness, and damping parameters of the FE model until a satisfactory agreement between analytical and experimental modal data is reached. Certainly, system identification techniques can also produce a mathematical model to accurately reproduce the measured data. However, such “representational” model due to the lack of physical interpretation is inadequate for predicting the behavior of the system under different loading, boundary conditions, or configurations (Friswell et al. 1995). In contrast, a physically interpretable FE model can be achieved with some FE model updating techniques since in these methods the close match between the analytical and the measured data is obtained by making changes to physically meaningful model parameters. Therefore, such an updated model can be used to evaluate the condition of the structure at the present state and to predict the performance and possibly even the remaining service life of the structure under foreseeable future loading conditions. Hence, it is a vital part of monitoring the integrity of structural systems during their service life.

### 2.2 Model Updating Methods

To date, a variety of methods for FE model-updating have been proposed (Mottershead and Friswell 1993). From the viewpoint of modification of system matrices or estimation techniques, model updating techniques may be classified into two categories: 1) Direct techniques, and 2) Iterative techniques.

#### 2.2.1 Direct Techniques

Direct methods are of one-step procedure and they may be classified as global methods. This type of methods directly reconstructs the updated global system matrices, i.e., stiffness matrix, mass matrix, and damping matrix from the reference data (usually the
measured modal data including natural frequencies and mode shapes). Such techniques possess two great advantages compared to iterative methods. First, they do not need iteration and therefore the possibilities of divergence and excessive computation are eliminated. Second, they can exactly reproduce the experimental data, which cannot be achieved by iterative methods. Despite these apparent advantages, this category of techniques is rarely adopted in practical model updating due to the following two main reasons: 1) the updated results depend largely on the mode shape data; however, the measurement accuracy for mode shapes is often questionable, and 2) the updated system matrices lose their physical meaning, which implies a loss of representation of the actual connectivity of the nodes, and the favorable characteristics of the system matrices such as symmetry, positive-definiteness and sparseness.

Minas & Inman (1990) and Smith & Beattie (1991) developed iterative methods to avoid the connectivity problem. In their methods, quasi-Newton methods were considered for stiffness updating and structural connectivity can thus be preserved. However, interpreting the results is further complicated because measurements are lower frequency modes while the higher modes contribute most to the stiffness matrix. Lam & Inman (1995) and Starek and Inman (1995) have tried to address the problems of symmetry and positive-definiteness.

Some commonly used updating methods of this class are summarized below:

a) Reference basis methods. These methods were introduced by Baruch (1978, 1982 and 1984) and Berman (1979a, 1979b and 1983) in the late 1970s and early 1980s. Their working mechanism is simply to minimize a function subject to exact constraints on the independent variables. A large subset of methods in this category have so far been devised and they contributed to either improve the updated model or extend the method applicability (Baruch and Bar Itzack 1978; Caesar 1986; Berman and Nagy 1983). However, the updated model from these algorithms could exhibit spurious modes in the frequency range of interest and therefore the subsequent use of the model may be unreliable.
b) Matrix mixing methods. This category of schemes (Caesar 1987; Link et al. 1987) is a development of methods of Thoren (1972) and Ross (1971). The matrix mixing approaches use the data from the finite element model to fill in the gaps in the measured data so that the full order complete modal information is made available for further application. The updated system matrices, however, are generally fully populated and hence bear little relation to the physical connectivity in the structure. To et al. [13] and Neidbal et al. [14] advanced the methods by enforcing the orthogonality with respect to the measured modal vectors, which has the advantage of preserving the physical connectivity of the updated FE model.

c) Eigenstructure assignment methods. These methods were pioneered by Minas and Inman (1988; 1989; 1990). The procedure of eigenstructure assignment was developed by Srinathkumar (1978) and adapted to mechanical structures by Andry et al (1983). Its operational mechanism is based on the design of a fictitious controller, which would minimize the modal force error. This strategy is limited to only update structural stiffness and damping matrices, while the mass matrix is assumed to be accurate. The considerable virtue of these methods is that they require the number of measured eigenvectors to be less than that of DOFs since rotational and internal degrees of freedom, which are present in finite element models, are mostly unmeasurable.

2.2.2 Iterative Techniques

Iterative-based model updating methods are generally based on sensitivity analysis aiming at reproducing the measured response data, such as frequencies and mode shapes, from the updated FE model. These methods are also called sensitivity-based methods, which allow a wide choice of parameters to update. Different categories of measured data may be used with different approaches. The measured data can be
generally grouped into two categories: a) dynamic data, and b) static and other forms of system data.

In what follows, a commonly used iterative updating method called “Penalty Function Methods” is described in detail. Two other types of iterative methods, namely, Minimum Variance Methods and Perturbed Boundary Condition Testing Methods, are then discussed briefly.

### 2.2.2.1 Penalty Function Methods

Penalty function methods generally use a truncated Taylor series expansion of a certain type of response data as a function of the unknown parameters subject to updating. This expansion is often limited to the first two terms to produce a linear approximation. The parameter increments in the iteration procedure are determined by a minimization of a predefined penalty function.

#### A) Penalty Function Method Using Dynamic Data

Dynamic or vibration data (and possibly its derivative information as well) are most commonly used data for FE model updating because of the advantage that they depend only on the structural inherent properties regardless of what excitation is applied. The basic premise is that the FE modeling errors in stiffness, mass or energy dissipation properties of a system will affect sensibly the predicted dynamic response of that system, and hence, by matching the measured dynamic response data, the errors in the model properties can be corrected.
The system dynamic feature can be described either in modal domain or frequency domain. Correspondingly, two types of penalty function methods exist.

**i) Modal Domain Dynamic Data**

An objective function involving modal data including the natural frequencies and the mode shapes is minimized. The commonly used objective functions or error functions include (Xia 2000):

a) Average value of weighted relative difference between predicted and measured frequencies,

\[ E_f = \frac{1}{N} \sum_{i=1}^{N} C_R \frac{\Delta f_i}{f_i} \]

where \( N, C_R, \Delta f_i \) and \( f_i \) respectively denotes the number of frequencies, the weighting factor assigned to the \( i^{th} \) frequency, the difference between the \( i^{th} \) predicted and the measured frequency, and the \( i^{th} \) measured frequency.

b) Average value of weighted margin of the MAC (Modal Assurance Criterion) values selected as responses,

\[ E_{MAC} = \frac{1}{C_R} \sum_{i=1}^{N} (1 - C_R MAC_i) \quad C_R = \sum_{i=1}^{N} C_{R_i} \]

c) Average value of weighted relative difference between predicted and measured mode shape components,

\[ E_{\phi} = \frac{1}{C_R} \sum_{i=1}^{N} \sum_{j=1}^{N_{dd}} C_{R_{ij}} \frac{\Delta \phi_{ij}}{\phi_{ij}} \quad C_R = \sum_{i=1}^{N} \sum_{j=1}^{N_{dd}} C_{R_{ij}} \]
where $N_m$ denotes the total number of modes selected, $N_{nd} = N_n \times N_d$, $N_n$ is the number of nodes selected and $N_d$ is the number of DOF selected at each node.

d) Combination of all the above-mentioned error functions

$$E = E_{fr} + E_{MAC} + E_{f\phi}$$

It has to be pointed out that these objective functions are often nonlinear functions of the structural parameters being updated, and hence may cause convergence problems. Besides, they may possess numerous local optima that can trap the optimization procedure. Nevertheless, iterative methods are attractive as they allow a large number of physical parameters to be updated simultaneously.

In formulating the minimization problem, the FE modal data needs to be expressed as a function of the selected structural physical parameters using 1st order Taylor series expansion:

$$\{\delta z\} = S_j \{\delta \theta\} \quad (2-1)$$

where $\{\delta \theta\} = \{\theta\} - \{\theta\}_j$, $\{\theta\}_j$ is the parameter vector in the current iteration step, $\{\theta\}$ is the initial estimated parameter vector. $\{\delta z\}$ is the difference between the measured and current analytical responses (modal data), $S_j$ is the sensitivity matrix containing the 1st order derivative of the modal data with respect to the unknown parameters, evaluated at the current parameter estimate $\{\theta\}_j$.

Depending on the number of parameters to identify as compared to the number of responses used in the updating procedure, there may be two categories of systems: (i) Overdetermined Systems, where the number of parameters is less than that of...
responses; (ii) Underdetermined Systems, where the number of parameters is more than that of responses.

For both systems, the penalty function can be expressed as

$$ J(\{\delta \theta\}) = \{\varepsilon\}^T \{\varepsilon\} $$  \hspace{1cm} (2-2)$$

where $\{\varepsilon\} = \{\tilde{\varepsilon}\} - S_j \{\delta \theta\}$ is the error in the predicted responses based on the current parameter estimate. Substituting the expression for $\varepsilon$ into equation (2.2) gives

$$ J(\{\delta \theta\}) = \{\tilde{\varepsilon}\}^T \{\tilde{\varepsilon}\} - 2\{\delta \theta\}^T S_j^T \{\tilde{\varepsilon}\} + \{\delta \theta\}^T S_j^T S_j \{\delta \theta\} $$  \hspace{1cm} (2-3)$$

Minimizing $J$ involves differentiating it with respect to each entity in the parameter vector $\{\theta\}$ and setting the expressions equal to zero.

For overdetermined Systems, the result from Eq. (2-3) is given by

$$ \{\delta \theta\} = \left[S_j^T S_j\right]^{-1} S_j^T \{\tilde{\varepsilon}\} $$  \hspace{1cm} (2-4)$$

Or

$$ \{\theta\}_{j+1} = \{\theta\}_j + \left[S_j^T S_j\right]^{-1} S_j^T \{\tilde{\varepsilon}\} $$  \hspace{1cm} (2-5)$$

Considering the fact that measurement errors always exist, and high order modal data are usually prone to higher measurement errors, an improvement to equation (2.5) is to impose distinct weighting matrices so as to compensate for these experimental differences. The weighted penalty function can be written as

$$ J(\{\delta \theta\}) = \{\varepsilon\}^T W_{uu} \{\varepsilon\} $$  \hspace{1cm} (2-6)$$
where $W_{\varepsilon\varepsilon}$ is a positive-definite weighting matrix, usually in the form of a diagonal matrix whose elements are given by the corresponding reciprocal of the variance of the individual measurements. Solving the minimization problem (2-6) yields

$$\{\theta\}_{i+1} = \{\theta\}_i + \left[ S_j W_{\varepsilon\varepsilon}^{T} S_j \right]^{-1} S_j^{T} W_{\varepsilon\varepsilon} \{\varepsilon\}$$  \hspace{1cm} (2-7)

Because the system is over-determined, the matrix $\left[ S_j^{T} W_{\varepsilon\varepsilon} S_j \right]$ is square and probably of full rank. If a rank deficiency occurs, a singular value decomposition technique (SVD) may be adopted to solve the system of equations.

When the system is underdetermined, $S^T S$ becomes rank deficient. The set of equations is underdetermined, leading to multiple possible solutions. Under this circumstance, the one that represents the smallest change relative to the values of the initial parameter guess is often chosen as the most desirable solution. Therefore, the optimization problem is now constrained and can be stated as

$$J(\{\delta\theta\}) = \{\delta\theta\}^T W_{\theta\theta} \{\delta\theta\}, \hspace{1cm} \text{ s.t. } \{\varepsilon\} = S \{\delta\theta\}$$  \hspace{1cm} (2-8)

The corresponding solution to this problem is obtained as

$$\{\theta\}_{j+1} = \{\theta\}_j + W_{\theta\theta}^{-1} S_j^{T} \left[ S_j W_{\theta\theta}^{-1} S_j^{T} \right]^{-1} \{\varepsilon\}$$  \hspace{1cm} (2-9)

It should be pointed out that better updating results can generally be achieved by normalizing the selected responses and the updating parameters because of the improved conditioning with the sensitivity matrix $S$.

Numerous applications of using modal domain data for damage identification and parameters estimation can be found in the literature. Kiddy and Pines (1997) assigned a sensitivity-based updating technique to identify damages of a rotating composite...
beam in a vacuum. The modal residuals of the structural response were used as the response data in the updating procedure. Elemental sensitivities were derived including an enhanced stiffness sensitivity arising from centrifugal loading of the composite beam. This methodology was analytically shown to be capable of detecting changes of both mass and stiffness in the rotating beam.

Morassi and Rovere (1997) applied a sensitivity-based updating algorithm for detecting a notch in a five-storey steel frame structure using only frequency data of the structure before and after damage. Torkamani and Ahmadi (1998) reviewed four least-squares methods to solve a sensitivity-based equation, which was derived from minimizing the difference between analytical and actual eigendata, and developed a new statistical technique to identify stiffness change. Numerical analysis of two frame structures demonstrated that the statistical method provided more accurate parameter estimation when eigenvalues and eigenvectors were combined.

Ara_ugo dos Santos J.V et al. (2000) presented the use of orthogonality conditions sensitivities of mode shapes in the updating procedure to detect damages in composite structures. The damage was directly related to the stiffness reduction of the damaged element. A numerical example on a laminated rectangular plate showed good efficiency and stability of the proposed method on the identification of damage in multiple elements. The method was also shown to be applicable with noise-contaminated modal data. In addition, the orthogonality condition sensitivities were demonstrated to be more effective measures as compared to the eigenvector sensitivities.

Brownjohn and Xia (2000) tuned some uncertain parameters of substructures of a curved cable-stayed bridge to obtain an improved model based on measured dynamic data. Mottershead and Mares (2000) validated an aluminum space frame model using a sensitivity-based iterative technique, in which over twenty parameters were updated simultaneously. Jones (2000) used an iterative FE model updating technique to tune a flexible truss structure model by taking the joint rigid link parameters as unknown
quantities and incorporating anti-resonance into the modal data to make the problem well-conditioned.

Brownjohn et al. (2003) applied a sensitivity-based model updating procedure to validate the FE model of a highway bridge before and after upgrading. Measurements were taken to extract the structural modal data. The updating exercise successfully identified the girder stiffness in the two directions and the effects of two major structural changes from upgrading, namely an enhanced rotational constraint at the abutment and the addition of large guardrails. It was concluded that a procedure using non-invasive full-scale dynamic testing allied with FE model updating can assist bridge managers assess their structures by providing validated structural models.

ii) Frequency Domain Dynamic Data

The basic premise of a successful application of modal data based iterative methods is that the modal information, i.e., natural frequencies and mode shapes, must be extracted with satisfactory accuracy. However, it is often difficult to extract sufficient and accurate modal data from a structure with high modal density. To evade this difficulty, using frequency response function (FRF) data in the objective function is deemed to be a more flexible alternative.

Two different measures of error are applicable in the objective function using frequency domain data, namely equation error and output error.

Taking the Laplace transformation of the FE equation of motion (EOM) one obtains the expression of EOM in frequency domain, given by

\[
[K + j\omega C - \omega^2 M]x(\omega) = \{f(\omega)\} \tag{2-10}
\]

or
\[ \mathbf{B}(\omega)\{x(\omega)\} = \{f(\omega)\} \]  

(2-11)

where \( \mathbf{B}(\omega) = [\mathbf{K} + j\omega \mathbf{C} - \omega^2 \mathbf{M}] \) is the dynamic stiffness matrix.

The measure of equation error is calculated by (Friswell and Mottershead 1995)

\[ \{\varepsilon_E\} = \{f(\omega)\} - \mathbf{B}(\omega)\{x(\omega)\} \]  

(2-12)

The simplest form of objective function is to minimize the Euclidean norm of the equation error, which is given by

\[ J(\{\theta\}) = \|\{\varepsilon_E\}\|^2 = \sum_{i=1}^{n} \sum_{j=1}^{m} \left| \{f(\omega_j)\}_i - (\mathbf{B}(\theta, \omega_j)\{x(\omega_j)\})_i \right|^2 \]  

(2-13)

where \( n \) is the number of DOF and \( m \) is the number of measured frequencies. The minimization of \( J(\{\theta\}) \) is equivalent to solving the following linear equation,

\[
\begin{bmatrix}
\mathbf{B}_1(\omega_1)\{x(\omega_1)\} & \mathbf{B}_2(\omega_1)\{x(\omega_1)\} & \cdots & \mathbf{B}_p(\omega_1)\{x(\omega_m)\} \\
\mathbf{B}_1(\omega_2)\{x(\omega_2)\} & \mathbf{B}_2(\omega_2)\{x(\omega_2)\} & \cdots & \mathbf{B}_p(\omega_2)\{x(\omega_m)\} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{B}_1(\omega_m)\{x(\omega_m)\} & \mathbf{B}_2(\omega_m)\{x(\omega_m)\} & \cdots & \mathbf{B}_p(\omega_m)\{x(\omega_m)\}
\end{bmatrix}
\begin{bmatrix}
\delta \theta_1 \\
\delta \theta_2 \\
\vdots \\
\delta \theta_p
\end{bmatrix} =
\begin{bmatrix}
\{f(\omega_1)\} - \mathbf{B}_0(\omega_1)\{x(\omega_1)\} \\
\{f(\omega_2)\} - \mathbf{B}_0(\omega_2)\{x(\omega_2)\} \\
\vdots \\
\{f(\omega_m)\} - \mathbf{B}_0(\omega_m)\{x(\omega_m)\}
\end{bmatrix}
\]

or

\[ \mathbf{A}\{\delta \theta\} = \{b\} \]  

(2-14)

where \( \mathbf{A} \) and \( \mathbf{b} \) are real components of the matrices above. By taking the pseudo-inverse of \( \mathbf{A} \), one can solve for \( \delta \theta \) yielding

\[ \{\delta \theta\} = (\mathbf{A}^T \mathbf{A})^{-1} \mathbf{A}^T \{b\} \]  

(2-15)
In case of singularity, some advanced techniques such as singular value decomposition (SVD) are required to be applied in order to solve for \( \{\delta \theta \} \) in equation (2-15).

The output error is given by

\[
\{ e_o \} = B^{-1}(\omega) \{ f(\omega) \} - \{ x(\omega) \}
\]  

(2-16)

The advantages of this approach lie in that it minimizes the difference between measured and analytical data, and that it is not necessary to measure all DOF. The drawback is that the output error loses its good characteristics having linear relationship with the entries in \( B(\omega) \), and instead, a highly nonlinear phenomenon emerges.

Similarly, the objective function is constructed to minimize the Euclidean norm of the output error

\[
J(\{\theta\}) = \| e_o \|^2 = \sum_{i=1}^{r} \sum_{j=1}^{q} \sum_{k=1}^{m} \left[ a_m(\omega_k) - DB^{-1}(\{\theta\},\omega_k)\{ f(\omega_k) \} \right]_{ij}^2
\]  

(2-17)

where \( D \) is the transducer location matrix and \( a_m \) is the experimental receptance. This is a highly nonlinear equation. In order to obtain the optimal solution of (2-17), the 1st order derivative of the inverse of the dynamic stiffness matrix \( B^{-1} \) with respect to the parameters must be calculated beforehand, which can be fulfilled by differentiating \( BB^{-1} = I \)

\[
\frac{\partial (BB^{-1})}{\partial \theta_j} = 0 \Rightarrow \frac{\partial B^{-1}}{\partial \theta_j} = -B^{-1} \frac{\partial B}{\partial \theta_j} B^{-1}
\]  

(2-18)

Some numerical methods require the 2nd-order derivative of \( B^{-1} \), which can be got via differentiating (2-18) with respect to \( \theta_k \),
\[
\frac{\partial^2 \mathbf{B}^{-1}}{\partial \theta_j \partial \theta_k} = - \left( \frac{\partial \mathbf{B}^{-1}}{\partial \theta_k} \frac{\partial \mathbf{B}}{\partial \theta_j} \mathbf{B}^{-1} + \mathbf{B}^{-1} \frac{\partial^2 \mathbf{B}}{\partial \theta_j \partial \theta_k} \mathbf{B}^{-1} + \mathbf{B}^{-1} \frac{\partial \mathbf{B}}{\partial \theta_j} \frac{\partial \mathbf{B}^{-1}}{\partial \theta_k} \right)
\] (2-19)

**B) Penalty Function Methods using Static and Other Forms of System Data**

The methods described above are based on structure dynamic information either in modal domain or in frequency domain. In fact, static data can also be effective in some situations, with a similar updating procedure.

Sanayei and Onipede (1991) proposed a parameter identification method in which the error function is defined as the applied static force minus the structural stiffness matrix multiplied by the measured displacements. They implemented the method in the numerical analysis of a truss and a frame structure.

Farehat and Hemez (1993) applied the iterative-based method to update a FE model via mode expansion by which the connectivity of the model with the initial one is preserved. The modal force error is defined as a function of the non-measured mode shapes (expanded) and the elemental parameters. In their study, the mass matrix was also updated. Hemez and Farhat (1995) combined the modal force error and the static force error in the error function to identify structural damage. Experiments on the NASA ten-bay truss demonstrated the difficulties in assessing damage in some cases.

Sanayei and Saletnik (1996a) used a strain error function, defined as the difference between the analytical strains and measured ones, to replace the static force error function. In the companion paper, Sanayei and Saletnik (1996b) applied this method on a truss and a frame to perform parameter estimation.

It should be mentioned that the above described updating methods, regardless the type of measured data, are all based on deterministic strategies. There are of some statistical model updating schemes available in the literature. Examples include minimum variance estimation, perturbation methods, simulation schemes, and Bayesian
frameworks. Detailed information regarding these algorithms can be found in Friswell (1995) and will not be discussed in detail here.

### 2.2.2.2 Perturbed Boundary Condition Testing Method

These methods were motivated by the fact that in general the measured data is not available in enough quantity to enable a unique solution for the parameters to be identified. Increasing the available measured dataset is therefore desirable. The perturbed boundary condition testing (Chen et al. 1993 and Lammens et al. 1993), as its title implies, was developed to perform model updating by including the combination of the response data of the same structure under slightly different configurations or with masses or springs added to the structure (Nalitolela et al. 1990 and 1992). A sensitivity matrix $S_i$ is calculated with respect to each different configuration of the structure to form the final $S$ for the updating.

The central issue is how to choose adequately the coordinates to perturb, i.e., where to exert extra masses and where to impose additional springs. It is possible that extra data obtained from some configurations do not at all improve the conditioning of the updating problem while increasing computational burden. The so-called condition number of the sensitivity matrix $S$ is generally used as a measure of the quality of the response data from the selected structural configuration.

Despite the appealing merits of such an approach, it has to be realized that its application may experience some difficulties. For example, the masses added must be significant to effect a non-linear change of frequencies with respect to the structural parameters; and when introducing extra inertia to the translational degree of freedom, the inertia of the coincident rotary degree of freedom may also be altered in an appreciable manner, and vice versa. Besides, these methods are costly in practice since multiple tests are required. For some structures, it could be difficult to mount lumped masses or spring elements due to their particular design and serving environment as well. In these regards, the use of antiresonance data is considered to be
a better alternative to the perturbed boundary condition testing methods. The acquisition of antiresonance data does not require physical changes to the structure and a large amount of frequency data can be obtained by exerting fictitious constraints on the structure. In this thesis, the incorporation of antiresonant frequencies in FE model updating is investigated in Chapter 6 and a GA-aided scheme is proposed to find an optimal configuration of the fictitious or artificial constraints.

2.2.2.3 Minimum Variance Methods

The above described updating methods, regardless of the type of measured data, are all based on deterministic strategies. Minimum variance methods are statistical model updating schemes and may be treated as penalty function methods in which the weighting matrices vary in a particular way over iterations. The methods originate from Bayesian estimation with the only difference being the need to iterate in model updating as the modal model is a non-linear function of the uncertain structural parameters. Statistical techniques are known to be most suitable for handling large amount of data, though they are considered to be appealing when used to deal with the model updating problem in which the quantity of measured data is small and limited. This is because the approach offers a rational way to weight the measured and analytical data and meanwhile provides a measure of the quality of the updated parameters via their estimated variance.

Collins et al. (1972 and 1974) introduced the minimum variance method on the assumption that the parameter estimates and the measured data are statistically independent. This assumption, however, becomes untrue after the first iteration. Friswell (1989) has overcome this issue by calculating the correlation between the measurements and the updated parameter estimates at each iteration. This correlation matrix is then used to compute the next estimate of the parameter vector based on the argument similar to that of Collins et al. (1972 and 1974).
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The utmost objective of the minimum variance methods is to seek the parameter estimate with minimum variance. In the solution procedure, the assumption is made on the measured data that its errors have zero mean and variance matrix $V_\varepsilon$, i.e.,

$$E[\varepsilon] = \{0\} \text{ and } Var[\varepsilon] = E[\varepsilon|\varepsilon]^T] = V_\varepsilon$$  (2-20)

where $E$ denotes the expected value. Let $\{\theta_0\}$ be the original estimate of the uncertain parameters. The mean and variance matrices of this estimate are

$$E[\{\theta_0\}] = \{\theta\} \quad Var(\{\theta_0\}) = V_0$$  (2-21)

Considering that the parameter estimates after the 1st iteration will not be independent from the measurement error $\{\varepsilon\}$, a non-zero correlation matrix $D_j$ is used for the jth parameter estimate and the measurement noise,

$$E[\{\theta\}^{T}_j | \varepsilon] = D_j \text{ and assume } D_0 = 0$$  (2-22)

Thus, the updated parameter estimate is given by

$$\{\theta\}_{j+1} = \{\theta\}_j + \left(V_jS_j^T - D_j\right)V_j^{-1}\{z\}_m - \{z\}_j \right)$$  (2-23)

where $V_{zj}$ is the self-correlation matrix for the difference vector between the measurement data and the FE data corresponding to the $j$th parameter estimate and is given by

$$V_{zj} = E[(\{z\}_m - \{z\}_j)(\{z\}_m - \{z\}_j)^T] = S_jV_jS_j^T - S_jD_j - D_j^TS_j^T + V_\varepsilon$$  (2.24)

The updates of matrices $V_j$ and $D_j$ through iterations are implemented according to the following two equations, respectively

$$V_{j+1} = V_j - \left[V_jS_j^T - D_j\right]V_j^{-1}\left[V_jS_j^T - D_j\right]^T$$  (2-25)
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\[ D_{j+1} = D_j + \left( V_j S_j^T - D_j \right) V_{zj}^{-1} \left( S_j D_j - V_e \right) \tag{2-26} \]

It is noteworthy that for overdetermined systems (less number of parameters than measurements), the variance of measurements cannot be set to zero; otherwise, the iteration process will break down and the parameter estimates will diverge simply because there is no sufficient freedom for the parameters to reproduce the measurements.

2.3 Model Reduction/ Expansion Algorithms

Owing to the fact that measurements are usually limited to some selected DOFs (normally translational DOFs), the model reduction or data expansion techniques must be incorporated during updating, i.e., either the analytical model is reduced to be compatible with experimental DOFs, or the measured data are expanded to match the DOFs in the analytical model.

2.3.1 Model Reduction Algorithms

Most reduction techniques employ a transformation matrix, \( T \), between the measured or master DOFs (represented by subscript \( a \)) and the total DOFs of the analytical model (denoted by subscript \( n \)), as expressed by the following equation:

\[ \{ \phi_n \}_i = \begin{bmatrix} \phi_a \\ \phi_b \end{bmatrix} = T \{ \phi_a \}_i \tag{2-27} \]
where subscript \( b \) indicates the unmeasured DOFs, or slavery DOFs. The corresponding stiffness and mass matrices can be correlated through the transformation matrix as follows:

\[
\mathbf{K}_a = \mathbf{T}^T \mathbf{K}_n \mathbf{T} \quad \mathbf{M}_a = \mathbf{T}^T \mathbf{M}_n \mathbf{T} \tag{2-28}
\]

Depending on different forms of the transformation matrix, \( \mathbf{T} \), several model reduction methods have been proposed as follows.

- **Guyan Reduction**

Guyan reduction (Guyan 1965) is essentially a static condensation and is especially suitable for large analytical models. When ignoring inertia and damping terms, the modal domain equation of motion (EOM) of a free vibration system can be expressed by

\[
\begin{bmatrix}
\mathbf{k}_{aa} & \mathbf{k}_{ab} \\
\mathbf{k}_{ba} & \mathbf{k}_{bb}
\end{bmatrix}
\begin{bmatrix}
\mathbf{\phi}_a \\
\mathbf{\phi}_b
\end{bmatrix} = \{0\} \tag{2-29}
\]

From this equation, the second term \( \mathbf{\phi}_b \) is solved as

\[
\{\mathbf{\phi}_b\} = -\mathbf{k}_{bb}^{-1}\mathbf{k}_{ba}\{\mathbf{\phi}_a\} \tag{2-30}
\]

Therefore, the transformation matrix becomes

\[
\mathbf{T} = \begin{bmatrix} \mathbf{I} \\ \mathbf{t} \end{bmatrix} = \begin{bmatrix} \mathbf{I} & \mathbf{I} \\ -\mathbf{k}_{bb}^{-1}\mathbf{k}_{ba} \end{bmatrix} \tag{2-31}
\]
The negligence of inertia terms leads to the heavy dependence of this method on the quality of the chosen measured DOFs, and a poor selection will yield inaccurate models (O’Callahan 1989). A general guideline is to select those DOFs where the mass terms (or inertia) are sufficiently small relative to the stiffness terms.

- **Improved Reduced System (IRS)**

O’Callahan (1989) developed an improved reduced system (IRS) on the basis of Guyan reduction. In this technique, the mass effect was considered by incorporating a complement in eq. (2.31). The transformation matrix $T$ is designed as

$$
T = \begin{bmatrix}
I \\
t_j
\end{bmatrix}
$$

where

$$
t_j = t + k^{-1}_{bb}(m_{ba} + m_{bb}t)(t^Tm_{n}t)^{-1}(t^Tk_{n}t)
$$

The analysis of a cantilever beam showed the IRS procedure can result in an improvement on the reduced model.

- **System Equivalent Reduction Expansion Process (SEREP)**

O’Callahan et al. (1989) proposed the SEREP. It has some distinguished advantages over other methods, namely, allowing arbitrary selection of modes and master DOFs, preserving the frequencies and mode shapes, and the reduction/expansion process is reversible.

Denoting the number of measured modes and DOFs by $m$ and $a$, respectively,
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\[ \varphi_{nm} = \begin{bmatrix} \varphi_{am} \\ \varphi_{bn} \end{bmatrix} \]  \hspace{1cm} (2-34)

and the transformation matrix is taken as a generalized inverse of the modal matrix,

\[ T = [\varphi_{nm} \varphi_{am}]^+ \]  \hspace{1cm} (2-35)

where

\[ [\varphi_{am}]^+ = ([\varphi_{am}]^T [\varphi_{am}])^{-1} [\varphi_{am}]^T \]  \hspace{1cm} (2-36)

### 2.3.2 Data Expansion Algorithms

Model reduction techniques result in matrices in which the connectivity property of the original FE model is lost, and so is the physical meaning of the model (Farhat and Hemez, 1993). An alternative is to expand the measured mode shapes to the analytical model size by approximating the unmeasured DOFs. The methods used for the data expansion is closely related to the model reduction techniques. Similarly a transformation matrix \( T \) is used to link the master DOFs (“a”) and the full FE model DOFs (“b”),

\[ \varphi_n = \begin{bmatrix} \varphi_a \\ \varphi_b \end{bmatrix} = T \varphi_a \]  \hspace{1cm} (2-37)

- **Guyan Expansion**
This expansion technique is the inverse process of the static condensation method described before. It is easily proved that the transformation matrix remains the same, i.e.,

\[
T = \begin{bmatrix} I \\ t_f \end{bmatrix} = \begin{bmatrix} I \\ -k_{bb}^{-1}k_{ba} \end{bmatrix}
\]  \hspace{1cm} (2-38)

- **Eigenvector Mixing**

The implementation of the eigenvector mixing method is straightforward in the sense that the unmeasured or missing DOFs in the experimental data are filled in by the corresponding analytical counterpart,

\[
\phi_n = \begin{bmatrix} \phi_a \\ \phi_A \\ \phi_b \end{bmatrix}
\] \hspace{1cm} (2-39)

- **Dynamic Expansion**

This technique takes the structural frequencies \( \lambda_i \) into account by using the dynamic stiffness matrix for an undamped structure. One can partition the eigenvalue function according to DOFs “a” and “b” as

\[
\begin{bmatrix} k_{aa} & k_{ab} \\ k_{ba} & k_{bb} \end{bmatrix} \begin{bmatrix} \phi_a \\ \phi_b \end{bmatrix}_i = \lambda_i \begin{bmatrix} m_{aa} & m_{ab} \\ m_{ba} & m_{bb} \end{bmatrix} \begin{bmatrix} \phi_a \\ \phi_b \end{bmatrix}_i
\]  \hspace{1cm} (2-40)

Expanding the expression gives

\[
\begin{align*}
k_{aa} \{\phi_{ai}\} + k_{ab} \{\phi_{bi}\} &= \lambda_i \{m_{aa} \{\phi_{ai}\} + m_{ab} \{\phi_{bi}\}\} \\
k_{ba} \{\phi_{ai}\} + k_{bb} \{\phi_{bi}\} &= \lambda_i \{m_{ba} \{\phi_{ai}\} + m_{bb} \{\phi_{bi}\}\}
\end{align*}
\] \hspace{1cm} (2-41)
\( \phi_{bi} \) can be solved from both equations. From the first equation, one gets

\[
\{ \phi_{bi} \} = -\left( k_{ab} - \lambda_i m_{ab} \right)^+ \left( k_{aa} - \lambda_i m_{aa} \right) \{ \phi_{ai} \} \tag{2-42}
\]

and similarly from the second equation,

\[
\{ \phi_{bi} \} = -\left( k_{bb} - \lambda_i m_{bb} \right)^+ \left( k_{ba} - \lambda_i m_{ba} \right) \{ \phi_{ai} \} \tag{2-43}
\]

Or from the combination of the two equations,

\[
\{ \phi_{bi} \} = \begin{bmatrix} k_{ab} & -\lambda_i m_{ab} \\ k_{bb} & -\lambda_i m_{bb} \end{bmatrix}^+ \begin{bmatrix} k_{aa} & -\lambda_i m_{aa} \\ k_{ba} & -\lambda_i m_{ba} \end{bmatrix} \{ \phi_{ai} \} \tag{2-44}
\]

Eqs. (2-42) to (2-44) indicate various expansion algorithms. Eq. (2-42) often gives bad results due to the ill-conditioning of the inverse matrix caused by the fact that the number of measured DOFs is usually less than that of unmeasured ones. To overcome this issue, Gysin (1990) included all the DOFs in the inverse process as in Eq. (2-43).

- **SEREP Expansion**

This method manifests itself in many forms in terms of the transformation matrix \( T \).

1) FE model based:

\[
T = \varphi^A \left( \varphi_{ai}^A \right)^+ \tag{2-45}
\]

2) Experimental data based:

\[
T = \varphi^A \left( \varphi_{ai}^E \right)^+ \tag{2-46}
\]
3) Mixing/FE based:

\[ T = \left[ \begin{array}{c} \phi_a^E \\ \phi_a^A \\ \phi_b^A \end{array} \right] \left( \begin{array}{c} \phi_a^d \\ \phi_b^d \end{array} \right)^T \quad (2-47) \]

4) Mixing/Experimental data based:

\[ T = \left[ \begin{array}{c} \phi_a^E \\ \phi_a^d \\ \phi_b^d \end{array} \right] \left( \begin{array}{c} \phi_a^E \\ \phi_b^E \end{array} \right)^T \quad (2-48) \]

Gysin (1990) conducted a comparison study on the accuracy of different expansion methods with a spring-mass structure. Both the expansion error and the damage localization capacity were evaluated for each technique. Numerical results demonstrated that the dynamic expansion method performed best amongst all these techniques.

### 2.4 Some Critical Analyses

#### 2.4.1 Correlation Analysis

In model updating, it is crucial that analytical and experimental quantities are paired correctly before comparison.

Correlation, including modal correlation and spatial correlation, is a technique to examine quantitatively and qualitatively the correspondency and difference between analytical and experimental modal parameters.
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a) Frequency Pair

In general, the correlation between the analytical and the experimental frequencies is examined by their relative difference. A small relative difference indicates better correlation. The relative frequency difference is defined by

$$\Delta_f = \frac{f_{\text{FEA}} - f_{\text{EMA}}}{f_{\text{EMA}}} \times 100\% \quad (2-49)$$

where $f_{\text{FEA}}$, $f_{\text{EMA}}$ represent analytical and experimental natural frequencies respectively. During the course of updating, if some reference modal data bear a relative frequency difference that is higher than a prescribed threshold, these data should be given up.

b) Mode Shape Pair

There exist several methods to make comparison between the experimental and the analytical mode shapes. The most effective way is visual inspection, which, however, is very costly in practice. Numerical correlation indices such as the modal assurance criterion (MAC) (Allemang and Brown, 1982) is usually used to automatically check all possible mode shape pairs and give a quantity embodying the level of correlation. MAC is defined based on a matrix with entries calculated by

$$MAC_{ij} = \frac{\left| \phi_{ei}^H \phi_{aj} \right|^2}{\left( \phi_{ei}^H \phi_{ei} \right) \left( \phi_{aj}^H \phi_{aj} \right)} \quad (2-50)$$

where $\phi_{ei}$ represents the $i^{th}$ experimental mode shape, $\phi_{aj}$ indicates the $j^{th}$ analytical mode shape and the superscript $^H$ means the transpose of the complex conjugate. The value of $MAC_{ij}$ falls within the interval 0 and 1. The closer the value is to 1 the more similar the two mode shapes are.

34
MAC provides only global correlation information. The correlation information of the mode shapes in certain zones of the model may be a valuable guidance for the localization of the source of the observed errors. So, it is important to be able to rank DOFs in terms of how they impact the modal assurance criterion (MAC) results. For this purpose, coordinate modal assurance criterion (COMAC) (Lieven and Ewins, 1988) was developed and it is related to the degree of freedom of the structure rather than the whole mode shape vector; hence it correlates the amplitude of the two matched set of mode shapes at a single measured point.

c) Spatial Correlation or Node-Point Pair

Two models defined in the same coordinate system can have several grid points at identical positions or within a given tolerance distance. The investigation of how many of these grid locations in each of the models are within such a given tolerance distance is an operation referred to as spatial correlation. The experimental point and analytical node with the shortest spatial distance are taken as a pair. If the two models topologically do not coincide or coordinate systems do not match, transformation of either the FE model or the test model must be done beforehand.

2.4.2 Sensitivity Analysis

Sensitivity analysis is a technique to provide an analyst with an approximate indication as to how the responses of a structural FE model are influenced by the modification of structural physical properties such as boundary conditions, material stiffness, geometry, etc. The basic element with this technique is the sensitivity matrix $S$, which has been discussed extensively in section 2.2.2. Depending on the specific applications, the sensitivity matrix may be treated differently. In the present study, this technique will be applied to predict the parameter errors due to the measurement noise. The detailed
operation of the sensitivity analysis will be presented in Chapter 3. Some popular example applications of sensitivity analysis techniques are listed below:

a) What-If analysis – To study the effect of modeling assumptions, for example the rigid boundary conditions instead of elastic ones, on the modal parameters or other response quantities.

b) Design optimization – To find the optimal locations to modify the structure in order to shift modal parameter values.

c) Identification of sensitive and insensitive areas of a structure for a given response and parameter combinations - This will help the analyst to decide which parameters and responses to include in the selection for model updating.

d) Pretest analysis - Sensitivity analysis can also be used in pretest analysis applications, for instance studying the effect of transducer mass loadings on the modal parameters.

2.4.3 Error Localization

It is generally understood that even for moderate-size structures, such as offshore platforms, there may exist numerous parameters that are deemed uncertain while the amount of useful information from measurements are limited and unable to adjust all the parameters in doubt to a satisfactory degree. This conflicting problem has been the drive of considerable research effort made in locating the most inaccurate model parameters prior to model updating. This area of work has become known as error localization. Via error localization techniques, the parameters that are most effective in producing a genuine improvement in the modeling of a structure are found and are to be included as a compact set in the updating, thus improving the numerical conditioning of the updating problem. Methods used for the error localization are often closely related to those for updating, and may similarly be influenced by the incompleteness of measurements. Existing techniques regarding error localization
include a) balancing the eigenvalue equation, b) substructure energy functions, and c) best subspace method (Friswell and Mottershead 1995). Studies in this area can also be found in some reported articles (Zhang and Lallement 1987; Sidhu and Ewins 1984; Lallement and Piranda 1990; Gysin 1990; Link and Santiago 1991).

2.4.4 Regularization

Despite the rapid development on the measurement techniques, the portion of the knowledge space of the structural behavior that can be measured by experiment is small. However, the volume of unknown parameters requiring correction, even after error localization, can still be very large. Consequently, the system of equations become strongly under-determined. To achieve an over-determined problem, regularization techniques are generally applied. Many techniques regarding the regularization have so far been proposed. Lallement and Cogan (1992) enlarged the knowledge space by using anti-resonance data. Wada, Kuo and Glaser (1986) used multiple tests with varying boundary conditions and Nalitolela, Penny and Friswell (1990) made use of added masses. Ben-Haim and Prells (1993) used adaptive excitation to enable parameter updating in subsets, which is usually called selective sensitivity technique. Zhang and Natke (1991) applied component mode synthesis to achieve a two-level updating procedure, which has the effect of reducing the number of parameters to be estimated at each level.

2.5 Summary

FE model updating techniques aim to produce an improved structural FE model by matching the analytical data with the measured data. The methods used in model updating can be classified into local updating (iterative-based) and global updating (direct updating). Global updating methods can reproduce the measured data by updating the system matrices (stiffness, mass and damping matrices) directly, but the
resulting FE models do not have physical meaning. In contrast, local updating methods are able to give physically meaningful and interpretable updated FE models because the match between the analytical data and the experimental counterparts is achieved by modifying the structural physical parameters with genuine modeling errors. Furthermore, desirable properties such as positive-definiteness, symmetry and sparseness of the stiffness matrix of the original FE model are preserved by the local updating procedure. Therefore, it is widely used for structure design, evaluation of structural integrity and structural serviceability estimation, etc, and is also one of the principal interests of the present study.

The selection of reference data is crucial for successful updating. Reference response must be clean and reliable, which can be dynamic and/or static. Since dynamic modal data have some unique attractive features such as cost-effectiveness for measurement, reflecting inherent characteristics of the structure, allowing for updating both structural stiffness and mass matrices, etc, they are preferred in most updating applications. In cases where the modal data cannot be extracted with an acceptable accuracy, frequency domain data such as FRFs may be used in model updating as reference responses. One has to bear in mind that computational cost and convergence issues may arise with these techniques.

The selection of physical parameters is another pivotal step in model updating. The selected parameters must be uncertain and they should show close relation to the reference responses used. For problems where a large number of parameters can be candidates for updating, error localization techniques should be used to pick out those parameters that make most contribution to the discrepancy between analytical and experimental data. Regularization techniques are generally required to realize a unique solution for an under-determined problem.

Reliable model updating results represent a good and consistent correlation. For the updating of a complex structure, multiple trials may be required before a satisfactory updated model can be attained. The unsatisfactory results are due primarily to the improper choice of the structure parameters for updating. For real complex structures,
this problem could be difficult to overcome even after the application of all the relevant techniques mentioned in this chapter. In this respect, engineering insight plays an important role by analyzing the response correlation results and making apt decisions. For example, if the errors on all responses are the same magnitude and have the same sign, probably a systematic shift of structural stiffness or mass is sufficient to get convergence. If the distribution of errors is not even, i.e. small differences for some responses and great discrepancies on other responses, many more local parameters of different types should be used in order to simultaneously compensate for these errors.

It should be noted that the FE model updating methods reviewed in this chapter do not include artificial intelligence techniques. Existing applications of genetic algorithms (GA) and artificial neural networks (ANN) in FE model updating and damage identification will be reviewed and discussed in association with the development of the relevant methodologies in the chapters that follow.
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CHAPTER 3

DYNAMIC MODEL UPDATING USING COMBINED GENETIC-EIGENSENSITIVITY ALGORITHM

3.1 Introduction

As a general principle, a desirable model updating is to make physically meaningful adjustments to structural parameters so that the computed responses correlate satisfactorily with the measured data. The FE model so updated can then be used to assist in structure design and assess the structural integrity and serviceability under a variety of possible loading conditions.

Generally speaking, a sound updating process depends on three basic factors: 1) a proper selection of variable structural parameters, 2) a good decision on the measurement information, and 3) an effective algorithm for optimization in performing the inverse procedure. To adequately determine uncertain parameters for updating is a structure-specific matter, in which acute engineering insight and a sufficient understanding towards the underlying structural system are required. Applicable candidates of experimental data may span a broad spectrum, amongst which modal or vibration data are widely used as discussed in Chapter 2.

To develop and apply robust schemes for carrying out the optimization in the model updating procedure is one of the primary objectives of this study. The current model updating techniques employ gradient-based schemes to perform minimization to achieve a desired match between analytical and measured data. Despite a wide success in a number of reported applications (Mottershead et al. 2000; Jones 2000), such iterative-based deterministic optimization methods bear the limitation that the
searching procedure may be trapped into a particular local optimum rather than the global actual solution; and this problem may become more serious in situations where the objective functions are high-dimensional complex surfaces containing many plateaux and valleys. Unfortunately, this is often the case in the FE model updating domain (Mottershead and Friswell 1993; Doebling et al. 1996).

To the delight of researchers and engineers, the recent development in artificial intelligence algorithms has brought in seemingly powerful alternatives to the gradient-based optimization approaches in searching for an optimum. Among other algorithms, genetic algorithms (GAs) appear to be particularly attractive because they operate to globally optimize a given objective function and hence are capable of finding a global solution. GAs follow a guided stochastic process and have distinguished features; they search for the candidate solution from a large population of points rather than a single point like in traditional optimization methods, and they do not require the continuity and differentiability of the objective function being optimized. Thus, constructing an error function becomes very flexible.

Recently, some researchers applied GAs in model updating and damage detection problems (Friswell et al. 1998, Chou and Ghaboussi 2001). In those studies, variables are encoded with binary bits. Such coding scheme may cause the computation to be very intensive and even intractable if the number of parameters being optimized is very large such as in realistic civil engineering structures. In contrast, real-number coding GAs, which encode each parameter using only one real number in the chromosome, can substantially reduce the computational effort. In addition, there will be no loss of precision due to the real number representation as in the binary-coding GAs (Wright, 1991). These features make real coding GAs more desirable in a robust model updating procedure.

In this chapter, a procedure using real-coding GA to perform dynamic model updating is presented. An important consideration of this study is to restrict the required set of modal data within a practically affordable limit, for example the first 3 natural frequencies and the first mode shape for a sway-type frame. An objective function is
constructed to include both modal frequency and mode shape errors. To deal with the inherent sensitivity problem which could arise when the number of variables is increased with the same set of available modal data, an eigensensitivity-based updating method is incorporated to perform further hill-climbing on the basis of the GA-updated model to improve the accuracy. The procedure is illustrated using representative multi-storey sway-type frame structures taking the inter-storey stiffness as variables for updating. The combined approach proves to be very effective so that accurate updating results can be achieved for a sufficiently large number of parameters to be updated with a limited amount of modal data.

The investigation is then extended to the ability of a GA-based approach to find an optimal solution with modal data containing certain level of measurement errors. In such cases, the inherent sensitivity problem dictates that higher order modal information will be necessary for a satisfactory updating of a similar number of parameters (An alternative to this is to reduce the number of parameters to update while keeping the same set of modal data. This will involve other considerations which are beyond the scope of the present study.) A sensitivity analysis is hence proposed to first determine the required order of modal data for a targeted degree of accuracy, and GA is then employed to perform the updating using the “noisy” modal data. It is shown that GA still can perform to the anticipated satisfaction under a noisy measurement condition.

To illustrate the effectiveness of the proposed approach in a real structural and measurement environment, an RC frame tested on an earthquake simulator is subjected to the model updating, based on the measured natural frequencies and the first mode shape. The updated model is then used to predict the seismic response and the prediction is compared with the actually measured response to verify the adequacy of the updated model.
3.2 Overview of Genetic Algorithms

The searching procedure of genetic algorithms derives from the process of natural selection and evolution originally observed and documented by Charles Darwin. This cross-fertilization from one field of science to another has demonstrated extensive and fruitful applications in numerous problems from different domains, including optimization, automatic programming, machine learning, economics, operations research, ecology, population genetics, studies of evolution and learning, and social systems etc. Prominent features of GAs lie in its inherent advantage that following the philosophy of “survival of the fittest” it can arrive at the global optimal solution.

GAs differs from calculus-based search procedures in several ways (Goldberg 1989): a) They search from a population of points in parallel, not a single point; b) They make use of information about the objective function itself, not derivatives or other auxiliary knowledge; and c) They adopt probabilistic transition rules, not deterministic ones. Besides, GA works by encoding the pheno-space decision variables of the optimization problem using finite length string chromosomes” in geno-space, rather than by searching for the solution directly within a given domain. Furthermore, the ways to decode the strings in geno-space and thus to evaluate their fitness can be very flexible, which makes it possible for GAs to optimize problems that cannot be explicitly expressed mathematically.

The basic elements in GAs are “strings”, or in genetic terminology “chromosomes”, coding the information about the phenotype of variables. “Genes” denote components in chromosomes. An individual chromosome is composed of a number of “genes”. Different numbers of genes may be used to represent different variables. To represent the actual problems in the form of “strings” in GAs can be very flexible and is also subjected to the nature of underlying problems, examples of which are widely used binary coding, integer representation (Goldberg 1989) and real-number encoding (Michalewicz 1994). The choice of a proper form of genes for a particular type of problem can be vital to the success of the optimization. For example, when dealing with discrete problems, binary genes may be preferred, while for continuous problems
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(e.g., the FE model updating problems concerned in the present study) the use of real number genes is favored for efficiency consideration (Goldberg 1989). For each chromosome, a quantity called “fitness” is defined to measure the quality of the solution represented by this chromosome. The “fitness” of chromosomes refers to the corresponding values of the defined objective function. Following the defined coding form and the objective (fitness) function, genetic optimization procedure proceeds step-by-step. After the initialization stage, the genetic operations, i.e., selection, crossover and mutation, are to be activated repeatedly. The sequence of these operators is detailed as follows.

Initialization

First, GA is initialized by establishing the starting population, which can be generated either randomly or heuristically. The choice of the population size, i.e., the number of strings, is a trade-off decision between computing time and the requirement on the precision of the optimal solution. In general, larger population size can result in better solution. As an illustration, assuming the underlying problem has four variables, the initial population with real number genes can take the following form:

<table>
<thead>
<tr>
<th>Chromosome</th>
<th>1:</th>
<th>0.43</th>
<th>0.61</th>
<th>0.85</th>
<th>0.92</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chromosome</td>
<td>2:</td>
<td>0.52</td>
<td>0.67</td>
<td>0.28</td>
<td>0.52</td>
</tr>
<tr>
<td>Chromosome</td>
<td>3:</td>
<td>0.36</td>
<td>0.49</td>
<td>0.65</td>
<td>0.47</td>
</tr>
<tr>
<td>Chromosome</td>
<td>4:</td>
<td>0.97</td>
<td>0.57</td>
<td>0.63</td>
<td>0.59</td>
</tr>
</tbody>
</table>

In practice, the population size could be far larger than the above. After the initial population is established, a new population is to be produced through the genetic operations, as discussed in what follows.

Selection

In this process, a decision is made on the number of copies for each chromosome into the next generation. Typical selection strategies include roulette wheel selection and ranking selection. Roulette wheel selection, developed by Holland (1975), was the first selection method. It operates by applying a probability, \( p_i \), for the survival of each individual to the next generation,
where $F_i, F_j$ and $\text{PopSize}$ denote the fitness of chromosome $i, j$ and the population size, respectively. The roulette wheel selection, due to its full mapping scheme (maps the solutions to a fully ordered set of values on $\mathbb{R}^+$, which is the space representing the positive rational numbers), limits GA to only perform a maximization problem. In order to handle minimization or negative fitness problems extensions such as windowing and scaling techniques must be incorporated.

In contrast, ranking selection methods, which include linear ranking selection and normalized geometric ranking selection (Joines and Houck, 1994), only require the objective function to map the solutions to a partially ordered set, thus allowing for minimization and negativity. Furthermore, fitness scaling can also be fulfilled simultaneously. These schemes work by assigning a selection probability $p_i$ for each individual based on the rank of its fitness. Linear ranking selection first requires the population to be sorted according to its fitness values in a descending order and then individual strings are assigned offspring counts based on their rankings. A string with count number “one” is the best candidate and with the increase of the count number much weaker chromosomes are expected. Thus, the selection proportion assigned to the $k^{th}$ sorted string is defined by

$$p_k = q_{\max} - \left( \frac{k - 1}{n - 1} \left( q_{\max} - q_{\min} \right) \right)$$  \hspace{1cm} (3-2)$$

where, $q_{\max}$ and $q_{\min}$ indicate the selection proportions assigned to the fittest and the weakest strings, respectively, and $n$ denotes the population size as in Eq. (3-1). Since the population size is fixed through generations in the entire genetic search process, the summation of individual selection proportions should be equal to one, i.e.,

$$\sum_{k=1}^{n} p_k = \sum_{k=1}^{n} \left[ q_{\max} - \frac{k - 1}{n - 1} \left( q_{\max} - q_{\min} \right) \right] = 1$$
From the above equation, the relationship between \( q_{\text{max}} \) and \( q_{\text{min}} \) is obtained as

\[
q_{\text{max}} + q_{\text{min}} = \frac{2}{n}
\] (3-3)

Thus, once \( q_{\text{max}} \) is set, \( q_{\text{min}} \) becomes a dependent variable and should be determined from Eq. (3-3).

For normalized geometric ranking, the operation process is the same as described above except that a different method for defining \( p_k \) should be adopted as

\[
p_k = q'(1-q)^{-1} \quad \text{and} \quad q' = \frac{q}{1-(1-q)^P}
\] (3-4)

where, \( q \) represents the probability of selecting the best individual, \( r \) is the rank of the individual chromosome, and \( P \) denotes the predefined population size. There is not a uniform conclusion regarding which of the two ranking selection schemes performs better in a GA application; rather, a judgment may have to be made based on the nature of the particular problem under consideration. In the present study, the linear ranking selection is adopted. Via selection operation, the number of schemata with fitness over the average will increase exponentially in future generations.

**Crossover** This operation reproduces the offspring population by recombining the information from two parent chromosomes. The fact that the application of genetic operators and their derivatives totally depends on the chromosome representation (also called encoding) used forces one to bind the discussion of genetic operators and coding scheme together. The genetic operators designed for real coding scheme, which is applied in this research study, include the following:

a) The simplest type of crossover is single point crossover. First, two parent chromosomes are selected randomly and then two offspring are produced by crossing over their genes at a randomly chosen position. For example, assume that
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the two parents consist of \( m \) genes and they are represented by
\[
x = \begin{bmatrix} x_1 & x_2 & \cdots & x_m \end{bmatrix}
\]
and
\[
y = \begin{bmatrix} y_1 & y_2 & \cdots & y_m \end{bmatrix}.
\]
If the crossover point is chosen at the \( k^{th} \) position counting from the left side, then the resulting two offspring become
\[
x' = \begin{bmatrix} x_1 & x_2 & \cdots & x_k & y_{k+1} & \cdots & y_m \end{bmatrix}
\]
\[
y' = \begin{bmatrix} y_1 & y_2 & \cdots & y_k & x_{k+1} & \cdots & x_m \end{bmatrix}
\]
(3-5)

For the simple case mentioned earlier, if chromosome 1 and chromosome 3 are chosen as parents and the crossover point is randomly selected at the 2\(^{nd}\) position, the two descendants from the crossover would be

Offspring 1: 0.43 0.61 0.65 0.47  
Offspring 2: 0.36 0.49 0.85 0.92

This type of crossover can be equally applied for other coding schemes.

b) Arithmetic crossover. It produces two offspring, which are the complimentary linear combinations of the two parents as
\[
\begin{aligned}
X' &= r_1 X + r_2 Y \\
Y' &= r_1 Y + r_2 X
\end{aligned}
\]
(3-6)

where \( r_1 + r_2 = c \). \( c \) is a positive number, which, generally, equals one.

c) Heuristic or direction-based crossover. The resulting descendants based on the above described two types of crossover methods may be worse than their parents. Heuristic crossover method can guarantee the occurrence of better offspring by taking the fitness information into consideration. Assuming that the two parents \( X \) and \( Y \) are chosen and \( X \) is better than \( Y \) in term of fitness, then two offspring, \( X' \) and \( Y' \), are generated by
\[
\begin{align*}
X' &= X + r(X - Y) \\
Y' &= X
\end{align*}
\]

feasibility = \begin{cases} 1 & \text{if } a_i \leq x'_i \leq b_i, \forall i \\ 0, & \text{Otherwise} \end{cases}

\quad (3-7)

Despite its appealing advantage, heuristic crossover may require extra computation effort to achieve feasible offspring because the newborn descendants might violate the prescribed bounds.

**Mutation**  This final operator is motivated to help further increase the genetic diversity and improve the global nature of the search. It simply alters one gene (representing a variable) in a chromosome based on a certain rule. Each gene in the population may be mutated with a probability \( p_m \). Mutation methods that work with the real number coding method are presented below (assuming that a gene \( x_i \) is randomly selected for mutation within a predefined bound \([a_i, b_i]\)).

a) Uniform mutation. It simply replaces \( x_i \) by a random number uniformly selected within \([a_i, b_i]\), and thus the mutated gene, \( x'_i \), becomes \( x'_i = U(a_i, b_i) \).

b) Boundary mutation. As the name implies, it operates to set \( x_i \) equal to either of its two boundary values, which is controlled by a random number \( r \) within \( 0 \) and \( 1 \). For example, a random number, \( r \), less than 0.5 indicates the use of \( a_i \), or else \( b_i \).

c) Direction-based mutation. This mutation method follows the same principle as in the heuristic crossover scheme. As a result, the string, at which mutation is performed, becomes fitter than before. Similarly, it is assumed that a certain gene, \( x_i \), of a string, \( x \), is selected for mutation. Thus, the mutated gene, \( x'_i \), is defined by

\[
x'_i = x_i + rd
\]
where $r$ is chosen as a random number within [0,1] such that the feasibility of $x'_i$ is satisfied. $d$ takes an ascent direction of the objective function, i.e. the orientation along the gradient $\nabla f(x_1, \cdots, x_n)$. Since GAs do not require differentiability of the fitness function, the components of $\nabla f$ are estimated by difference quotients

$$
\frac{\partial f}{\partial x_i} = \frac{f(x_1, \cdots, x_i + \Delta x_i, \cdots, x_n) - f(x_1, \cdots, x_i, \cdots, x_n)}{\Delta x_i}
$$

(3-8)

For practicality, direction-based mutation would not be preferable because its inherent advantage described above is overridden by the largely increased computation cost that arises from the calculation of reference response at each mutation operation. For the numerical investigations presented in this chapter, the uniform mutation proves to be able to work satisfactorily and is thus adopted.

Following the selection, crossover and mutation operations, a new generation is produced. Typically, the process will iterate for many generations till the convergence criterion is satisfied, which may be a maximum number of generations allowed, or when there is no increase in the fitness over a few generations.

The above procedure constitutes the basis for most applications of GAs. As regards the encoding forms, recently there is a trend towards using integer encoding for combinatorial problems and real number coding for continuous optimization problems as encountered in this research study. Moreover, after crossover and mutation operations, better solutions may not be guaranteed to emerge in offspring generations and some useful information in the parent generation may be lost. In this regard, some replacement strategies such as the elitist strategy (Goldberg 1989) as used in the present study are necessary to be incorporated into GAs operations. The elitist strategy operates to replace a small portion (replacement rate) of the chromosomes in the offspring generation that are evaluated to be worst with the best members (referred to as “elites”) in the parent generation. This is to ensure the best members are retained from one generation to the next.
The unique operating mechanism as described above gains GAs its ability in finding a global optimal solution for a given objective function. Since FE model updating can be ultimately formulated into a numerical optimization problem defined by an objective function, it is reasonable to expect that the application of GA can result in a more robust updating procedure. A review of the current development in GA-based model updating techniques follows.

### 3.3 Review of GA-Based Structural Assessment Applications

Many publications can be found in the recent literature discussing GA’s application on damage detection. Application of GA for FE model updating problems, however, is less touched on. FE model updating differs from damage identification in that it aims at determining actual structural parameters rather than the relative changes at a few damage locations, and hence imposes different demands on the responses and analysis algorithm. Current GA-based model updating studies basically remain at the stage of studying the relevant algorithms (GAs) and limited individual applications for special cases. A systematic evaluation of the applicability of the method and development of a comprehensive implementation procedure taking into account the fundamental model-updating theories are still lacked.

Larson and Zimmerman (1993) presented a model-refinement approach by using GA. Background information was given related to the model refinement and genetic algorithms together with their applications. GA was used to determine changes in the structural physical parameters such that analytical and experimental modal data are satisfactorily matched. A simple numerical example, where only a few variable parameters are assumed to be refined, was given to show the applicability of GA in performing a model refinement. The results demonstrated that a satisfactory refining (updating) was achieved. However, this study did not investigate what would happen if a large number of variable parameters is required for refinement.
Hemez et al. (1995) applied a genetic solver rather than a gradient-based method to locate and quantify damage in truss structures using both simulated and experimental data. The genetic updating was compared with results obtained from the conventional Element-By-Element updating method that is based on minimizing the out-of-balance forces of the model. It was found that similar results could be obtained with GA, indicating that GA could become a potential alternative to carry out model updating problems.

Mares and Surace (1996) investigate the detection of macroscopic structural damage using GA based on modal data, implemented through the residual force method. A special objective function for the genetic search optimization procedure was proposed. During GA optimization, the binary-encoding scheme was adopted. Such coding strategy, however, may require considerable amount of computation effort when dealing with a relatively large number of variable parameters under optimization. The proposed method was tested on two numerical examples, where the number of damage sites up to three was required to locate and quantify their degrees of damage. An appropriate response setting was obtained by a trial-and-error procedure in which a number of GA runs were carried out, which was quite time-consuming. The results indicated that damages could be detected with good accuracy through the application of GA. The limitation with the proposed scheme was that the number of damage locations was assumed to be very small (maximum up to 3), and furthermore the costly trial-and-error method in determining the proper response information may fail when tackling complex problems.

Friswell et al. (1998) also investigated a damage detection problem by using GA. The objective was to locate single or multiple damage sites and furthermore to estimate the degree of damage. The pheno-type variables for GA were the locations where damage might occur, while the reference response consisted of the structural modal information (natural frequencies and mode shapes). A standard eigensensitivity method is incorporated into the detection procedure to quantify the damage after detection of the damage site from GA. To demonstrate the proposed scheme, numerical simulations were carried out on a cantilevered beam. Four damage episodes were assumed and the lowest five natural frequencies were used with equal weights as
responses. A successful identification was achieved with all the four cases. Besides, the method was also applied on an experimental case study (cantilevered steel plate), in which only one element suffered damage and the first 12 frequencies were measured as response. This case study was also shown to be successful. The limitation of the application was that the number of damage sites was assumed to be known; otherwise, the algorithm would not be able to proceed. Moreover, the presumed robustness of the method in resisting systematic errors was not supported by any systematic evaluation evidence.

Xia and Hao (2001) used a genetic algorithm with real number encoding to identify the structural damage with vibration data. The objective function was minimized by directly comparing the changes in the measured modal data before and after damage in an attempt to neutralize some system errors. Three different response settings were considered, namely the frequency changes, the mode shape changes and their combination. It was observed that the weights assigned to the individual types of response greatly influenced the identification results. It was also found that the response with the combination of the two types of modal data resulted in the best detection. To demonstrate the proposed approach, a laboratory-tested cantilever beam and a model steel frame were used. It was shown that all the damaged elements would be detected accurately by genetic algorithm. The method requires the availability of the modal data from both undamaged and damaged states of the structure.

Chou and Ghaboussi (2001) formulated the damage identification as an optimization problem, which is then solved by using “binary-encoding” GA. Reference responses included static measurements of displacements at a few DOFs to identify the changes of the characteristic properties of structural members such as the Young's modulus and cross-sectional area. To avoid structural analyses in the fitness evaluation, the displacements at unmeasured DOFs were also determined by GA. A comparison was performed between the detections using the implicit redundancy string representation (IRR) GA and usual string representation GA. It was observed that IRR GA outperforms simple GA in reducing the computational effort due to the introduction of redundant segments in the strings. The identified results from both methods were found to be acceptable. This study, however, did not present the condition (response
information) under which GA could successfully implement the given task. Besides, the approach is limited to work on small-scale problems because of the inefficient coding method.

3.4 FE Model Updating Using GA and Combined GA-Eigensensitivity Approach

3.4.1 Definition of Objective Function

Model updating by nature is to make adjustment on the variable structural parameters so that the predicted response by the model best matches the measured counterparts. Therefore, the updating procedure can be ascribed to performing optimization on an error function. In the present study, the available measurements are assumed to be the modal data i.e. the resonance frequencies and mode shapes. Subsequently, the objective or error function is defined to consist of two parts; one relating to the error in the natural frequency, \( J_\omega \), and the other relating to the error in mode shape, \( J_\phi \). These two types of errors are weighted to give a total error of

\[
J = W_\omega J_\omega + W_\phi J_\phi \tag{3-9}
\]

where \( W_\omega \) and \( W_\phi \) are the weighting factors. It is noted that the objective function herein is defined on the basis of modal frequencies and mode shapes, without inclusion of damping. This implies that 1) the effect of damping on the modal frequencies and mode shapes is regarded to be negligible, which should be valid for most lightly-damped (proportional or not) structures as is the case of typical civil engineering structures; and 2) the damping coefficient itself will require a separate procedure to update, if needed. If the damping effect is to be considered in a more
robust manner, the objective function will have to be defined accordingly, and GA can still be applied as a search tool.

Another point worth mentioning is that the representation of the structural parameters identified through the updating procedure to the real physical parameters depends upon the overall adequacy of the FE model for the structure. Where an FE model is a much simplified form of the actual structure, the parameters identified should be interpreted as an equivalent measure of the actual physical properties.

The objective function for frequency errors may be defined as a weighted sum of squares of the relative difference between measured and predicted frequencies. Any uncertain frequencies that cannot be paired with sufficient confidence are simply excluded from the objective function. Thus,

$$J_\omega = \sum_{i=1}^{N_f} W_{ai} \left( \frac{\omega_{mi} - \omega_{ai}}{\omega_{mi}} \right)^2$$

(3-10)

where $N_f$ denotes the number of selected modes, $\omega_{mi}$ and $\omega_{ai}$ indicate the $ith$ pair of the measured and predicted frequencies. The adoption of the individual weighting factor $W_{ai}$ enables the use of smaller weights on less-accurately measured modes, such as higher modes. A variant of Eq. (3-10) is to replace the sum-squared errors by the average absolute relative difference, as

$$J_\omega = \frac{1}{N_f} \sum_{i=1}^{N_f} W_{ai} \left| \frac{\omega_{mi} - \omega_{ai}}{\omega_{mi}} \right|$$

(3-11)

Similarly, the mode shape error function may be defined as

$$J_\phi = \sum_{i=1}^{N_x} W_\phi (\phi_{mi} - \phi_{ai})^T (\phi_{mi} - \phi_{ai})$$

(3-12)
where $\phi_{mi}$ and $\phi_{ni}$ are the $i$th pair of measured and analytical mode shapes, $N_m$ is the number of selected modes and $W_{\phi}$ is the weighting factor for the $i$th mode.

An alternative form of (3-12) is

$$J_{\phi} = \frac{1}{N_s} \sum_{i=1}^{N_s} W_{\phi} \sum_{j=1}^{N_m} |\phi_{mi}^m - \phi_{ni}^a|$$  \hspace{1cm} (3-13)$$

where $N_s$ denotes the total number of mode shape displacements, $N_s = N_m \times N_n \times N_d$, in which $N_n$ is the number of nodes selected in each mode and $N_d$ is the number of DOFs at each node.

In GA-based approach, the selection of the frequencies and mode shape data to be included in the above-mentioned objective functions is very flexible. For example, when only partial mode shape data is available for a particular mode, there is no need to perform mode shape expansion and one can simply include those measured DOFs in the objective function. It is essential, however, that both the measured and analytical mode shapes are normalized in a consistent manner and paired correctly. In this study, the mode shapes are normalized such that the maximum absolute mode shape displacement is equal to unity.

Combining the modal frequency and mode shape errors, in this study the objective function is defined as

$$J = -\frac{1}{N_f} \sum_{i=1}^{N_f} W_{\omega} \left|\frac{\omega_{mi}^m - \omega_{ni}^a}{\omega_{mi}^m}\right| - \frac{1}{N_s} \sum_{i=1}^{N_s} W_{\phi} \sum_{j=1}^{N_m} |\phi_{mi}^m - \phi_{ni}^a|$$  \hspace{1cm} (3-14)$$

The reason for using absolute rather than relative mode shape error is because the relative differences of a few mode shape components with close-to-zero values (near the mode shape nodal points) may dominate the entire objective function. The use of the negative sign in Eq. (3-14) is to turn the problem into a maximization operation.
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It has to be pointed out that the allocation of weights has considerable influence on the updating process and the results by GA. There is no unique method for the selection of weighting factors $W_{ci}$ and $W_{\varphi_j}$. A general rule is that the weighting factors may be chosen as inversely proportional to the variance of the corresponding measurements. It is worth pointing out that a scrutiny on the fitness function (3-14) sheds light on the use of the ranking selection method in the present study in that Eq. (3-14) always holds a negative value, which will be troublesome with roulette-wheel types of methods.

3.4.2 Implementation Scheme of GA in FE Model Updating

Having specified the objective function, a searching space for the individual variables needs to be defined before GA can start. In a model updating problem, the variables are the structural parameters to be updated and the searching space for GA should be defined according to the possible variation range of each parameter. The evaluation of the fitness involves a structural analysis procedure to calculate the eigendata. Figure 3-1 shows the flowchart of a GA-based model updating procedure.

![Flowchart of GA-based dynamic model updating procedure](image)

Figure 3-1 Flowchart of GA-based dynamic model updating procedure
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In the actual implementation, it is necessary to choose a proper configuration for GA. Studies by DeJong (1975), Grefenstette (1986) and Schaffer (1989) indicate that, for binary-encoding GAs, a population size of 20-30 chromosomes, a crossover rate of 0.6-0.9 and a mutation rate 0.01-0.02 perform adequately in most cases. However, for a real-coding GA, theoretically a lower crossover rate and a higher mutation probability should be considered. In the present study, the configuration of GA is chosen following a preliminary trial procedure, in which the mutation rate was selected between 0.05 and 0.15, and 10 runs with different seeds were performed. The running average error upon the final GA solution and the variance value are used to gauge the quality of the updating. The chosen configuration details are shown in Table 3-1.

Table 3-1 GA configuration

<table>
<thead>
<tr>
<th>Encoding Scheme</th>
<th>Population Size</th>
<th>Termination Criterion</th>
<th>Selection Method</th>
<th>Crossover</th>
<th>Mutation</th>
<th>Replacement Strategy</th>
<th>Fitness Scaling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real number coding</td>
<td>80</td>
<td>Maximum generations 200</td>
<td>Linear ranking</td>
<td>Heuristic crossover probability</td>
<td>Uniform mutation probability</td>
<td>Elitist strategy</td>
<td>λ = 0.10</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$p_c = 0.80$</td>
<td>$p_m = 0.12$</td>
<td>replacement rate</td>
<td></td>
</tr>
</tbody>
</table>

3.4.3 Eigensensitivity Algorithm for Dynamic Model Updating

The eigensensitivity-based model updating method has been well developed over the past several decades as described in Chapter 2. In the present study, it is used to fine-tune the global solution established from GA, in view of the fact that performing a local climbing can help overcome the difficulties arising from inadequate sensitivity of the modal data to the model parameters. The approach performs the iteration process based on equation (2-7), where the weighting matrix, $W_{eq}$, is determined according to the error margin of the measured modal data. Figure 3-2 depicts a general procedure for the eigen-sensitivity based model updating.
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Figure 3-2 Flowchart of eigensensitivity-based model updating procedure
3.5 Numerical Investigation

Numerical studies are conducted to demonstrate the effectiveness and efficiency of the above-mentioned combined GA and eigensensitivity approach in structural model updating. The influences of the possible measurement errors on the model updating results are also investigated by perturbing the numerically simulated (exact) modal properties within a prescribed margin of errors.

The example structures are chosen to be multi-storey frames which are commonly seen in low-to-medium-rise buildings. Assuming a pure-sway mode of deformation (rigid floors), the frames can be simplified as lumped-mass cantilever models as shown in Figure 3-3, allowing only lateral sway DOFs. Thus, the total number of DOFs is equal to the number of storeys of the frame. All the effective masses are lumped to the nodal points at the floor levels.

![Multi-storey sway-type RC frame structure and its equivalent lumped mass model allowing only sway DOFs](image)

The bending stiffness of the equivalent columns, which represents the inter-storey stiffness of the frame, are considered as structural parameters to be updated. In the current GA the stiffness variables are represented by the stiffness modification factors (SMFs) defined as the ratio between the actual stiffness and a reference stiffness (for...
example the uncracked stiffness for RC structures), such that the range of SMFs fall within zero and one. It should be pointed out that the choice of the reference stiffness is not critical in the model updating by GA since the updated stiffness will be the product of the reference stiffness and the corresponding SMF. Any inaccuracy in the reference stiffness is automatically compensated in the updating of SMFs.

### 3.5.1 Model Updating with Exact Modal Data

The natural frequencies and mode shapes computed from the numerical simulation represents the exact measurement without errors or noises. These data are used to test the ability of GA in obtaining the correct model parameters through the updating procedure. For practical consideration, only the very basic set of modal data, i.e., the lowest three modal frequencies and the first mode shape, are employed for the model updating. Three structural cases are numerically simulated, with the number of storeys respectively equal to 6, 12 and 24 to represent a varying number of DOFs, which is equal to the number of unknown parameters here. The reference stiffness is the lateral stiffness corresponding to the uncracked gross-section stiffness of columns. For each arbitrarily chosen “actual” stiffness distribution along the structure height, the modal properties are obtained from the structural analysis and then supplied to GA.

#### i) Scenario 1: 6-Storey Frame

As depicted in Figure 3-3, the 6-storey frame model has the number of DOFs equal to 6. Table 3-2(a) lists the physical properties of the frame. The “actual” stiffness distribution is simulated by assigning each individual SMF a value randomly chosen from a broad range between 0.35 and 0.85 (see Table 3-3). The “measured” modal data are then simulated from the structural analysis using the above stiffness properties. In the objective function (Eq. (3-14)), weights $W_{\omega_i} \ (i=1,2,3)$ are assigned equal to 1.0 and $W_{\phi_i} \ (i=1)$ equal to 0.40 based on the consideration that in the actual measurement the mode shape data may be less accurate than the frequencies. The operating parameters of the GA are given in Table 3-1. In order to gauge the
performance of GA, the so-called online and the offline performances are adopted. The online performance is the average fitness values of all individuals in each generation whereas the offline performance is a running average of the fitness values of those best individuals in the present and past generations.

Table 3-2 Properties of RC frames considered in the numerical investigation

<table>
<thead>
<tr>
<th>Storey</th>
<th>Storey 1</th>
<th>Storey 2</th>
<th>Storey 3</th>
<th>Storey 4</th>
<th>Storey 5</th>
<th>Storey 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Height (m)</td>
<td>5.0</td>
<td>3.0</td>
<td>3.0</td>
<td>3.0</td>
<td>3.0</td>
<td>3.0</td>
</tr>
<tr>
<td>Column cross section (m²)</td>
<td>0.6 × 0.6</td>
<td>0.5 × 0.5</td>
<td>0.45 × 0.45</td>
<td>0.45 × 0.45</td>
<td>0.35 × 0.35</td>
<td>0.35 × 0.35</td>
</tr>
<tr>
<td>Lumped mass (kg)</td>
<td>47500</td>
<td>42000</td>
<td>40500</td>
<td>39500</td>
<td>37000</td>
<td>35500</td>
</tr>
<tr>
<td>Modulus</td>
<td>$E = 2.6 \times 10^{10} \text{ Pa}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

b) 12-storey frame

<table>
<thead>
<tr>
<th>Storey</th>
<th>1~3</th>
<th>4~6</th>
<th>7~9</th>
<th>10~12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Height (m)</td>
<td>5.0</td>
<td>3.0</td>
<td>3.0</td>
<td>3.0</td>
</tr>
<tr>
<td>Column cross section (m²)</td>
<td>0.8 × 0.8</td>
<td>0.65 × 0.65</td>
<td>0.5 × 0.5</td>
<td>0.4 × 0.4</td>
</tr>
<tr>
<td>Lumped mass (kg)</td>
<td>58000</td>
<td>47000</td>
<td>42000</td>
<td>40000</td>
</tr>
<tr>
<td>Modulus</td>
<td>$E = 2.6 \times 10^{10} \text{ Pa}$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

c) 24-storey frame

<table>
<thead>
<tr>
<th>Storey</th>
<th>1~4</th>
<th>5~8</th>
<th>9~12</th>
<th>13~16</th>
<th>17~20</th>
<th>21~24</th>
</tr>
</thead>
<tbody>
<tr>
<td>Height (m)</td>
<td>5</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Column cross section (m²)</td>
<td>1.2 × 1.2</td>
<td>0.85 × 0.85</td>
<td>0.7 × 0.7</td>
<td>0.52 × 0.52</td>
<td>0.45 × 0.45</td>
<td>0.38 × 0.38</td>
</tr>
<tr>
<td>Lumped mass (kg)</td>
<td>76000</td>
<td>65500</td>
<td>60000</td>
<td>56000</td>
<td>46000</td>
<td>40000</td>
</tr>
<tr>
<td>Modulus</td>
<td>$E = 2.6 \times 10^{10} \text{ Pa}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

For the 6-storey frame case, the online and offline performances of GA in updating the model using the above mentioned modal data are depicted in Figure 3-4. Table 3-3 compares the updated and actual (simulated) SMFs. As can be seen, the model is updated successfully. The maximum error in the updated SMFs is less than 1.5 percent.
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The fact that the online and offline performance curves become almost superposed suggests that convergence is already achieved in the GA.

### Table 3-3 Comparison between actual SMFs and updated results from GA

<table>
<thead>
<tr>
<th></th>
<th>$\beta_1$</th>
<th>$\beta_2$</th>
<th>$\beta_3$</th>
<th>$\beta_4$</th>
<th>$\beta_5$</th>
<th>$\beta_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual SMFs</td>
<td>0.5414</td>
<td>0.7230</td>
<td>0.5595</td>
<td>0.4857</td>
<td>0.4150</td>
<td>0.5133</td>
</tr>
<tr>
<td>Updated SMFs</td>
<td>0.5428</td>
<td>0.7137</td>
<td>0.5614</td>
<td>0.4895</td>
<td>0.4152</td>
<td>0.5111</td>
</tr>
<tr>
<td>Errors (%)</td>
<td>0.2528</td>
<td>-1.2841</td>
<td>0.3416</td>
<td>0.7909</td>
<td>0.0561</td>
<td>-0.4310</td>
</tr>
</tbody>
</table>

![Figure 3-4 Performance curves of GA](image)

**Figure 3-4 Performance curves of GA**

### ii) Scenario 2: 12-Storey Frame

Similarly, all the 12 SMFs in this frame case are selected as variables for updating. The physical properties of the frame are listed in Table 3-2(b). The parameter settings for GA as well as the weighting factors imposed on the modal data are the same as in
Scenario 1. Prior to updating, a sensitivity analysis (the procedure is similar to that described in the next section) is performed and it reveals that the given set of modal data are not very sensitive to the stiffness changes in some storeys. This implies that larger updating errors could occur in the respective SMFs.

Figure 3-5 compares the actual SMFs and the GA updated results. The updated SMFs are generally of a good accuracy except for a few storeys such as the 11th and the 12th storeys where the errors reach 5~10%. This result is not surprising given the prediction from the aforementioned sensitivity analysis. Apparently, with the increase of the number of variables to be updated, the inherent sensitivity problem becomes significant with the same set of modal data. To get rid of the problem, one way is to increase the size of the modal data set. But for practical reasons, it would be more desirable if better updating results can be achieved without increasing the demand on modal data. To this end, here the conventional eigensensitivity-based model updating method is incorporated to perform further local climbing on the basis of the global solution from GA. In fact, this combined approach proves to work out very successfully, as will be demonstrated with the next structure case.

![Figure 3-5 Comparison between actual and the updated SMFs by GA for 12-storey frame](image)
iii) Scenario 3: 24-Storey Frame

In this case, all the 24 SMFs are unknown variables for updating. The reference modal data set is still limited to including only the lowest 3 frequencies and the first mode shape. The physical properties of the structure are given in Table 3-2(c). The basic GA configurations remain the same.

![Figure 3-6 Comparison between actual and the updated SMFs for 24-storey frame](image)
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For a randomly selected set of SMFs, the updated results by GA are depicted in Figure 3-6(a). Most of the SMFs still show a good accuracy, but large errors up to $\pm 20\%$ are observed in a few storeys such as 11th, 21st, 23rd and 24th storeys.

The eigensensitivity-based updating scheme is then applied to perform local-climbing on the GA updated results. Since the GA global solution has provided a very good initial state for the eigensensitivity-based updating procedure to start with, the local climbing procedure converges very quickly with just a few iterations. The final SMFs after the local climbing procedure are depicted in Figure 3-6(b). Marked improvement can be observed comparing the results before and after the local climbing operation, especially at the aforementioned few storeys.

3.5.2 Model Updating with Modal Data Containing Errors

The above examples have demonstrated that, by using the combined GA and eigensensitivity approach, almost perfect model updating results can be achieved with a very basic set of modal data, provided that these modal data are free of measurement errors or noise. In actual applications, however, it is difficult to achieve very accurate modal data which may be considered totally error free. As a norm for civil engineering structures, errors in the range of $\pm 1\%$ and $\pm 10\%$ may be expected in the measured natural frequencies and mode shapes, respectively (Friswell and Mottershead 1995). Under this circumstance, it is more rational to figure out a possible solution band within which the actual parameters should fall.

Because of the inherent sensitivity problem, it can be expected that the solution band will be wide when the modal data set is small. To improve the updating results, a practical option is to reduce the number of parameters to identify. This would involve other considerations and judgment which are beyond the scope of the present study. As far as the capability of the proposed updating algorithm is concerned, the algorithm is expected to also work with an increased data set so that the required number of parameters is updated to a satisfactory accuracy. The increase of the dataset may be
achieved by using higher-order modal data, incorporating time-domain information, considering structural local features, among others. For illustrative purposes concerning the application of GA, here we suppose that higher-order modal data are available, and the measurement errors are within $\pm 2\%$ for all modal frequencies and $\pm 5\%$ for mode shape data.

To assist identifying the required order of modal information to achieve a prescribed accuracy in the updated results with the contaminated modal data, a sensitivity analysis can be performed. First the analytical modal quantities are expanded using a $1^{st}$ order Taylor series at the point of the nominal SMFs. Thus, the relationship between modal data changes, $\delta R$, and SMFs variations, $\delta P$, can be established via sensitivity matrix $S$ as follows

$$\{\delta R\} = S\{\delta P\}$$

(3-15)

To avoid ill-conditioning of the sensitivity matrix, the normalized version of the sensitivity matrix $S_n$ is utilized here. $S_n$ represents the percentage change of the response values for one percent change of the parameter values and is defined as

$$[S_n]_{ij} = \frac{\partial R_i}{\partial P_j} \frac{P_j}{R_i}$$

(3-16)

For over-determined systems under consideration, the inverse gain matrix $G_n$ of the normalized sensitivity matrix $S_n$ can be expressed as (Friswell and Mottershead 1995)

$$G_n = \left[ S_n^T S_n \right]^{-1} S_n^T$$

(3-17)
The gain matrix $G_n$ is calculated based on the updated FE model. Thus, the normalized modal data increment vector, $\{\delta R\}$, is related to the SMFs increment vector, $\{\delta P\}$, as

$$\{\delta P\} = G_n \{\delta R\} \quad (3-18)$$

A series of perturbation vectors $(\delta R_i, i = 1,2\cdots m)$ of the modal data within a specified error range are generated randomly. Subsequently, the $m$ resulting vectors of structural parameter changes corresponding to the $m$ $\delta R_i$ can be obtained from Eq. (3-18).

Take the 6-storey and 12-storey frames as examples: Figure 3-7 show the trend of decreasing parameter errors with increasing order of modal information. (It should be noted that for different stiffness values the sensitivity results can differ, and the results shown in Figure 3-7 represents a typical trend). As can be seen, for the 6-storey frame to achieve a stiffness parameter error within $\pm 10\%$ (average about $\pm 6\%$), the first three modes (frequencies and mode shapes) will be required; while for the 12-storey frame to achieve a similar degree of accuracy, modal data up to the 6$^{th}$ mode will be necessary.

![Figure 3-7 Variation of nominal errors in the updated parameters (SMFs) with increasing order of available modal data based on sensitivity analysis](image-url)
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i) 6-Storey Frame

GA is applied to actually perform the updating for the 6-storey frame based on the lowest 3 modes containing the above-mentioned level of measurement errors. For an arbitrary selected combination of SMFs in the range of 0.35~0.85, the modal frequencies and mode shapes are first obtained from structural analysis as mentioned in the previous cases. These modal data are regarded as the measured nominal values for which an error of ±2% in the frequencies and ±5% in the mode shapes existed with a uniform probability distribution. 30 sets of reference modal data are then generated via random sampling, and GA is applied to perform model updating based on each of these modal data sets.

Table 3-4 summarizes the updated SMF results, together with the theoretically anticipated solution bandwidth based on the sensitivity analysis. As can be seen, the GA updated results are very satisfactory in that all 6 SMFs fall within the theoretical margin, whereas the maximum parameter error is less than ±6%. This indicates that GA as an algorithm is capable of achieving satisfactory updating results even under a noisy modal data environment.

<table>
<thead>
<tr>
<th>Actual SMFs</th>
<th>SMFs Range</th>
<th>Error range (%)</th>
<th>Sensitivity analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_1$</td>
<td>0.5856</td>
<td>0.5588 ~ 0.6132</td>
<td>-4.584~ 4.7104</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>0.4164</td>
<td>0.3932 ~ 0.4348</td>
<td>-5.557~4.4420</td>
</tr>
<tr>
<td>$\beta_3$</td>
<td>0.6906</td>
<td>0.6607 ~ 0.7227</td>
<td>-4.325~ 0.4650</td>
</tr>
<tr>
<td>$\beta_4$</td>
<td>0.5168</td>
<td>0.5029 ~ 0.5346</td>
<td>-2.696~ 3.442</td>
</tr>
<tr>
<td>$\beta_5$</td>
<td>0.7081</td>
<td>0.6705 ~ 0.7506</td>
<td>-5.316~ 5.9943</td>
</tr>
<tr>
<td>$\beta_6$</td>
<td>0.7355</td>
<td>0.7194 ~ 0.7603</td>
<td>-2.200~ 3.374</td>
</tr>
</tbody>
</table>
ii) 12-Storey Frame

For the 12-storey frame, the sensitivity analysis (Figure 3-7) suggests that, with the aforementioned level of errors in the modal data, the lowest 6 modes will be required in order to achieve an updating accuracy within $\pm 10\%$ for all 12 SMFs. Following a similar procedure as described in the 6-storey frame case, GA is applied to update the 12-storey frame model for a total of 30 sets of randomly sampled modal data within the given margin of errors. Table 3-5 summarizes the updated SMF results. The comparison once again shows a good consistency between the GA solution bandwidth and the theoretically anticipated errors.

<table>
<thead>
<tr>
<th>Actual SMFs</th>
<th>SMFs Range</th>
<th>Error Range (%)</th>
<th>Anticipated error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_1$</td>
<td>0.6913</td>
<td>0.6802 ~ 0.7160</td>
<td>-1.631 ~ 3.576</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>0.6325</td>
<td>0.5909 ~ 0.6531</td>
<td>-6.503 ~ 3.255</td>
</tr>
<tr>
<td>$\beta_3$</td>
<td>0.3513</td>
<td>0.3644 ~ 0.3742</td>
<td>3.729~6.112</td>
</tr>
<tr>
<td>$\beta_4$</td>
<td>0.7951</td>
<td>0.8189 ~ 0.8690</td>
<td>2.987 ~ 9.282</td>
</tr>
<tr>
<td>$\beta_5$</td>
<td>0.3847</td>
<td>0.3977 ~ 0.4143</td>
<td>3.375 ~ 7.684</td>
</tr>
<tr>
<td>$\beta_6$</td>
<td>0.4027</td>
<td>0.4239 ~ 0.4389</td>
<td>5.258 ~ 8.899</td>
</tr>
<tr>
<td>$\beta_7$</td>
<td>0.3850</td>
<td>0.3940 ~ 0.4109</td>
<td>2.328 ~ 6.712</td>
</tr>
<tr>
<td>$\beta_8$</td>
<td>0.5266</td>
<td>0.5257 ~ 0.5444</td>
<td>-0.173 ~ 3.372</td>
</tr>
<tr>
<td>$\beta_9$</td>
<td>0.6836</td>
<td>0.6874 ~ 0.7163</td>
<td>0.553 ~ 4.778</td>
</tr>
<tr>
<td>$\beta_{10}$</td>
<td>0.4875</td>
<td>0.4973 ~ 0.5152</td>
<td>2.002 ~ 5.675</td>
</tr>
<tr>
<td>$\beta_{11}$</td>
<td>0.6584</td>
<td>0.6597 ~ 0.6886</td>
<td>0.195 ~ 4.589</td>
</tr>
<tr>
<td>$\beta_{12}$</td>
<td>0.6778</td>
<td>0.6736 ~ 0.6994</td>
<td>-0.616 ~ 3.186</td>
</tr>
</tbody>
</table>
The above numerical examples demonstrated clearly the superior performance of the combined algorithm. In lieu of a rigorous mathematical proof on the improved performance, a sound rationale can be provided, as follows. Despite its robustness, GA generally can only find an approximate solution to a complex mathematical problem. In most cases this may suffice. However, in model updating problems where a large number of variables need to be updated while only a limited set of low-order modal data is available, the sensitivity can become an outstanding issue. The consequence is that small errors in the objective function may project to large inaccuracies on some of the structural parameters being updated. Where higher-order modal data are not available or not to a required measurement accuracy standard as is the case in many practical situations, one would have to resort to local method to refine the updated results from GA. The local-climbing or gradient-based mathematical methods are known to be powerful at finding accurate local solutions, but they require a proper starting solution. Now that GA has provided an approximate global solution, the incorporation of the gradient-based methods, in particular the eigensensitivity algorithm, becomes an obvious choice for improving the GA solution.

3.6 Application in Seismic-Response Prediction – Experimental Study

Actual structures have large number of unmeasured DOFs, along with various other structural and measurement uncertainties. It has been a major challenge for theoretical algorithms which are verified numerically to be applied for real structural and measurement conditions. As a matter of fact, very few real applications of sophisticated model updating schemes have been reported in the literature. In this section, a six-storey RC frame tested under simulated earthquakes will be used as a case study to demonstrate the effectiveness and usefulness of the proposed model updating scheme in real applications.

At this juncture, it may be appropriate to point out that the FE model updating method proposed in the present study is not just limited to the identification of structures at their intact states and it can be equally applied after a structure experiences a damaging
load. When a structure experiences a damaging load, there will be nonlinear response during the loading process and after that the structure rests to a new state, for example with reduced stiffness in some members. The aim of the model updating is to identify the (stiffness) parameters of the current state of the structure, whether it is damaged or not, using modal data which may be obtained by testing on the (damaged) structure with small amplitude vibration (modal test). The linear response restriction actually applies to the modal test phase in acquiring the modal parameters of the structure; it does not mean the structure itself has to remain at its original elastic state during all past events.

Depending on the intended use of the analytical model and the available measurement data set for model updating, a structure may be idealized in different ways. In the present case study, the frame will be simplified into a pure-sway lumped mass cantilever, thus each storey is represented by a single mass and an equivalent storey stiffness parameter.

The selected test frame was 1:5.5 scaled version of a 6-storey RC frame (Lu 2002). For convenience, all the quantities presented here are converted back to the full-size scale. Figure 3-8 shows the geometry and the dimensions of the frame. The total lumped masses at the storey levels are: 47.5, 42.0, 39.5, 37.0 and 35.5 tons for storeys 1 to 6, respectively.

Before the real earthquake simulation tests, the frame was subjected to a series of pre-test operations, namely the installation onto the simulator platform, fixing of the added masses, and some small amplitude tests for system checking and identification of the dynamic properties of the frame. Besides, construction joints and other imperfections also existed, so the state of the frame prior to the main tests was unclear. Nevertheless, the lowest few natural frequencies and the first mode shape were available from a complementary random vibration test, making it possible to perform a model updating procedure to identify the equivalent structural parameters. With the updated model, the state of the frame can be assessed and its response to the subsequent earthquake excitation can be predicted more accurately.
Figure 3-8 Geometry of the test frame and test setup

Figure 3-9(a) shows typical frequency response functions from the random vibration test. The lowest 3 natural frequencies were identified to be 1.46, 3.61, and 6.74 Hz, while the first mode shape was recovered as shown in Figure 3-9(b). Simplifying the frame into a 6-DOF lumped-mass cantilever, and assuming the effective lumped masses at floor levels remain unchanged, the parameters that need to be updated in order to complete the model are the 6 stiffness parameters, or the stiffness modification factors (SMFs) as defined earlier. The reference stiffness is defined from the uncracked gross-section stiffness of the columns. With the above modal dataset the GA-eigensensitivity updating procedure is carried out, and the updating results are summarized in Table 3-6. The SMFs vary between 0.356 to 0.530 in different storeys.
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![Graphs showing frequency response functions and mode shapes](image)

Figure 3-9 Measured frequency and mode-shape data

<table>
<thead>
<tr>
<th>Storey</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lateral Stiffness (KN/mm)</td>
<td>107.8</td>
<td>240.7</td>
<td>158.0</td>
<td>158.0</td>
<td>57.8</td>
<td>57.8</td>
</tr>
<tr>
<td>Updated SMFs using measured modal data</td>
<td>0.485</td>
<td>0.356</td>
<td>0.491</td>
<td>0.530</td>
<td>0.436</td>
<td>0.498</td>
</tr>
<tr>
<td>Updated SMFs using calculated modal data for original frame</td>
<td>0.566</td>
<td>0.371</td>
<td>0.591</td>
<td>0.518</td>
<td>0.753</td>
<td>0.787</td>
</tr>
</tbody>
</table>

Table 3-6 Updating results for the 6-storey test frame

It should be pointed out that the above SMFs refer to the uncracked storey stiffness with rigid floors. Since the actual frame involves also rotational DOFs at beam-column joints, the equivalent lateral storey stiffness is certainly smaller than that with rigid floors even if all members remain in the initial uncracked state. Therefore, it is necessary to evaluate the equivalent lateral stiffness of the undamaged frame before the above SMF values can be correctly interpreted. For this purpose, the frame is modeled with a refined beam-column model assuming uncracked stiffness for all members, and the dynamic properties are computed by applying a standard structural analysis procedure. Using the lowest 3 natural frequencies and the first mode shape
from the above frame analysis, the equivalent SMFs of the 6-DOF model are obtained using GA. The results are also listed in Table 6 for a comparison. Figure 3-10 shows a comparison among the undamaged lateral storey stiffness assuming rigid floors, the equivalent undamaged storey stiffness of the frame, and the equivalent storey stiffness of the actual test frame. As can be seen, the lateral stiffness of the undamaged frame is already significantly smaller than that assuming a rigid floor. On average, the SMFs with the undamaged frame are about 0.6. Comparing these undamaged SMFs with the SMFs identified from the measured modal data, it can be concluded that a certain degree of damage, corresponding to a stiffness degradation up to 17% in storeys 1~4 and as much as 40% in storeys 5~6, has already occurred in the test frame before the major tests.

![Figure 3-10 Comparison of storey lateral stiffness](image)

With the updated SMFs, the 6-DOF lumped-mass cantilever model is expected to represent well the actual test frame in terms of its basic dynamic properties and hence can be used as a basis for the dynamic response prediction. As a verification of such
capacity, the updated 6-DOF model is used to predict the response to an earthquake excitation as experienced by the actual frame. The earthquake excitation to which the test frame was subjected at the stage under consideration was a scaled El Centro type ground motion to have the peak ground acceleration (PGA) equal to 0.1g. It should be noted that the model updating within the scope of this paper is limited to a particular state of the structure at which the modal data are measured. The updated model provides a good initial state for subsequent predictions but future nonlinear response will depend upon the non-linear behavioral parameters which are not covered by the current model updating. The test frame under 0.1g excitation remained basically at the linear range, so it is suitable for use to verify the current updating results.

Figure 3-11 shows the actual base accelerogram and the comparison between the measured and predicted displacement time histories using the updated 6-DOF model. The damping coefficient is assumed to be 6% as estimated for the actual test frame during the experiment. For comparison, the predicted response using the 6-DOF model but with a rather arbitrarily assigned value of 0.7, which could still be regarded as reasonable without an updating procedure, are also shown in the figure.

As can be seen, the predicted displacement time histories using the updated 6-DOF model match almost perfectly the measured responses, both in terms of the response amplitudes and the detailed history. On the contrary, the response calculated using the arbitrarily assigned stiffness shows a poor comparison with the measured response.

The above example demonstrates that the proposed model updating scheme is applicable in a real structural and measurement environment. The updated computational model resembles well the actual dynamic system and hence provides a good basis for the dynamic response prediction and the assessment of the physical state of the structure.
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Figure 3-11 Comparison of measured and predicted response time histories:
Left - using updated stiffness values; Right - using arbitrarily assigned stiffness equal to 70% of the uncracked column stiffness
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3.7 Conclusion

In this chapter, a combined GA and eigensensitivity approach is presented for dynamic model updating based on measurable dynamic properties. The ability of GA in performing global optimization renders the updating procedure a desired robustness to handle problems with parameters varying in a wide range, as may be the case of building structures after experiencing a damaging incident such as an earthquake. The effectiveness of the approach is investigated with both numerically simulated and physically tested scenarios.

With a limited amount of modal data, namely the lowest 3 natural frequencies and the first mode shape, GA is shown to be able to perform satisfactorily model updating for cases involving a relatively small number of unknown parameters, such as a 6-storey sway frame. With the increase in the number of storeys, however, the GA updated results tend to become less satisfactory due to the inherently low sensitivity of such modal dataset to the variable stiffness in some storeys. To tackle this problem, the eigensensitivity based updating method is incorporated to perform further local climbing on the basis of the GA global solution. As a result, an almost exact solution is achieved with only a few iterations. The combined approach proves to be effective for the updating of a large number of parameters with a relatively small dataset.

In case modal data contain a certain level of measurement errors, e.g., in modal frequencies and in mode shapes, a sensitivity analysis indicates that higher order modal data will be necessary in order to achieve satisfactory updating results. The required order of modal data can be estimated through a sensitivity analysis. Provided that such a modal data set is available, GA is shown to be able to update the model to the degree of accuracy as can be expected from the sensitivity analysis.

The application of the proposed approach on an actual frame specimen demonstrates that the procedure is workable under a real structural and measurement environment. The updated model resembles well the actual dynamic system and hence provides a good basis for the dynamic response prediction and the assessment of the physical state of the structure.
4.1 Introduction

A major source for inaccurate model updating comes from errors contained in the experimental data. This has been shown in the numerical investigation described in Chapter 3. Another source of errors in model updating using the conventional optimization scheme is the mode shape reduction or expansion process for purposes of maintaining consistency between the two sets of data (analytical and experimental mode shapes). In addition, the conventional optimization methods might result in a misleading solution due to its local searching mechanism. In these respects, the recent development in artificial intelligence algorithms – the Artificial Neural Networks (ANN) – provides a potentially powerful alternative to the traditional iterative-based method because of the particular working mechanism with which ANN operates, i.e., the learning phenomenon.

The appealing features of ANN concerning the FE model updating include a) it performs a function approximation of any complexity via a learning process based on the given discrete training patterns; and once trained, new updating can be carried out readily using the network (i.e., “generalization” in ANN terminology), in other words, ANNs, unlike other updating techniques including GA, represent the general solution
to the underlying inverse problem; b) it has the potential to resist the influence of noises that are contained in the input data (structural response); and c) it can provide a global solution if properly trained. Furthermore, similar to GA, ANN itself does not require specific form or completeness of the response data; hence, the definition of the objective function can be extremely flexible.

In recent years, some researchers have applied ANN for structural damage detection related applications (Szewczyk and Hajela 1994; Masri et al. 1996; Levin and Lieven 1998; Yun et al. 2001). Much experience has been accumulated through these exploratory investigations. However, there appears to be lacking a generic procedure to apply ANN in FE model updating concerning general structural parameters, especially when damping is involved.

In the present study, the Multi-layer Feed-forward (MLP) neural network is employed to perform a general FE model-updating task including the updating of the damping parameters. To reduce the computational demand, and considering the fact that the influence of damping on the resonant and antiresonant frequencies of a lightly-damped system is negligible, the updating of the FE model parameters is divided into two levels using two separate neural networks. The first level network is trained to update the structural parameters (stiffness in particular) using the natural and antiresonant frequencies as the response data without considering the damping effect. With the updated structural parameters from the above first level updating, the second level network then deals with updating the variable damping ratios. For the updating of the damping ratios, the integrals of frequency response function (FRF) are used as the reference responses because of their inherent relationship with the damping factors. In order for the identification of a proper response configuration, a sensitivity analysis scheme is proposed, taking into account the carry-over error during the first-level
updating in addition to the anticipated measurement error ("noise") in the response data.

A numerical example is given to illustrate the implementation of the proposed scheme and demonstrate the effectiveness of the procedure; and in particular, the noise-resisting ability of the neural network trained using the noise-injection strategy is highlighted.

### 4.2 Overview of Artificial Neural Networks (ANN)

Artificial neural networks, or simply neural networks, are essentially computational structures that mimic the operation of biological neurons of mammalian brains. Such structures encapsulate a variety of simple processing units (artificial neurons), interconnected with each other. Each neuron receives a number of inputs and produces one output as shown in Figure 4-1(a); however, there exist a few different types of neurons associated with different schemes in manipulating the input information, \( x \), to result in the output, \( y \).

Among many different forms of network topologies (interconnection style of neurons), the MLP network (Fahlman 1989; Bishop 1995) (see Figure 4-1(b)), which possesses a layered structure and allows only connections from neurons in one layer to those in layers of its forward direction, has been applied widely due to its effectiveness and simplicity. This special topology form is mainly designed for approximating an unknown function relation, and the ability for the network to do so is realized through a learning process on the provided data patterns (training data), whereby the interconnection weights, \( w \), are continuously adjusted until a predefined error criterion is reached.
In the present study, the widely-used Levenburg-Marquardt (LM) back-propagation training algorithm is adopted to carry out the neural network learning towards minimizing a predefined error function, which is generally formulated as a mean-square-error between the network outputs and the actual values corresponding to the given set of input vectors. As a result, an optimal set of weights is obtained.

\[
O = \phi \left( \sum_{i=1}^{n} w_i h_i + b \right),
\]

where \( \phi \) is the Log-sigmoid transfer function.

Figure 4-1 Schematic illustration of the neuron (processing unit) and typical network structure.
In general, the design of a MLP network needs to decide on the following: the number of hidden layers; the associated number of neurons in each hidden layer; and the interconnection patterns among the neurons. The identification of a true optimal combination can be very time consuming and some novel methods have been proposed in an attempt to tackle this problem (Harp 1990; Funabiki 1997). At the present stage, a trial procedure is still commonly practiced in the design of ANN topology for engineering applications. In fact, it has also been shown that a network with only one hidden layer suffices to approximate a large spectrum of complex functions (Hornik et al. 1989; Funahashi, 1989; Cybenko 1989; Hartman et al. 1990); therefore, the required effort in identifying a desirable network design can be considerably reduced by using just one or two hidden layers. Based on these considerations and following some trial exercises, in the present study the neural network structure is unified to contain two hidden layers and both hidden layers are to have an equal number of hidden neurons, leaving only the number of hidden neurons to be determined in the network topology design, for which a trial process is effective.

For the improvement of the network performance, a data scaling process is usually required. This is because the compiled raw training data, such as the modal frequencies of a structure used in this study, can vary significantly in their original values. When such data are directly used in the training procedure, the network could exhibit ill-conditioning and possibly does not learn at all. Besides, the application of a network trained in this way may also bear the risk that some input components are in fact ignored; consequently, the network would no longer represent the underlying system. This problem can be avoided by a proper scaling on the raw input data patterns, such that the input data are normalized to fall within a prescribed bound, for example in the range of [-1,1]. For this particular value range, the transformation can be of a linear form,

\[
\begin{align*}
    x_m^N &= 2 \frac{x_m - \min(x_m)}{\max(x_m) - \min(x_m)} - 1 \\
\end{align*}
\] (4-1)
where \( \mathbf{x}_m \) is a row of the input data matrix, in which each column represents one given data pattern for training, and \( \mathbf{x}_m^N \) is the normalized quantity.

It is well recognized that the applicability of traditional updating methods is often restricted due to the measurement errors that exist in practically all measured response data. In this regard, the neural network technique is particularly appealing because of its potential noise-resisting capability. This capability can be acquired through the so-called noise-injection learning. Usually the possible margin of errors in the measured structural response information is assessable from relevant past experiences. In the implementation of the noise-injection learning algorithm for the neural network training, a similar level of random noise simulating the actual measurement errors or noises is injected into the network input data (responses) while their correct output counterparts are retained. Such noise-injection operation is straightforward and it can be expressed as

\[
\tilde{R}_j = R_j \left(1 + v_j \right) \tag{4-2}
\]

where \( R_j \) and \( \tilde{R}_j \) represent the noise-free (calculated) and the noise-injected response components, respectively, and \( v_j \) is a noise item simulating anticipated noise or errors in the measured response data. At this juncture, it also becomes obvious that the success of the noise-injection learning in real applications is subject to the adequacy of the noise model chosen in representing the actual noises for the particular problem under consideration.
4.3 Review of ANN-Based Structural Assessment Applications

As described in the previous sections, the artificial neural network as a non-parametric approach is capable of implicitly approximating any function with finite discontinuities in a parallel manner and it has been applied successfully in many fields, such as nonlinear regression, classification, prediction, signal processing, data conceptualization and automatic control. This section focuses on the applications of neural networks for the damage detection and FE model updating problems.

Szewczyk and Hajela (1994) formulated the detection of damage in structural systems as an inverse problem, which was solved by using feature-sensitive neural network or the so-called “counterpropagation neural network (CPN)”. In this approach, possible damage and its degree were identified by relating the changes in structural static displacements directly to degradation of structural components in terms of elastic moduli. Numerical studies indicated that such networks can be trained with a realistic number of patterns, and that they were capable of making correct diagnosis based solely on the measurements of static displacement responses at a few points under a given load configuration. In addition, preliminary results of several numerical simulations showed that the performance of networks deteriorated gradually in the case of noisy and incomplete input data, while the resultant outputs from the CPN were still acceptable.

Masri et al. (1996) explored a methodology based on a neural network to detect parameter changes in either linear or nonlinear systems. The restoring force associated with an element or substructure of the system was selected as response. Demonstrative examples, obtained by randomly exciting linear as well as nonlinear systems with a wide range of parameter changes, with and without noise pollution, were presented to gauge the sensitivity of the approach to small perturbations in the example system parameters. It was shown that the existence of nonlinearity and/or noise may degrade the accuracy of the trained networks; however, the proposed scheme is regarded as robust for detecting relatively small changes in the dominant structural system parameters.
Levin and Lieven (1998) used a radial basis function (RBF) neural network to perform FE model updating on a simple cantilevered beam. In their study, twenty variable parameters were selected for updating, while the response data used were the first three bending and first two extensional modes. The input vectors for the network included 55 components. To determine the appropriate centers for the RBF network, a trial-and-error procedure was employed to construct the hidden layer (centers) by introducing one center each time, to result in the minimum mean-square-error (MSE) on the training patterns. The actual updating process was carried out iteratively using a sequence of networks to approach the expected solution, where each network was trained with the training data that are generated based on the updated model from its preceding network. In addition, the noise-resistance capability of the neural network was investigated via simulated noisy measurements, in which both the errors of FRFs data and noise caused by experimental modal analysis (EMA) process were considered. The results indicated that the proposed updating technique can successfully tackle the FE model updating problem, even in the presence of realistic level of noise in the measurements. However, the proof of the noise-resisting ability of the ANN by an observation that the updating errors fell within a predefined threshold seems not sufficiently convincing.

Lopes and Andrade (1998) utilized a MLP neural network to simulate the inverse of the sensitivity matrix of the structural response components with respect to the variable parameters. The input data for the network is an alteration of the structural modal quantities (natural frequencies and mode shapes) and the corresponding outputs represent the variations of discrete masses or physical boundary conditions. Once trained, the network can predict the changes of the variable parameters due to the changes of measurements. Furthermore, the approach can simulate the terms of the sensitivity matrices both for small and large parameter variations. The proposed methodology was evaluated by updating a jacket type offshore spatial structure and it was proved to be successful. However the article did not touch on the potential influence of measurements errors on the final updating results from the neural network. Moreover, the requirement on the response in order to guarantee a successful
parameter updating was not discussed. The difficulties that could arise when dealing with complex structures was not mentioned either.

Ziemianski et al. (1999) presented the application of multi-layer feed-forward neural network for updating of a mathematical model of the structure based on dynamic data. The selected responses were the frequency response functions (FRFs). A data compression technique based on the neural network was adopted to extract effective characteristic FRF points among large amount of available choices, so as to reduce the dimension of the input layer to improve the computational efficiency. The proposed method was verified on a 12-storey frame structure consisting of twelve concentrated masses coupled by springs. Two updating scenarios were simulated with assumed stiffness reduction at only one storey and mass alteration at two storeys, respectively. The updating results for the two cases were of good accuracy, which proved the effectiveness of the FRF data compression technique. In addition, by an incomplete trial-and-error procedure, it was concluded that only one FRF was enough to realize a successful updating on the cases mentioned above. This research work has similar limitations as mentioned in the comments on the previous article reviewed.

Yun et al. (2001) proposed a neural network technique to estimate the structural joint damage from modal data. The joint fixity factors were defined to represent the damage extent of a joint and these were subjected to identification by the neural network. The authors employed a substructural identification scheme for local damage assessment. In the training of the neural network, the so called “noise-injection” learning, whereby the exact training patterns are injected with noise of a realistic level, was used, and it was proved to be very effective in case that the measured data is severely corrupted with errors. The proposed technique was then applied for a numerical simulation of a two-bay and ten-storey steel frame case and also for an experimental study on a two-storey frame. The identified results were found to be satisfactory in terms of the predefined performance criterion. The applicability of the proposed approach is limited by the assumption that the available response information is sufficient and sensitive enough with respect to the variable parameters (fixity factors), whereas no guideline was given as how to assess the suitability of the measured responses.
From the above review, it can be observed that at present the ANN-based model updating technique is mostly limited to the exploration of proper response data required for ANN to achieve satisfactory performance. The methods involved are primarily of trial-and-error nature. Moreover, there appears to be lacking a generic procedure for the application of ANN in FE model updating concerning general structural parameters, especially when damping is considered. In the sections that follow, a comprehensive two-level ANN-based model updating involving damping will be presented.

4.4 Basic Considerations for the Two-Level Neural Network Updating Scheme

4.4.1 Antiresonant Frequencies

As the damping effect is ignored at the first-level updating on structural parameters in the two-level network scheme, it is deemed appropriate not to consider mode-shape data as responses because the mode shapes are more sensitive to damping. This, however, will result in a drastic reduction in the size of the available measured data set. To compensate for this, the antiresonant frequencies are considered together with the natural frequencies to enlarge the response data set.

The antiresonant frequencies are defined as the frequencies at which the magnitude of the frequency response at a measured DOF approaches zero (Peyt 1990), as depicted in Figure 4-2(a). Lallement and Cogan (1992) introduced the concept of using antiresonant frequencies to update FE models. The reason is that these antiresonant frequencies can be easily and accurately measured in a similar way as for the natural frequencies. Furthermore, a system can have much greater number of antiresonant frequencies than natural frequencies because every different frequency response function (FRF) between an actuator and a sensor contains another set of antiresonant frequencies. Lallement and Cogan referred to this increased amount of data as an "enlargement of the knowledge space" (Lallement and Cogan 1992). Mottershead
(1998) showed that the antiresonance sensitivities to structural parameters can be expressed as a linear combination of natural frequency and mode shape sensitivities, and furthermore that the dominating contributors to the antiresonance sensitivities are the sensitivities of the nearest frequencies and corresponding mode shapes. Therefore, Mottershead concluded that the antiresonant frequencies can be a preferred alternative to mode shape data.

![Graph showing antiresonant frequencies and FRF curve](image)

**a) Definition of antiresonant frequencies**

**b) Integration intervals of FRF for damping ratio updating**

Figure 4-2 Definition of antiresonant frequencies and integrals of FRF curve
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To calculate antiresonant frequencies of a dynamic system, He and Li (1995) developed an accurate and efficient method for undamped systems. Consider the eigen-equation of a dynamic system given by

\[
(K - \omega^2 M)\phi = 0
\]  

(4-3)

where matrices \(K\), \(M\), vector \(\phi\) and scalar \(\omega\) denote structural stiffness matrix, mass matrix, mode shape vector and eigen-frequency, respectively. Generally, the FRF matrix \(H(\omega)\) is defined as

\[
H(\omega) = (K - \omega^2 M)^{-1}
\]  

(4-4)

The FRF for a sensor at DOF \(p\) and an actuator at DOF \(q\) should be the \(pq^{th}\) element of \(H(\omega)\)

\[
H_{pq}(\omega) = (K - \omega^2 M)^{-1}_{pq} = \frac{\text{adj}(K - \omega^2 M)_{pq}}{\text{Det}(K - \omega^2 M)} = (-1)^{p+q} \frac{\text{Det}(K_{pq} - \omega^2 M_{pq})}{\text{Det}(K - \omega^2 M)}
\]  

(4-5)

where \(K_{pq}\) and \(M_{pq}\) indicate that row \(p\) and column \(q\) are deleted from the matrices. Therefore, the antiresonant frequencies \(\omega_a\) for the FRF between \(p\) and \(q\) are the positive roots of the following equation

\[
\text{Det}(K_{pq} - \omega_a^2 M_{pq}) = 0
\]  

(4-6)

For systems involving the damping effect, equation (4-3) should be modified to incorporate damping in order to calculate its antiresonant natural frequencies, which in this case are complex quantities. It is worth noting that matrices \(K_{pq}\) and \(M_{pq}\) in
equation (4-6) remain symmetric in case of collocated sensor and actuator, i.e., \( p = q \), and therefore the corresponding FRFs will always contain real antiresonant frequencies; otherwise, antiresonant frequencies of complex conjugates can be expected. In this research, only those antiresonant frequencies obtained from collocated FRFs are considered.

4.4.2 Damping Model

The identification of damping in structural systems is extremely important if a model is to predict reliably the transient responses, transmissibility, decay times or other characteristics in design and analysis that are dominated by energy dissipation. However, unlike the overall stiffness and mass matrices, the damping matrix \( C \) cannot be constructed from the element damping matrix (Bathe 1996). In the present study, it is not intended to carry out an in-depth investigation on the most appropriate damping model for a given system; but rather, the focus is placed on the identification of the damping values under a preselected damping model. For this purpose, the commonly used Rayleigh damping model in lightly damped systems is employed, which can be expressed as:

\[
C = M \sum_{k=0}^{r-1} \alpha_k \left[ M^{-1} K \right]^k
\] (4-7)

where \( r \) is the number of damping ratios used to approximate the structural damping effect and coefficients \( \alpha_k \) (\( k = 0, 1, \ldots, r-1 \)) are obtained from the \( r \) number of simultaneous equations

\[
\zeta_i = \frac{1}{2} \left( \frac{a_0}{\omega_i} + a_1 \omega_i + \cdots + \alpha_{r-1} \omega_i^{2r-3} \right) = \frac{1}{2} \sum_{k=1}^{r} \alpha_k \omega_i^{2k-3} \quad (i = 1, 2, \ldots, r)
\] (4-8)
where \( \zeta_i \) denotes the \( i \)th modal damping ratio. The expression (4-7) for the damping matrix, allowing for the orthogonality of mode shapes, provides a very convenient way for incorporation into the calculation of structural dynamic responses.

The damping model represented by (4-7) implies that the total damping in the structure is the sum of the individual damping in each mode. Thus, the ability to measure values for the damping ratio \( \zeta_i \), and hence the damping behavior of the complete structure system, is an important consideration in practice. It is noted that, with \( r = 2 \), equation (4-7) reduces to the Rayleigh damping which is frequently called the “proportional damping”. However, the Rayleigh damping model obviously damps the higher modes considerably more than the lower modes. Hence, more damping ratios would be desirable to better simulate the true damping behavior of a structural system.

Although the existing modal-analysis theory can identify damping parameters based on structural FRF data, the results can be highly susceptible to the measurement errors. In the present study, an ANN-based method is proposed for identifying the damping ratios under the above-mentioned damping model. The reference responses are taken from the integrals of FRFs over a specified small frequency range in the vicinity of the natural resonance frequencies, as shown in Figure 4-2(b). In this way, the identified damping ratios can be of better accuracy because the noise components on the FRF curves are somehow “neutralized” through the integration process. It is noted that integrals of FRF curves can also be used as conditioned frequency domain data for structural parameter updating as proposed in previous work (Atalla 1996; Inman 1998). In the present study, the integrals of FRFs are employed in its capacity for updating structural damping ratios.
4.4.3 Sensitivity Analysis for Selection of Response Configuration and Evaluation of Network Performance

In the context of ANN-based FE model updating, the sensitivity analysis can be engaged for two purposes. One is to assist in the determination of a desired response configuration (i.e., the composition of the response vector). The proposed model updating herein uses the modal frequencies and FRF integrals as the response data for the updating of the FE model parameters. Since different antiresonant frequencies and FRF curves can be obtained by placing the actuator and sensor at different locations (DOFs) of the structure, it is possible to have different combinations of the response components within a practical limit of the modal order. Based on the sensitivity analysis, a response configuration that yields a smaller variation of the FE parameters with a given level of perturbation to the response data is considered more desirable. Another purpose of the sensitivity analysis is to provide a margin of anticipated errors in the FE parameters in case the response data contain a certain level of measurement errors. This estimate can be compared with the actual neural network prediction errors to evaluate the noise-resisting ability of the trained neural network.

As the proposed updating scheme involves two levels of neural networks and each performs a separate task based on different types of response data, separate sensitivity analysis is carried out for the two updating processes. Because the second network proceeds on the basis of the updated structural parameters from the first network, the errors in the structural parameters will result in errors in the computed FRFs to be used for the training of the second network. Such “carry-over” errors should be considered in conjunction with the errors that can be anticipated in the actual measured FRFs for the sensitivity analysis concerning the damping ratios.
4.4.3.1 Sensitivity Analysis Concerning Structural Parameters (First-Level Network)

In this sensitivity analysis, both natural and antiresonant frequencies are involved. Equation (4-3) can be rewritten for the antiresonance eigenproblem as

\[
\begin{bmatrix}
\mathbf{K}_{pq} - \lambda^a_{pq} \mathbf{M}_{pq}
\end{bmatrix} \phi_b = 0
\]

(4-9)

Differentiating equation (4-9) with respect to a structure parameter \( p_j \) yields

\[
\begin{bmatrix}
\mathbf{K}_{pq} - \lambda^a_{pq} \mathbf{M}_{pq}
\end{bmatrix} \frac{\partial \phi_b}{\partial p_j} + \left[ \frac{\partial \mathbf{K}_{pq}}{\partial p_j} - \lambda^a_{pq} \frac{\partial \mathbf{M}_{pq}}{\partial p_j} - \frac{\partial \lambda^a_{pq}}{\partial p_j} \mathbf{M}_{pq} \right] \phi_b = 0
\]

(4-10)

where \( \lambda^a_{pq} \) is an antiresonance eigenvalue, \( p_j \) denotes a structural parameter, and the subscript \( pq \) denotes that row \( p \) and column \( q \) have been removed from matrices \( \mathbf{M} \) and \( \mathbf{K} \). Now consider a different but related eigenproblem

\[
\begin{bmatrix}
\mathbf{K}_{pq} - \lambda^a_{pq} \mathbf{M}_{pq}
\end{bmatrix}^T \eta_b = 0
\]

(4-11)

Since the eigenvalues of a matrix are invariant with respect to the transpose operation, the eigenvalues from (4-11) will be the same as those from (4-9). However, the eigenvectors \( \{ \eta_b \} \) will definitely differ from \( \{ \phi_b \} \). Transposing (4-11) gives

\[
\{ \eta_b \}^T \left( \mathbf{K}_{pq} - \lambda^a_{pq} \mathbf{M}_{pq} \right) = 0
\]

(4-12)

The eigenvector \( \{ \eta_b \} \) is called the left eigenvector because it pre-multiplies \( \left( \mathbf{K}_{pq} - \lambda^a_{pq} \mathbf{M}_{pq} \right) \), whereas the standard eigenvector post-multiplies \( \left( \mathbf{K}_{pq} - \lambda^a_{pq} \mathbf{M}_{pq} \right) \).
Thus, pre-multiplying (4-10) by $\{\eta_b\}^T$ and considering (4-12) give the antiresonance sensitivity

$$\frac{\partial \lambda_b^q}{\partial p_j} = \frac{\{\eta_b\}^T \left( \frac{\partial K_{pq}}{\partial p_j} - \lambda_b^q \frac{\partial M_{pq}}{\partial p_j} \right) \{\phi_b\}}{\{\eta_b\}^T M_{pq} \{\phi_b\}}$$

(4-13)

Notice that if $M_{pq}$ and $K_{pq}$ are equally symmetric matrices, then $\{\eta_b\} = \{\phi_b\}$, and hence (4-13) reduces to the symmetric eigenvalue sensitivity problem as in solving for the sensitivity of natural frequencies.

Denote the parameters to be updated in a vector form as $\{p\}$ and the responses used as $\{R\}$ including natural and antiresonance frequencies to a practically affordable order. The relationship between a small perturbation of responses, $\delta\{R\}$, and the corresponding variation of parameters, $\delta\{p\}$, can be expressed as

$$\delta\{R\} = S \delta\{p\}$$

(4-14)

where the sensitivity matrix $S$ consists of two types of sensitivity components, namely natural frequency sensitivity and antiresonance sensitivity as
where \( \omega_a \) is the antiresonant eigen-frequency. Inverting equation (4-14) gives the operational formula

\[
\delta \{ p \} = S^{-1} \delta \{ R \} = G \delta \{ R \}
\]

which gives the variation of the physical parameters as a result of a small perturbation of the responses. Such sensitivity results can be used in judging the adequacy of a particular response configuration. On the other hand, when the response perturbation is set to represent an anticipated margin of errors in the measured response, the parameter variation as expressed in Eq. (4-16) will indicate the errors that can be expected in the updated parameters. This error estimation can then be used as a norm to evaluate the performance of the trained neural network.

### 4.4.3.2 Sensitivity Analysis Concerning Damping Parameters

**(Second-Level Network)**

The second neural network is used to update structural damping ratios using the integrals of FRFs as reference responses. The sensitivity thus refers to the variation of
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damping ratios to small perturbation of FRF integrals. Rewriting equation (4-8) in matrix form,

\[
\{\zeta\}_{r \times 1} = A_{r \times r} \{\alpha\}_{r \times 1} \tag{4-17}
\]

where \( A_{ij} = \frac{1}{2} \omega_i^2 \omega_j^{-3} \), with \( \omega_i (i = 1,2,\ldots,r) \) are the circular frequencies. Thus,

\[
\{\alpha\}_{r \times 1} = A^{-1}_{r \times r} \{\zeta\}_{r \times 1} \tag{4-18}
\]

The individual response components, i.e., the integral of FRFs, \( I_B \), are obtained from

\[
I_B = \int_{\omega_1}^{\omega_2} B(\omega,\{\zeta\},\{p\})d\omega \tag{4-19}
\]

where \( B \) denotes the dynamic stiffness matrix, \( B(\omega,\{\zeta\},\{p\}) = (K - \lambda M + \omega^2 \Omega)^{-1} \), \( \{\zeta\} \) is the damping ratio vector, \( \{\zeta\} = [\zeta_1 \ \zeta_2 \ \cdots \ \zeta_r]^T \), and \( \{p\} \) is the structural parameter vector, \( \{p\} = [p_1 \ p_2 \ \cdots \ p_r]^T \). The integration bounds \( \omega_1 \) and \( \omega_2 \) are determined by a proportion (say 0.9 and 1.1, respectively) of the individual eigen-frequency \( \omega_i \). Since the influence of small damping on \( \omega_i \) is negligible, the sensitivity of \( I_B \) with respect to \( \zeta_i \) can be obtained by

\[
\frac{\partial I_B}{\partial \zeta_i} = \int_{\omega_1}^{\omega_2} \frac{\partial B(\omega,\{\zeta\},\{p\})}{\partial \zeta_i} d\omega \tag{4-20}
\]

In the above expression, the parameter vector \( \{p\} \) consists of known values from the output of the first network, hence
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\[
\frac{\partial B}{\partial \zeta_i} = -B \left[ j \omega \frac{\partial C}{\partial \zeta_i} \right] C, \quad \text{where} \quad \frac{\partial C}{\partial \zeta_i} = M \sum_{k=0}^{\infty} \frac{\partial \alpha_k}{\partial \zeta_i} \left[ M^{-1} K \right]^k
\]  

(4-21)

Substituting (4-21) into (4-20),

\[
\frac{\partial I_B}{\partial \zeta_i} = \int_{\omega_1}^{\omega_2} \left( j \omega M \sum_{k=0}^{\infty} \frac{\partial \alpha_k}{\partial \zeta_i} \left[ M^{-1} K \right]^k \right) B d\omega
\]  

(4-22)

Hence, the relationship between a small variation of the damping ratios and the corresponding variation of integrals of FRFs can be established via the sensitivity matrix \( S_d \) with entries calculated from equation (4-22),

\[
\delta \{ I \} = S_d \delta \{ \zeta \}
\]  

(4-23)

Inverting (4-23),

\[
\delta \{ \zeta \} = G_d \delta \{ I \},
\]  

(4-24)

where the gain matrix \( G_d = S_d^{-1} \), and the vector \( \{ I \} \) consists of entries from matrix \( I_B \).

It has to be pointed out that the structural parameters \( \{ \rho \} \) used to compute the FRFs and thereby the integral \( I_B \) for training of the second neural network are the output from the first neural network, and these parameters contain errors in themselves already. Hence, the error vector \( \delta \{ I \} \) in equation (4-24) should consist of two parts; one due to the above carry-over error \( \delta \{ I \}^C \) which takes effect during the neural network training, and another due to the (random) errors in the actual measured FRFs.
(\(\delta\{I\}^M\)) when subsequently applying the trained ANN for actual damping updating. Thus,

\[
\delta\{I\} = \delta\{I\}^M + \delta\{I\}^C
\]  
(4-25)

\(\delta\{I\}^C\) can be evaluated based on the parameter error vector \(\delta\{p\}\) from network-1. From Eq. (4-19),

\[
\frac{\partial I_s}{\partial p_i} = \int_{\omega_{p}(\{p\})}^{\omega_{m}(\{p\})} \frac{\partial B(\omega, \{\zeta\}, \{p\})}{\partial p_i} d\omega
\]  
(4-26)

where \(\frac{\partial B(\omega, \{\zeta\}, \{p\})}{\partial p_i} = - \frac{\partial}{\partial p_i} [K - \omega^2 M + j \omega C] B\). In actual applications, eq. (4-26) is generally approximated by a finite-difference solution,

\[
\left.\frac{\partial I_s}{\partial p_i}\right|_{p^*} \approx \frac{\Delta I_s}{\Delta p_i} \left|_{p^*} \right. = \left(\int_{\omega_{p}(p+\Delta p)}^{\omega_{m}(p+\Delta p)} B(p_i + \Delta p_i) \mu \omega - \int_{\omega_{p}(p)}^{\omega_{m}(p)} B(p_i) \mu \omega\right)/\Delta p_i
\]  
(4-27)

where vector \(\{p^*\}\) represents the nominal state of structure parameters at which sensitivity analysis is conducted and \(\Delta p_i\) denotes a small incremental quantity corresponding to a particular structural parameter \(p_i\). Thus, equation (4-27) forms the entries of the sensitivity matrix \(S_d\). Subsequently, the errors in the FRF integrals induced by the inaccuracy in the parameters \(\{p\}\) can be computed in a forward manner,

\[
\delta\{I\}^C = S \delta\{p\}
\]  
(4-28)
4.5 Design of Neural Networks and Training

An ANN-based model updating scheme generally consists of the following stages: 1) generating the training data, 2) training the neural network, 3) testing the neural network. The trained neural network can subsequently be used to update the FE model parameters when fed with measured response data from the actual structure.

The preparation of proper training data plays a crucial role for a successful updating since their quality directly affects the “expressing power” (the generalization capacity) of the network. The training data actually comprises a number of paired vectors (called “training pairs”), and each pair includes a parameter vector (network output) and the corresponding response vector (network input). Before the generation of the training pairs, a proper response configuration must be determined. This can be carried out using the aforementioned sensitivity analysis scheme. It has to be pointed out that the results of a sensitivity analysis are dependent upon the chosen nominal state around which the perturbation takes place. Therefore, in cases where the intended coverage of the structure states is wide (as presumed in the present study), the sensitivity analysis concerning the response configuration selection should be conducted on a bunch of randomly selected structural states, and the final judgment should be made based on the collective trend from the sensitivity results.

Once the response configuration is decided, the generation of the training pairs becomes straightforward: For \( n \) number of randomly sampled parameter vectors within the targeted variation range, \( \{ p \}_j \), \( ( j = 1,2 \cdots n ) \), \( n \) number of response vectors, \( \{ R \}_j \), \( ( j = 1,2 \cdots n ) \), are calculated by a forward FE analysis. Thus, \( n \) number of training pairs (or “training patterns”) are readily available for the training of the neural network.

The next decision is on the network topology, i.e., the number of hidden layers and the number of neurons (processing units) in each hidden layer. Note that the number of neurons in the input and output layers are already determined upon the selection of the response and structural parameter configuration. Since in this study the neural network
is chosen to have two hidden layers with an equal number of neurons in each hidden layer, only a desired number of neurons needs to be decided. This can be achieved by performing a trial procedure. After the number of neurons is determined, the Levenberg-Marquardt training algorithm is employed to train the network. The termination of the training is decided based on the cross-validation output.

For the testing of the generalization ability during the network training, a group of data patterns (called “test patterns”) not included in the training patterns is utilized for the purpose of assessing the network performance throughout the training process. A network is regarded as a good candidate if it could result in small errors not only on the training data but also on the test data.

### 4.6 Numerical Example

A numerical example is given to illustrate the implementation of the above-described procedure. For demonstrative purposes, again the simple multi-storey building frame used in the numerical investigation of Chapter 3 is chosen. All the assumptions remain unchanged. The inter-storey sway stiffness of the frame at all individual storeys is considered as the structural parameters to be updated, along with the damping ratios for the first four natural modes.

#### 4.6.1 Updating of the Structural Parameters (First-Level Network)

For the purpose of better network conditioning, in the first network the stiffness variables are represented by stiffness modification factors (SMFs) (see the definition in Chapter 3). In the present example, the target SMF variation range is set to (0.35, 1.0) to cover cases ranging from the undamaged to a heavily damaged state. For the six-storey frame considered in this example, six SMFs are subject to updating. The basic properties of the frame are the same as those given in Table 3-2(a) of Chapter 3.
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i) Selection of Response Configuration

Several combinations of natural frequencies and antiresonant frequencies are configured for selection. For practicality concerns, the response components are restricted within the lowest few modes. Table 4-1 lists eight such response configurations, where a higher designation number roughly represents a higher demand on the measured data.

<table>
<thead>
<tr>
<th>Setting No.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of natural frequencies</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Number of antiresonance frequencies</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>2,2</td>
<td>3,3</td>
<td>4,4</td>
</tr>
</tbody>
</table>

* Single numbers refer to anti-resonances frequencies from FRF(1,1), while double numbers separated by a comma refer to anti-resonance frequencies respectively obtained from FRF(1,1) and FRF(2,2). FRF(i,j) denotes the frequency response at DOF i due to the unit force of flat spectrum applied at DOF j.

As the targeted variation range of the structural states is broad (SMFs within 0.35~1.0), a total of 20 nominal states of the structure are chosen in a random manner within the above range. Sensitivity analysis is then conducted with respect to each of these nominal models for all the candidate response configurations using an automated procedure. The basic routine is as follows. For any particular nominal state defined by a set of SMFs, an FE analysis is first performed to compute the required modal response, from which the response data for the \( i^{th} \) response configuration are extracted. A perturbation is imposed on the extracted response data with a perturbation factor assumed to follow a Gaussian distribution with zero mean and 1% variance (Note that other distribution patterns, if deemed appropriate, can be applied in a similar way.) Thus, by random sampling a sufficient number (say 1000 as in this example) of the response perturbation vectors, \( \delta \{ R \} \), are generated. Subsequently, the corresponding parameter variation (error) vectors, \( \delta \{ p \} \), are calculated according to equation (4-16). These parameter error vectors are then examined on a statistical basis and the mean-
square-error (MSE) is used to represent the overall sensitivity of the parameters for the particular response configuration. Besides the MSE, the detailed distribution of the error for individual parameters can also be examined to further assess the adequacy of the response configuration. Figure 4-3 summarizes the sensitivity analysis results in the form of scatter plot of the MSEs of the structural parameters against all the response configurations being considered.

![Figure 4-3 Mean square error (MSE) of SMFs at various nominal states versus different response configurations from sensitivity analysis](image)

It can be observed that four response configurations, namely, \( \{R\}_5 \), \( \{R\}_6 \), \( \{R\}_7 \) and \( \{R\}_8 \), exhibit a quite stable error margin in terms of the overall MSE. Further inspection of the error distributions of the individual SMFs, as shown in Figure 4-4 for one particular nominal state, reveals that the error band of SMFs reduces from above \( \pm 10\% \) to within \( \pm 6\% \) when \( \{R\}_7 \) is used instead of \( \{R\}_5 \). Slight further improvement of the results can be achieved when using \( \{R\}_8 \), which however includes two more response components. Therefore, the response configuration \( \{R\}_7 \) is chosen for the subsequent preparation of the training pairs and the neural network training.
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Figure 4-4 Error distribution of SMFs resulted from different response settings according to sensitivity analysis
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ii) Training of the Neural Network

After selecting the response configuration, standard FE calculations can proceed to generate the parameter-response data pairs for the network training. The required number of the training data pairs is determined based on two factors; the dimension of the input layer (response vector) and the value ranges of the physical parameters (the “SMFs” herein) within which the network is expected to generalize. Now that the response vector has been selected as $\{R\}$ which contains 10 components, the dimension of the network input layer is thus 10. On the other hand, the variation range of the structural parameters, i.e., SMFs, is targeted to cover 0.35~1.0. Thus, according to Vapnik-Chervonenkis dimension theory (Vapnik and Chervonenkis 1971), it is found that 1500 training pairs are appropriate for the network training. The numbers of testing and cross-validation data patterns are subsequently chosen to be 800 and 600, respectively. All these required data patterns are then generated from the FE analysis, and they are used as “noiseless” data patterns for the network training.

Figure 4-5(a) illustrates the network performance in terms of the overall MSE on the training and testing data for 10 different networks with different number of neurons in their hidden layers. It can be seen that the MSE generally decreases with increasing number of neurons in the hidden layers (i.e., larger networks). As expected, all networks perform better on the training patterns than on the testing patterns. In conjunction with an analysis of the percentage error distributions of the individual SMFs from the network output for the test patterns, it is found that the neural network with 12 neurons in each of the two hidden layers can already achieve an error band within $\pm 3\%$ for all individual SMFs, given noiseless input data. Therefore, this network topology is selected.
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During the network training process, the development of the network performance is continuously monitored. Figure 4-5(b) depicts the progressive network performance in terms of the MSE during the training iterations. As can be seen, the training procedure stops at epoch 35 since there is no further improvement of the network performance on the cross-validation data patterns in nearly 10 epochs (from epoch 25 to 35).
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The above neural network training is based on the “noiseless” data patterns directly obtained from the FE analysis. The so-trained neural network is designated as Network-1A. To produce a noise-resisting neural network, a noise-injection learning strategy is implemented to repeat the training procedure with the same network topology setting. In this process, however, the 1500 training data patterns are treated by injecting noise (representing the measurement errors) to the response side (network input) according to equation (4-2). The “noise” component, \( v_j \), is obtained by random sampling from a prescribed probability distribution. Since only frequency data are used here, it is assumed that the error in the measured frequency data follows a Gaussian distribution with a zero mean and 1% variance. The output side of the training data, i.e., the SMFs, remains unchanged and the original pairing is also retained. The network trained using the above noise-injected training patterns is designated as Network-1B.

To evaluate the performance of the above two networks (Network-1A and Network-1B) under a noisy measurement data environment, four arbitrary structure states are subjected to updating using these two networks. Table 4-2 lists the values of the SMFs for the four structure states. For each state, the exact response data are first calculated using the FE analysis, and they are then “polluted” by adding random error to generate 1000 sets of noisy measurement responses. These noisy response data are then fed into the two networks one by one to perform the updating. Figure 4-6 compares the overall MSE of the output parameters from the two networks. The distributions of the percentage error for the individual parameters (SMFs) from the two networks are compared in Figure 4-7. As can be clearly observed, Network-1B exhibits a significantly improved performance under the simulated noisy measurement data. The maximum percentage error for the individual parameters is reduced to within ±4% as compared to ±8% from Network-1A. The latter is comparable with the prediction of the parameter errors from the sensitivity analysis.
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Table 4-2 Four model scenarios used for performance comparison between Network-1A (noiseless data trained) and Network-1B (noise-injection trained)

<table>
<thead>
<tr>
<th>Scenario No.</th>
<th>Storey 1</th>
<th>Storey 2</th>
<th>Storey 3</th>
<th>Storey 4</th>
<th>Storey 5</th>
<th>Storey 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.734</td>
<td>0.867</td>
<td>0.762</td>
<td>0.699</td>
<td>0.786</td>
<td>0.767</td>
</tr>
<tr>
<td>2</td>
<td>0.821</td>
<td>0.812</td>
<td>0.856</td>
<td>0.733</td>
<td>0.902</td>
<td>0.881</td>
</tr>
<tr>
<td>3</td>
<td>0.781</td>
<td>0.947</td>
<td>0.780</td>
<td>0.718</td>
<td>0.798</td>
<td>0.948</td>
</tr>
<tr>
<td>4</td>
<td>0.761</td>
<td>0.897</td>
<td>0.962</td>
<td>0.863</td>
<td>0.866</td>
<td>0.751</td>
</tr>
</tbody>
</table>

Figure 4-6 Comparison of MSE of outputs from Network-1A (noiseless data trained) and Network-1B (noise-injection trained) when fed with noisy measurement data
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![Graphs showing percentage errors in updated parameters from Network-1A and Network-1B for SMF1 to SMF6.]

Fig. 4-7 Comparison of percentage errors in the updated parameters from Network-1A and Network-1B
4.6.2 Updating of Structural Damping Ratios (Second-Level Network)

In this example, four damping ratios, $\zeta_i (i = 1, 2, \ldots, 4)$, corresponding respectively to the lowest four natural modes, are considered for updating.

i) Selection of Response Configuration

The responses used for the damping updating are the integrals of frequency response functions (FRFs) around the natural frequencies (see Figure 4-2(b)). For a multi-degree-of-freedom system, it is possible to measure a number of FRFs, so there could be different response configurations to consider for the sake of a better network performance. The identification of a desired configuration beforehand also helps the planning of the test programme in real applications. For an illustrative purpose, eight candidate response configurations, namely $\{I\}_1^{(1)}, \{I\}_1^{(2)}, \ldots, \{I\}_1^{(8)}$ as shown in Table 4-3, are subjected to the sensitivity analysis in a way similar to that described in Network-1. Note that in Table 4-3 the number in parentheses, $(i, j)$, denotes the frequency response function with force (actuator) applied along the DOF $j$ and the response (sensor) measured at the DOF $i$. The four lowest natural modes are considered, thus with three arbitrary FRFs each response vector will consist of 12 components (4 modes $\times$ 3 FRFs). Each integral is obtained by integrating the FRF over a frequency interval from $0.9f_k$ to $1.1f_k$, with $f_k$ being the $k^{th}$ natural frequency up to the 4th mode.

Table 4-3 Eight candidate FRFs as responses for Network-2

<table>
<thead>
<tr>
<th>Setting No.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>FRF components</td>
<td>(1,1)</td>
<td>(2,1)</td>
<td>(3,1)</td>
<td>(1,1)</td>
<td>(2,1)</td>
<td>(3,1)</td>
<td>(1,1)</td>
<td>(2,1)</td>
</tr>
<tr>
<td></td>
<td>(1,1)</td>
<td>(2,1)</td>
<td>(3,1)</td>
<td>(1,1)</td>
<td>(2,1)</td>
<td>(3,1)</td>
<td>(1,1)</td>
<td>(2,1)</td>
</tr>
<tr>
<td></td>
<td>(1,1)</td>
<td>(2,1)</td>
<td>(3,1)</td>
<td>(1,1)</td>
<td>(2,1)</td>
<td>(3,1)</td>
<td>(1,1)</td>
<td>(2,1)</td>
</tr>
<tr>
<td></td>
<td>(1,1)</td>
<td>(2,1)</td>
<td>(3,1)</td>
<td>(1,1)</td>
<td>(2,1)</td>
<td>(3,1)</td>
<td>(1,1)</td>
<td>(2,1)</td>
</tr>
<tr>
<td></td>
<td>(1,1)</td>
<td>(2,1)</td>
<td>(3,1)</td>
<td>(1,1)</td>
<td>(2,1)</td>
<td>(3,1)</td>
<td>(1,1)</td>
<td>(2,1)</td>
</tr>
<tr>
<td></td>
<td>(1,1)</td>
<td>(2,1)</td>
<td>(3,1)</td>
<td>(1,1)</td>
<td>(2,1)</td>
<td>(3,1)</td>
<td>(1,1)</td>
<td>(2,1)</td>
</tr>
<tr>
<td></td>
<td>(1,1)</td>
<td>(2,1)</td>
<td>(3,1)</td>
<td>(1,1)</td>
<td>(2,1)</td>
<td>(3,1)</td>
<td>(1,1)</td>
<td>(2,1)</td>
</tr>
<tr>
<td></td>
<td>(1,1)</td>
<td>(2,1)</td>
<td>(3,1)</td>
<td>(1,1)</td>
<td>(2,1)</td>
<td>(3,1)</td>
<td>(1,1)</td>
<td>(2,1)</td>
</tr>
<tr>
<td></td>
<td>(1,1)</td>
<td>(2,1)</td>
<td>(3,1)</td>
<td>(1,1)</td>
<td>(2,1)</td>
<td>(3,1)</td>
<td>(1,1)</td>
<td>(2,1)</td>
</tr>
<tr>
<td></td>
<td>(1,1)</td>
<td>(2,1)</td>
<td>(3,1)</td>
<td>(1,1)</td>
<td>(2,1)</td>
<td>(3,1)</td>
<td>(1,1)</td>
<td>(2,1)</td>
</tr>
<tr>
<td></td>
<td>(1,1)</td>
<td>(2,1)</td>
<td>(3,1)</td>
<td>(1,1)</td>
<td>(2,1)</td>
<td>(3,1)</td>
<td>(1,1)</td>
<td>(2,1)</td>
</tr>
</tbody>
</table>
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(a) Mean square error of damping ratios with different response configurations

(b) Error distributions of damping ratios from response setting \( \{I\}^{(8)} \)

Figure 4-8 Predicted errors of damping ratios under different response settings according to sensitivity analysis

A sensitivity analysis is conducted to calculate the variation of the damping parameters, \( \delta \{ \zeta \}^{(i)} \), corresponding to a perturbation the FRF integrals included in a particular configuration \( \delta \{ I \}^{(i)} \). As mentioned in section 4.4.3.2, the perturbation on FRFs is considered to represent two parts of errors, one is the so-called carry-over that is associated with the errors from the first level neural network, \( \delta \{ I \}^{(0)c} \), and the other
represents the errors in the actual measured FRF integrals, \( \delta \{ I \}^{(i)M} \), which is assumed to also follow a Gaussian noise with zero mean and 1% variance. The overall error vector, \( \delta \{ I \}^{(i)} \), is obtained as the sum of \( \delta \{ I \}^{(i)M} \) and \( \delta \{ I \}^{(i)C} \). Subsequently, the error in the damping ratios, \( \delta \{ \zeta \}^{(i)} \), can be calculated according to equation (4-24). Figure 4-8(a) depicts the overall mean-square-error (MSE) in \( \delta \{ \zeta \}^{(i)} \) from the above sensitivity analysis for 20 arbitrary chosen nominal states of the structure, for which both the SMFs and the damping ratios are chosen in an arbitrary manner within their respective range. It can be seen that the 8\(^{th}\) response configuration exhibits the best outcome and so it is selected for the Network 2 training. The distribution of the errors corresponding to one particular state of the structure is illustrated in Figure 4-8(b), which indicates that the maximum anticipated damping updating error is about ±10% with the assumed margin of error in the measured FRF integrals.

ii) Training of the Neural Network

The number of training pairs for Network-2 is chosen to be 900 according to the Vapnik-Chervonenkis dimensional analysis. The numbers of testing and cross-validation patterns are chosen to be 600 and 500, respectively. After a trial procedure, it is found that a neural network with 9 neurons in each of the two hidden layers is adequate.

The training data as well as the testing and cross-validation data are generated so that a damping variation range from 0.5% to 10% is covered. The neural network, designated as Network-2B, is then trained following the noise-injection learning strategy in a similar way as for the previous Network-1B.

To examine the generalization and noise-resisting ability of the above trained network, an arbitrary model with assumed parameters shown in Table 4-4 is subjected to updating. For 1000 sets of error-polluted FRF integral data (\( \{ I \}_j^8, j = 1, ..., 1000 \)), considering a Gaussian error distribution with zero mean and 1% variance, Figure 4-8
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shows the error distributions in the updated 4 damping ratios as compared with the theoretically predicted error from the sensitivity analysis. Once again, a remarkable reduction of the error margin is achieved by implementing the noise-injection learning strategy in the neural-network training. A summary of the updated damping ratios for $\zeta_1$ to $\zeta_4$, along with the updated structural stiffness parameters using Network-1B, is given in Table 4-4. Of course, it should be mentioned again that the realization of the noise resisting capacity of a neural network in real applications is subject to the adequacy of the noise model used in the neural network training in representing the actual noise or error in the measurement data. Inconsistency in the noise description could otherwise contribute to erroneous updating results.

<table>
<thead>
<tr>
<th>Stiffness Modification factors (SMFs) ($p_i$)</th>
<th>Damping ratios ($\zeta_i$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_1$</td>
<td>$p_2$</td>
</tr>
<tr>
<td>Model scenario</td>
<td>0.65</td>
</tr>
<tr>
<td>Updating results</td>
<td>0.65</td>
</tr>
<tr>
<td>Updating errors (%)</td>
<td>2.3</td>
</tr>
</tbody>
</table>

Table 4-4 An assumed model scenario and the updating results from the two-level networks
Figure 4-9 Comparison of percentage errors in the updated damping ratios from Network-2B with the predicted errors from sensitivity analysis
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4.7 Conclusions

This chapter presents a comprehensive procedure to use artificial neural networks for FE model updating including both structural and damping parameters. The methodology involves a series of sensitivity analyses for the selection of a desired response configuration as well as for the evaluation of the post-trained network performance; it also covers the selection of the network topology through trial training and the incorporation of a noise-injection learning strategy. A two-level neural network FE model updating scheme is developed so that the structural parameters (SMFs) and the damping ratios (ζ) can be updated using two separate networks. A numerical example is given to demonstrate the effectiveness and efficiency of the proposed method.

The two-neural network scheme proves to work out successfully in updating the structural parameters and the damping ratios. Apart from the satisfactory accuracy that can be achieved with noiseless response data, the numerical example also shows that the noise-injection learning strategy can result in a neural network with substantially enhanced noise-resisting ability. In the example shown, the error margin in the updated structural parameters and damping ratios from the noise-injection learning is reduced by more than 50% as compared to the results from the noiseless-data trained neural work when fed with noisy data. For a given level of noise with zero mean and 1% variance in the frequency response data, the neural network is able to identify the structural parameters as well as the damping ratios within an error of ±4%.

It should be pointed out that the realization of the noise-resisting ability in real applications is subject to the adequacy of the noise model used in the network training in describing the actual noise in the measured data. The applicability of the updated damping ratios using the proposed damping model also depends on the adequacy of such damping model in representing the actual damping mechanism of the system under consideration. Should other noise models or damping models be deemed more adequate for a particular structure, they can be implemented in the neural network training in a similar way as described in this chapter.
5.1 Introduction

In Chapter 3, GA has been shown to perform satisfactory updating, and the global optimal solution can generally be achieved with a reasonable number of fitness evaluations. However, the observation on the efficiency was made from cases where the number of variables subjected to optimization is very limited (e.g., up to 24). When the number of variables is very large as could be experienced in modeling real civil engineering structures, the amount of time for GA to evolve the global optima may become unaffordable. So far, most of the successful applications of GAs as well as other paradigms of evolutionary algorithms (EAs) are limited to problems with dimensions below 30 (Goldberg 1989; Hager et al. 1994; Michalewicz 1996; Yao et al. 1997). To promote broader applications of the algorithms and reduce the risk of getting a misguided solution, a more effective and efficient GA is needed.

Back in 1995, Krishnakumar et al. (1995) proposed the use of stochastic coding in binary GA (abbreviated as “StGA”) with the intention to improve the efficiency. However, no evidence of significant improvement was reported. Since then, little has been done to further pursue the potential merits of this profound idea except a few applications (for example, Mulgund et al. applied StGA for air combat tactics
optimization (Mulgund et al. 1998)), and no comparison has been reported to assess the actual performance of the algorithm. In fact, there still lacks a rigorous procedure for incorporating this novel algorithm. In view of the above, this study is conducted to advance the idea of StGA with the following two main objectives: 1) to develop a generic procedure for the implementation of StGA, and 2) to demonstrate the effectiveness and efficiency of StGA as compared to other algorithms and to explore its ability in tackling large-dimension problems.

In this chapter, the mechanism of the stochastic coding scheme is described first. The corresponding genetic operations, namely, selection, crossover and mutation, are discussed in detail. For the performance enhancement, a replacement strategy similar to that applied in the conventional GA is adopted. Necessary operational details and general guidelines on the actual coding are provided. The performance of the proposed StGA is assessed by carrying out optimization on 20 test functions of moderate dimensions (up to 30). Comparing to some well-known global optimization algorithms such as ES, EP and SA, StGA is shown to be able to achieve more accurate results and yet with a much reduced computational effort. Finally, the capability of StGA in solving large dimension problems is examined through optimizing two functions of dimension as high as 100. Comparing with the observations reported in the literature, StGA maintains a superior efficiency and effectiveness for such large-scale problems. It is therefore concluded that StGA is a promising technique in performing global optimization for practical applications.

5.2 Stochastic Genetic Algorithm

The operation of StGA stems from a totally different concept from the usual GA, particularly in terms of the coding technique. The exclusive features of StGA include:
1) each chromosome represents a stochastic region defined by a normal distribution, 2) these regions are dynamically adapted towards the most promising region, 3) no region in the search space is absolutely forsaken, and 4) the search region is not explicitly restrained.

In this study, the following minimization problem with fixed boundaries is considered:

\[
\min_{\bar{x}} f(\bar{x}) \quad \text{subject to} \quad \bar{B}_l \leq \bar{x} \leq \bar{B}_u
\]  

(5-1)

where \(\bar{x} = (x_1, x_2, \ldots, x_m)\) is the variable vector in \(\mathbb{R}^M\), \(f(\bar{x})\) denotes the objective function, and \(\bar{B}_l = (B_{l1}, B_{l2}, \ldots, B_{lm})\), \(\bar{B}_u = (B_{u1}, B_{u2}, \ldots, B_{um})\) represent respectively the lower and the upper bound of the variables (i.e., a predefined feasible solution space) such that the meaningful range of \(x_i\) is \([B_{li}, B_{ui}]\).

### 5.2.1 Stochastic Coding Mechanism

Most paradigms of GA, regardless of what coding strategy is used, interpret each coded genotype “chromosome” (or “string”) as one possible candidate solution. Hence GA actually explores the solution space for optimum in a point-by-point manner. This approach could be quite inefficient because in the early stage of evolution enormous effort may thus be wasted in evaluating the least significant digits of gene that contribute little towards locating the most essential genes (Nicol and Richard 1992). Although the later developed real-coding GA achieves a faster convergence rate, the computational efficiency remains a major constraint. To facilitate the salutation of large-scale real-life problems, some special techniques have emerged, such as the Approximate Function Evaluation (Grefenstette and Fritzpatrick 1990), the Messy...
Floating Point GA (Deb 1991), and the Dynamic Coding GA (Nicol and Richard 1992). The applicability of these methods, unfortunately, is subjected to a variety of strict prerequisites on the physical problem itself.

The main purpose of the present StGA is to achieve a highly efficient evolution with necessary robustness by incorporating an innovative stochastic coding method. StGA codes each chromosome as a representative of a stochastic region described by a multivariate Gaussian distribution rather than a single candidate solution as in the conventional GA. In StGA, a chromosome, \( C_j \), comprises a binary string \( M_j \) representing the mean vector of the Gaussian distribution and a real number vector \( V_j \) representing the corresponding variable variances (see Figure 5-1). The whole binary string is divided into \( m \) substrings \( (M_{ji}, i = 1, 2, \ldots, m) \). Each substring indicates the geno-space coding of one particular variable \( x_i \), and is associated with a variance \( V_{ji} \). Thus,

\[
C_j = \begin{bmatrix} (M_{j1}, V_{j1}) & (M_{j2}, V_{j2}) & \cdots & (M_{jm}, V_{jm}) \end{bmatrix}
\]

(5-2)

**Figure 5-1 Chromosome model for StGA**
Figure 5-1 illustrates schematically the definition of stochastic regions decoded from $C_j$ for a simple case involving two variables ($m = 2$). Coding the physical problem in this way facilitates StGA to perform efficient search by dynamically shifting emphasis to different favorable regions in the feasible space without abdicating any portion of the region. As such, StGA effectively avoids the kind of failure as could be experienced in the normal dynamic coding scheme due to constantly throwing away potential regions regarded as “unpromising” in terms of their fitness.

![Figure 5-1](image1)

**Figure 5-2** Schematic illustration of stochastic regions in StGA

As binary bits are used to code the variable mean values, a decision has to be made on the substring length for each variable. In conventional GA, the substring length (which represents the variable precision) is required to be long enough to describe the continuous space in order to achieve a desired accuracy. However, a longer substring length implies a substantial increase of the computational effort for GA, which can become prohibitive as the problem dimension escalates. StGA provides a possibility to reduce the computational demand by allowing a somewhat coarse division of the variable space without compromising the accuracy of the final solution. This is made possible by the fact that those points that are not covered by the binary string could
also be approached by StGA through numerical sampling within the stochastic regions. Despite this advantage, each substring still needs to have a sufficient number of bits to prevent blind genetic search. The choice of an appropriate number of bits will be discussed further in association with the actual coding for the numerical experiment in Section 5.3.

5.2.2 Initialization of Population

Two initialization processes are required in StGA, one for the mean vectors $M_j$, and the other for the variance vectors $V_j$. Generally speaking, $M_j$ is initialized within the predefined searching space, $[\bar{B}_j, \bar{B}_u]$, in a random manner. In case a priori knowledge about the potential solution is available, $M_j$ may be initialized so that its values are close to the guessed solution to put the algorithm at a good starting point. The initialization of the variance vector $V_j$, however, is not so straightforward. The initialization of $V_j$ bears great significance as it affects the explorative space in StGA’s evolution process. It is not possible though to derive a universal rule for the determination of adequate values for $V_j$. Section 5.3 will provide some general guideline on an empirical basis. Generally speaking, a larger space would require bigger $V_j$ to be efficient.

5.2.3 Selection Operation

The selection process is to pick up individuals from groups of parents and children in the preceding generation to form the mating pool for the next generation to evolve. Differing from other paradigms of GA, in StGA an additional selection called “local selection” is required prior to the normal genetic selection.
a) Local selection  

Local selection essentially serves two purposes; one is to assess the fitness of the stochastic regions represented by each chromosome in the population, and the other is to implement the adaptation of the variance value $V_{ji}$. It operates as follows. First, within each region $R_j$ (represented by chromosome $C_j$), $N$ number of children ($c_{ji}, i = 1, \ldots, N$) are produced asexually through random sampling according to the predefined normal distribution (see Figure 5-2). With a fitness evaluation, the best child $c_{ji}^*$ is chosen to actually represent this particular region and the corresponding fitness value is regarded as that of chromosome $C_j$. The same $c_{ji}^*$ is then employed to redo the coding to supersede the parent mean vector, $M_j$. Such a fitness evaluation scheme implies that in StGA the local selection of each generation is based on the fitness of individuals of its immediate foregoing generation. Meanwhile, the variance values $V_{ji}$ is adapted following the $\frac{1}{5}$ principle such that if at least one out of five asexually generated children ($c_{ji}$) results in improved fitness as compared with that of the mean vector, $M_j$, the individual variance values are decreased; otherwise, they are increased. This operation is detailed in section 5.3.2.

It should be noted that in the above process some of the values in $c_{ji}$ may violate the prescribed boundaries. Possible ways to tackle this problem include: resampling until the breach of boundary constraints disappears; assigning such $c_{ji}$ a very small fitness value; or replacing any violating value in $c_{ji}$ with a random number drawn within its associated boundary. The present study applies a different strategy such that the out-of-boundary variable values are forced to equal their closest boundary values. This approach is deemed to be more appropriate for StGA, because in StGA the individual stochastic regions ($R_j$) are small with respect to the whole search space; thus, the occurrence of boundary violation signifies that StGA is exploring the boundary of the respective variables and so it is rational to adopt the nearest boundary values to substitute those out-of-boundary values. Resampling, however, may be frustrated for large dimension cases because of the prohibitively large number of trials. The method of allocating small fitness appears to be unreasonable as the chromosomes in question
might also be good schemata.

b) Global genetic selection Genetic selection is usually made within the parent population based on the fitness values of the individuals; an individual with better fitness value is more likely to survive into the mating pool. It is worth pointing out that global selection in the StGA is performed on the population resulting from the local selection.

A number of selection methods exist, including the roulette wheel selection, the stochastic universal selection and the ranking selection, among others (Goldberg 1989). The present study employs the so-called tournament selection, which is generally adopted in evolutionary programming (EP) (Fogel 1992). This selection method allows for a control of the selection pressure (the ratio of selection probability between the fittest and the least fit individuals). In general, the tournament selection produces one individual each time for the mating pool. It operates by first randomly picking $T_n$ number of individuals from the parent population, then ranking them, and the best one is sent into the mating pool. The above procedure is repeated till the mating pool is full. It is noteworthy that $T_n$ essentially plays the role of controlling the selection pressure in the sense that increasing $T_n$ strengthens the selection pressure, and vice versa. Larger $T_n$ promotes the GA convergence process, but at the risk of leading to premature behavior; smaller $T_n$ tends to reduce such risk, but at the cost of increased computational effort. Therefore, some kind of trade-off decision is required.

5.2.4 Crossover Operation

As one of the major genetic operators, crossover is designed to produce offspring in
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the hope that better fitness is achieved through exchanging partial genetic information (the coding segment of the chromosome) of two parents. Before crossover, two parents should be prepared, say \(C_j\) and \(C_k\) (see Figure 5-3). The detailed operation process differs slightly under different crossover schemes. The present study adopts the one point crossover scheme. For StGA, the variance terms \(V_{ji}\) should also undergo crossover because they are bonded together with the mean values \(M_{ji}\) to define the stochastic regions.

For the crossover, a cut site \(s\) is first randomly chosen within the length of \(M_j\) to determine which portion of binary bits should be exchanged. \(s\) could take place between two adjacent substrings \(M_{jp}\) and \(M_{j(p+1)}\) (see \(s_2\) in Figure 5-3); in this case, we simply exchange all items (binary substrings and variance values) at the right hand side of \(s_2\) between parent \(C_j\) and \(C_k\) to generate the two descendants \(\overline{C}_j\) and \(\overline{C}_k\),

\[
\overline{C}_j = \begin{bmatrix} M_{j1}, V_{j1} \\ \vdots \\ M_{jp}, V_{jp} \\ M_{(p+1)}, V_{(p+1)} \\ \vdots \\ M_{km}, V_{km} \end{bmatrix} \\
\overline{C}_k = \begin{bmatrix} M_{k1}, V_{k1} \\ \vdots \\ M_{kp}, V_{kp} \\ M_{j(p+1)}, V_{j(p+1)} \\ \vdots \\ M_{jm}, V_{jm} \end{bmatrix} \tag{5-3}
\]

However, it is more likely that \(s\) falls within a particular substring, e.g., the \(p^{th}\) substring \(M_{jp}\) and \(M_{kp}\), as indicated by \(s_1\) in Figure 5-3. The crossover site thus splits \(M_{jp}\) and \(M_{kp}\) into four substrings, \(M^L_{jp}\), \(M^R_{jp}\), \(M^L_{kp}\) and \(M^R_{kp}\). As such, the crossover on the corresponding variance terms \(V_{jp}\) and \(V_{kp}\) cannot be performed in a straightforward manner. For simplicity, this study proposes a linear interpolation to produce two new offspring variance terms as,

\[
V^*_{jp} = rV_{jp} + (1-r)V_{kp}
\]
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\[ V^*_{kp} = rV_{kp} + (1 - r)V_{jp} \]  

(5-4)

where \( r \) is a random number between 0 and 1. By the above interpolation one is more likely to retain the favorable stochastic regions discovered up to this step by StGA. Thus, the two descendants \( \overline{C}_j \) and \( \overline{C}_k \) generated from the crossover can be expressed as

\[
\begin{align*}
\overline{C}_j &= \left[ (M_{j1}, V_{j1}) \ldots (M_{jp}, V^*_{jp}) \ldots (M_{kp}, V_{kp}) \ldots (M_{km}, V_{km}) \right] \\
\overline{C}_k &= \left[ (M_{k1}, V_{k1}) \ldots (M_{kp}, V^*_{kp}) \ldots (M_{km}, V_{km}) \ldots (M_{jm}, V_{jm}) \right]
\end{align*}
\]  

(5-5)

In general, each parent chromosome in the population undergoes crossover only with certain probability \( p_c \). For the binary coding, Dejong (1975) suggested taking the value of \( p_c \) between 0.7 and 0.9. Trial analysis in the experimental phase of this study tends to support a use of \( p_c = 0.85 \).

Figure 5-3 Possible scenarios of crossover operation in StGA:

- \( s_1 \): cutting through substrings;
- \( s_2 \): cutting between adjacent substrings
5.2.5 Mutation Operation

Aimed at increasing the diversity of the population so as to enhance the chance for GA to escape from local optima, mutation in StGA is implemented following a similar procedure as in the conventional GA. The actual process for mutation depends on the coding scheme. In StGA, only the binary strings, which code the mean values of the stochastic regions, undergo mutation while the variance terms are not subject to mutation because they are adapted in connection with the properties of the stochastic regions. And therefore, binary mutation is used with StGA and it only performs one bit flip, i.e., the bit value changes from 0 to 1 or from 1 to 0. For the binary coding, the mutation probability \( p_m \) should be kept small, otherwise, the favorable building blocks (schemata) discovered so far by GA will be exhaustively destroyed, which implies failure. Based on the suggestion of Dejong (1975) and the experience from trial analyses, \( p_m \) is taken in the range of \([0.01, 0.025]\) for the various optimization cases described later in this chapter.

5.2.6 Replacement Operation and Termination of Evolution

As in the traditional GA, replacement strategy is also adopted in StGA to further improve the search effectiveness. It operates according to the so-called elitism strategy such that a small portion of the top ranking individuals from the parent generation is taken to substitute the same number of the least fit individuals in the offspring generation. As a result, the performance curve (fitness vs. generation) of StGA becomes monotonically increasing. The termination of evolution may be decided by certain criteria, e.g., a preset fitness value for the best individual or a prescribed maximum number of generations, depending on the nature of the underlying problems.
The general sequence of StGA is summarized by a flowchart in Figure 5-4. Further details on the actual operations will be given in the next section.
5.3 Implementation of StGA and Numerical Experiment

5.3.1 Test Functions

Numerical experiments are conducted to test the effectiveness and efficiency of StGA. 20 test functions from three categories (Yao et al. 1999) are selected, covering a broader range than in some other relevant studies for purposes of demonstrating the robustness and reliability of the present algorithm.

Table 5-1 lists the 20 test functions and their key properties. The detailed descriptions of functions 12 to 15 and 18 to 20 are given in the appendix. These functions can be divided into three categories of different complexities. $f_1$ to $f_7$ are unimodal functions, which are relatively easy to optimize, but the difficulty increases as the problem dimension goes high. $f_8$ to $f_{13}$ are multimodal functions with many local optima and they represent the most difficult class of problems for many optimization algorithms. As an example, Figure 5-5 shows the surface landscapes of $f_8$ and $f_9$ when the dimension is set to 2. $f_{14}$ through $f_{20}$ are likewise multimodal functions, but they only contain a few local optima. It is interesting to note that some functions possess rather unique features. For instance, $f_6$ is a discontinuous step function having a single optimum; $f_7$ is a noisy quartic function involving a uniformly distributed random variable within [0, 1].

Generally speaking, for unimodal functions the convergence rates are of main interest as optimizing such functions to a satisfactory accuracy is not a major issue. For multimodal functions, however, the quality of the final results is more crucial since it reflects StGA's ability in escaping from local deceptive optima and locating the desired near-global solution.
Table 5-1 List of 20 test functions \((n = \text{problem dimension}, \ f_{\text{min}} = \text{minimum function value}, \ \text{SD} = \text{prescribed search domain})\)

<table>
<thead>
<tr>
<th>Test functions</th>
<th>n</th>
<th>SD</th>
<th>(f_{\text{min}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(f_1(x) = \sum_{i=1}^{n} x_i^2)</td>
<td>30</td>
<td>([-100,100])*</td>
<td>0</td>
</tr>
<tr>
<td>(f_2(x) = \sum_{i=1}^{n}</td>
<td>x_i</td>
<td>+ \prod_{i=1}^{n}</td>
<td>x_i</td>
</tr>
<tr>
<td>(f_3(x) = \sum_{i=1}^{n} (\sum_{j=1}^{i} x_j)^2)</td>
<td>30</td>
<td>([-100,100])*</td>
<td>0</td>
</tr>
<tr>
<td>(f_4(x) = \max_i(x_i^2</td>
<td>x_i</td>
<td>, 1 \leq i \leq n))</td>
<td>30</td>
</tr>
<tr>
<td>(f_5(x) = \sum_{i=1}^{n-1} \left[100(x_{i+1} - x_i^2)^2 + (x_i - 1)^2\right])</td>
<td>30</td>
<td>([-30,30])*</td>
<td>0</td>
</tr>
<tr>
<td>(f_6(x) = \sum_{i=1}^{n} \left[(x_i + 0.5)^2\right])</td>
<td>30</td>
<td>([-100,100])*</td>
<td>0</td>
</tr>
<tr>
<td>(f_7(x) = \sum_{i=1}^{n} -ix_i^4 + \text{random}(0,1))</td>
<td>30</td>
<td>([-1.28,1.28])*</td>
<td>0</td>
</tr>
<tr>
<td>(f_8(x) = \sum_{i=1}^{n} -x_i \sin(\sqrt{x_i}))</td>
<td>30</td>
<td>([-500,500])*</td>
<td>-12569.5</td>
</tr>
<tr>
<td>(f_9(x) = \sum_{i=1}^{n} \left[x_i^2 - 10 \cos(2\pi x_i) + 10\right])</td>
<td>30</td>
<td>([-5.12,5.12])*</td>
<td>0</td>
</tr>
<tr>
<td>(f_{10}(x) = -20 \exp(-0.2\sqrt{\frac{1}{30}\sum_{i=1}^{n} x_i^2}) + \exp(\frac{1}{30}\sum_{i=1}^{n} \cos 2\pi x_i))</td>
<td>30</td>
<td>([-32,32])*</td>
<td>0</td>
</tr>
<tr>
<td>(f_{11}(x) = 1/4000 \sum_{i=1}^{n} x_i^2 - \prod_{i=1}^{n} \cos(x_i/\sqrt{i}) + 1)</td>
<td>30</td>
<td>([-600,600])*</td>
<td>0</td>
</tr>
<tr>
<td>(f_{12}(x) = \pi/30 \left[0 \sin^2(\pi x_i) + \sum_{i=1}^{n-1} (y_i - 1)^2 \left(1 + 10 \sin^2(\pi y_{i+1})\right)\right])</td>
<td>30</td>
<td>([-50,50])*</td>
<td>0</td>
</tr>
<tr>
<td>(+ (y_n - 1)^2 + \sum_{i=1}^{n} u(x_i,10,100,4))</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(f_{13}(x) = 1/10 \left[0 \sin^2(3\pi x_i) + \sum_{i=1}^{n-1} (y_i - 1)^2 \left(1 + 10 \sin^2(3\pi y_{i+1})\right)\right])</td>
<td>30</td>
<td>([-50,50])*</td>
<td>0</td>
</tr>
<tr>
<td>(+ (y_n - 1)^2 \left(1 + 10 \sin^2(2\pi y_n)\right)]</td>
<td>30</td>
<td>([-50,50])*</td>
<td>0</td>
</tr>
<tr>
<td>(f_{14}(x) = \left[1/500.0 + \sum_{i=1}^{25} (j + \sum_{i=1}^{2} (x_i - a_y)^2)^{-1}\right]^{-1})</td>
<td>2</td>
<td>([-65.536,65.536])*</td>
<td>1</td>
</tr>
<tr>
<td>(f_{15}(x) = \sum_{i=1}^{11} \left[\left</td>
<td>x_i - x_{i+1}(b_i^2 + b_j x_{i+1})/b_j^2 + b_j x_i + x_{i+1}\right</td>
<td>\right]^{2})</td>
<td>4</td>
</tr>
<tr>
<td>(f_{16}(x) = 4x_1^2 - 2.1x_1^4 + 1/3x_1^6 + x_1x_2 - 4x_2^2 + 4x_2^4)</td>
<td>2</td>
<td>([-5.5])*</td>
<td>-1.0316285</td>
</tr>
<tr>
<td>(f_{17}(x) = (x_2 - 5.1/4\pi^2 x_1^2 + 5/\pi x_1 - 6)^2)</td>
<td>2</td>
<td>([-5.10] \times [0.15])</td>
<td>0.398</td>
</tr>
<tr>
<td>(+ 10(1 - 1/8\pi) \cos(x_1) + 10)</td>
<td>2</td>
<td>([-5.10] \times [0.15])</td>
<td>0.398</td>
</tr>
<tr>
<td>(f_{18}(x) = -\sum_{i=1}^{5} (x - a_i)(x - a_i)^2 + c_i)</td>
<td>4</td>
<td>([0,10])*</td>
<td>-10.1422</td>
</tr>
<tr>
<td>(f_{19}(x) = -\sum_{i=1}^{7} (x - a_i)(x - a_i)^2 + c_i)</td>
<td>4</td>
<td>([0,10])*</td>
<td>-10.3909</td>
</tr>
<tr>
<td>(f_{20}(x) = -\sum_{i=1}^{10}(x - a_i)(x - a_i)^2 + c_i)</td>
<td>4</td>
<td>([0,10])*</td>
<td>-10.5300</td>
</tr>
</tbody>
</table>

* ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library
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Figure 5-5 Graphs of \( f_8(x_1, x_2) \) and \( f_9(x_1, x_2) \) with a dimension of 2
5.3.2 Numerical Implementation of StGA

When implementing StGA, a proper set-up of the key parameters is required. First of all, the variable resolutions used in the coding process should be kept reasonably high so that the nearby region around the actual global solution can be approached by StGA. A judgment on this may be reached with the help of a trial-and-error procedure. The next decision is on two important StGA-specific parameters, namely, the initial variance values $V_{ji}$ and the adaptation step values $\delta_i$ for each variance term. In the present study, $V_{ji}$ is initialized through a uniform random draw within a prescribed range, denoted by $R_i^V$, while $\delta_i$ is determined with reference to $R_i^V$. It is worth pointing out that the adaptation of $V_{ji}$ is basically a linear process in that the adaptation step $\delta_i$ vary only within a preset small range in the evolution procedure. Theoretically speaking, too large a $\delta_i$ could degrade the StGA performance because there will be little region exploitation in the later generations due to the small variance values that remained, whereas too small a $\delta_i$ would also slow down the evolution process due to the fact that in early generations much effort is spent exploring some unpromising regions. In this respect, a series of preliminary experimental studies have been conducted so as to provide a rough guideline for the choice of $R_i^V$ and $\delta_i$. In general, the following empirical formulae may be considered in setting $R_i^V$ and $\delta_i$:

$$R_i^V = \left( \frac{1}{120} \sim \frac{1}{80} [B_{M_i} - B_{m_i}] \right)$$  \hspace{1cm} (5-6)

$$\delta_i = \left( \frac{2}{100} \sim \frac{5}{100} \right) V_i^R$$  \hspace{1cm} (5-7)

where $V_i^R$ takes a random value within $R_i^V$ following a uniform distribution. It should be pointed out that the above proposal is not meant to be universally applicable and adjustment may be necessary in dealing with some particular problems.

To further demonstrate the implementation of the above procedure, the operation for
the optimization of function $f_8$ is detailed in the following. Due to its unknown surface feature, each variable of the function is represented using as many as 14 binary bits in coding the variable mean, resulting in a division length of 0.10, which is deemed fine enough for the solution of this particular problem based on a preliminary analysis. The population size is set to 20 and it is initialized with the variance terms being generated uniformly within $R_i^V$ of [8.5, 12.0] while the adaptation steps of variances $\delta_i (i=1,2,\cdots,30)$ take values from [0.20, 0.40] in a random manner. These settings are consistent with the aforementioned empirical formulae. Thus, a chromosome $C_k$ in the initial population may look like this:

$$\begin{array}{c}
11100101101101(M_{k1}) \quad 00110011001010(M_{k2}) \quad \cdots \quad 11110011011111(M_{k30}) \\
10.22(V_{k1}) \quad 11.32(V_{k2}) \quad \cdots \quad 9.15(V_{k30})
\end{array}$$

For the StGA to start, other pertinent parameters are set as follows: Tournament size in the global selection = 2; Replacement rate = 10%; Probability for crossover = 0.85; Probability for mutation = 0.02.

It should also be mentioned that a proper choice of variable division length (grid resolution) will depend on the landscape of the function (i.e., the sensitivity of the function with respect to each variable) as well as the size of the search domain, and the desirable resolution may vary among different variables. For simplicity, the present study adopts a uniform resolution for all variables involved in each test function. Figure 5-6 shows the number of binary bits used in coding each variable in optimizing these test functions.
5.4 Performance Assessment of StGA and Comparison with Other Algorithms

The performance of StGA is evaluated based on the optimization results on the 20 test functions as compared to some existing global optimization algorithms. For each test function, 50 runs with different seeds from the random number generator are performed to observe the consistency of the outcome. At each generation, the mean of the function values represented by the best fit individuals from all 50 runs, denoted by $\mu_i \ (i = 1, \cdots, NG, \ NG$ is the maximum number of generation), is computed to plot the evolution curve, whereas the standard deviation of the function values corresponding to the best fit individuals from the last generation of the 50 runs, $\sigma_{NG}$, is used to indicate the consistency of the algorithm. Generally speaking, a small $\sigma_{NG}$ will signify a good consistency while a large $\sigma_{NG}$ may imply certain deficiency. The last mean value $\mu_{NG}$ represents the finally evolved optimum from StGA, and hence is
used together with $\sigma_{NG}$ to represent the optimization results in the comparison. Table 5-2 summarizes the key parameter settings of StGA for each test function, including the population size, the number of asexually generated children in the local selection, and the number of generations. From these parameters, the number of function evaluations, which serves as a measure of the computational effort in this study, is calculated and they are also shown in Table 5-2.

<table>
<thead>
<tr>
<th>TF</th>
<th>NP</th>
<th>NS</th>
<th>NG</th>
<th>MNFE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_1$</td>
<td>30</td>
<td>5</td>
<td>200</td>
<td>30,000</td>
</tr>
<tr>
<td>$f_2$</td>
<td>22</td>
<td>5</td>
<td>160</td>
<td>17,600</td>
</tr>
<tr>
<td>$f_3$</td>
<td>40</td>
<td>5</td>
<td>115</td>
<td>23,000</td>
</tr>
<tr>
<td>$f_4$</td>
<td>40</td>
<td>5</td>
<td>160</td>
<td>32,000</td>
</tr>
<tr>
<td>$f_5$</td>
<td>50</td>
<td>5</td>
<td>180</td>
<td>45,000</td>
</tr>
<tr>
<td>$f_6$</td>
<td>20</td>
<td>5</td>
<td>15</td>
<td>1,500</td>
</tr>
<tr>
<td>$f_7$</td>
<td>30</td>
<td>5</td>
<td>170</td>
<td>25,500</td>
</tr>
<tr>
<td>$f_8$</td>
<td>20</td>
<td>5</td>
<td>15</td>
<td>1,500</td>
</tr>
<tr>
<td>$f_9$</td>
<td>30</td>
<td>5</td>
<td>190</td>
<td>28,500</td>
</tr>
<tr>
<td>$f_{10}$</td>
<td>40</td>
<td>5</td>
<td>50</td>
<td>10,000</td>
</tr>
<tr>
<td>$f_{11}$</td>
<td>50</td>
<td>5</td>
<td>210</td>
<td>52,500</td>
</tr>
<tr>
<td>$f_{12}$</td>
<td>20</td>
<td>5</td>
<td>80</td>
<td>8,000</td>
</tr>
<tr>
<td>$f_{13}$</td>
<td>20</td>
<td>5</td>
<td>160</td>
<td>16,000</td>
</tr>
<tr>
<td>$f_{14}$</td>
<td>20</td>
<td>5</td>
<td>8</td>
<td>800</td>
</tr>
<tr>
<td>$f_{15}$</td>
<td>40</td>
<td>5</td>
<td>150</td>
<td>30,000</td>
</tr>
<tr>
<td>$f_{16}$</td>
<td>20</td>
<td>5</td>
<td>40</td>
<td>4,000</td>
</tr>
<tr>
<td>$f_{17}$</td>
<td>20</td>
<td>5</td>
<td>50</td>
<td>5,000</td>
</tr>
<tr>
<td>$f_{18}$</td>
<td>20</td>
<td>5</td>
<td>100</td>
<td>10,000</td>
</tr>
<tr>
<td>$f_{19}$</td>
<td>20</td>
<td>5</td>
<td>48</td>
<td>4,800</td>
</tr>
<tr>
<td>$f_{20}$</td>
<td>20</td>
<td>5</td>
<td>85</td>
<td>8,500</td>
</tr>
</tbody>
</table>

**Table 5-2** StGA parameter settings and estimated computational effort (number of function evaluations)

**TF**: Test function  
**NP**: Population size  
**NS**: Number of asexually produced children  
**NG**: Number of generations  
**MNFE**: Mean number of function evaluations
5.4.1 Existing Algorithms for Comparison

There exist a number of global optimization algorithms suitable for continuous problems. For the present comparison, the following well-known algorithms are considered, and they will be applied for all or some of the 20 selected test functions depending on their specialized purposes:

1) **Conventional Evolutionary Programming (CEP)** with different mutation operators (Chellapilla 1998), namely, a) Gaussian Mutation Operator (CEP/GMO), designed for fast convergence on convex function optimization; b) Cauchy Mutation Operator (CEP/CMO), aimed for effective escape from the local optima; and c) Mean Mutation Operator (CEP/MMO), which is a linear combination of Gaussian mutation and Cauchy mutation.

2) **Fast Evolutionary Programming (FEP)** (Yao et al. 1999): FEP essentially employs a Cauchy mutation operator, but incorporates the Gaussian mutation operator in an effective way.

3) **Fast Evolution Strategy (FES)** (Yao et al. 1997): FES applies Cauchy mutation in the evolution strategies to generate each new generation.

4) **Evolutionary Optimization (EO)** (Angeline 1998): EO uses a mutation operator and a selection scheme to evolve a population.

5) **Particle Swarm Optimization (PSO)** (Angeline 1998): PSO is a new evolutionary computing scheme; it explores the insect swarm behavior.

Among these algorithms, of particular interest for present comparison purposes is the
FEP proposed by Yao et al. (1999). The invention of the earlier CEP was dedicated to the global optimization of continuous problems and it proved to be quite successful. FEP further enhances the capacity of CEP. Hence, a comparison with FEP will effectively demonstrate the global optimization capability of the present StGA.

5.4.2 Comparison between StGA and Other Algorithms

a) Comparison with FEP

Table 5-3 presents the optimization results obtained by StGA in comparison with those from FEP. As can be seen, StGA is able to locate the near-optimal solutions for all the 20 test functions with relatively small variance, indicating that the algorithm is both effective and statistically stable. Comparing with FEP, StGA achieves generally much better optimization accuracy while the required computational effort is reduced considerably.

For unimodal functions $f_1$ to $f_7$, StGA is able to obtain practically perfect optimization results, while FEP has difficulty with functions $f_4$ and $f_5$ and the accuracy for the remaining functions is also less good than StGA. From the evolution curves (the best individual vs. number. of generations) shown in Figure 5-7, it can be observed that StGA can quickly converge towards the optima (zero value in these cases) within a relatively small number of generations. Taking the case of $f_1$ as an example, several orders of reduction of the function value, from $10^6$ to $10^0$, takes about 100 generations; whereas with FEP 800 generations are required to achieve a similar result. It is interesting to note that for function $f_6$ the convergence is extremely fast and the correct optimum is found with only about 12 generations. In contrast, FEP requires
1500 generations to converge for this particular function. In this case, StGA reduces the computational effort by more than 100 times.

Table 5-3 Comparison of optimization results and computational effort between StGA and FEP

<table>
<thead>
<tr>
<th>TF</th>
<th>f₁</th>
<th>f₂</th>
<th>f₃</th>
<th>f₄</th>
<th>f₅</th>
<th>f₆</th>
<th>f₇</th>
<th>f₈</th>
<th>f₉</th>
<th>f₁₀</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>StGA</td>
<td>30,000</td>
<td>17,600</td>
<td>23,000</td>
<td>32,000</td>
<td>45,000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FEP</td>
<td>150,000</td>
<td>200,000</td>
<td>500,000</td>
<td>500,000</td>
<td>2 × 10⁶</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>StGA</td>
<td>2.45 × 10⁻¹⁵ (5.25 × 10⁻¹⁶)</td>
<td>2.03 × 10⁻⁷ (2.95 × 10⁻⁸)</td>
<td>9.98 × 10⁻²⁹ (6.9 × 10⁻²⁹)</td>
<td>2.01 × 10⁻⁸ (3.42 × 10⁻⁹)</td>
<td>0.04435 (0)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FEP</td>
<td>5.7 × 10⁻⁴ (1.3 × 10⁻⁴)</td>
<td>8.1 × 10⁻³ (7.7 × 10⁻⁴)</td>
<td>1.6 × 10⁻² (1.4 × 10⁻²)</td>
<td>0.30 (0.50)</td>
<td>5.06 (5.87)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>StGA</td>
<td>0.0 (0.0)</td>
<td>8.4 × 10⁻⁴ (1.0 × 10⁻³)</td>
<td>-12569.5 (0.0)</td>
<td>4.42 × 10⁻¹³ (1.14 × 10⁻¹³)</td>
<td>3.52 × 10⁻⁸ (3.51 × 10⁻⁹)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FEP</td>
<td>0.0 (0.0)</td>
<td>7.6 × 10⁻³ (2.6 × 10⁻³)</td>
<td>-12554.5 (52.6)</td>
<td>4.6 × 10⁻² (1.2 × 10⁻²)</td>
<td>1.8 × 10⁻² (2.1 × 10⁻³)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>StGA</td>
<td>52,500</td>
<td>8,000</td>
<td>16,000</td>
<td>800</td>
<td>30,000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FEP</td>
<td>200,000</td>
<td>150,000</td>
<td>150,000</td>
<td>10,000</td>
<td>400,000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>StGA</td>
<td>2.44 × 10⁻¹⁷ (4.54 × 10⁻¹⁷)</td>
<td>8.03 × 10⁻⁷ (1.96 × 10⁻¹⁴)</td>
<td>1.13 × 10⁻⁵ (4.62 × 10⁻¹³)</td>
<td>1.0 (0.0)</td>
<td>3.18 × 10⁻⁴ (4.73 × 10⁻⁶)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FEP</td>
<td>1.6 × 10⁻² (2.2 × 10⁻²)</td>
<td>9.2 × 10⁻⁶ (3.6 × 10⁻⁶)</td>
<td>1.6 × 10⁻⁴ (7.3 × 10⁻⁵)</td>
<td>1.22 (0.56)</td>
<td>5.06 (5.87)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>StGA</td>
<td>4,000</td>
<td>5,000</td>
<td>10,000</td>
<td>4,800</td>
<td>8,500</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FEP</td>
<td>10,000</td>
<td>10,000</td>
<td>10,000</td>
<td>10,000</td>
<td>10,000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>StGA</td>
<td>-1.03034 (1.00 × 10⁻³)</td>
<td>0.3986 (6.00 × 10⁻⁴)</td>
<td>-9.828 (0.287)</td>
<td>-10.40 (0.0)</td>
<td>-10.450 (0.037)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FEP</td>
<td>-1.0300 (4.9 × 10⁻⁷)</td>
<td>0.3980 (1.5 × 10⁻⁷)</td>
<td>-5.52 (1.59)</td>
<td>-5.52 (2.12)</td>
<td>-6.57 (3.14)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Individual performance curves in 50 runs

Mean performance curves

(Abscissa = number of generations; Vertical axis = function value)

Figure 5-7 Evolution curves of StGA on functions $f_1$, $f_5$ and $f_6$

It is noted from Figures 5-7 and 5-9 that there appears to be a jump to a low function value on the evolution curves of functions $f_1$, $f_5$, $f_6$, and $f_{10}$. In fact, there are two different scenarios here; one represents a true jump which is due to the property of the function itself such as $f_6$, as will be discussed later; another is not exactly a “jump” but appears so because of the use of the logarithm scale for the function value while
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the actual optimum is zero. In such a case, when the evolution is getting closer to the optimum, such as for $f_1$ from $9.54E-3$ to $2.31e-15$, it appears as a big “jump” on the log scale plot.

From a more general perspective, certain degree of “jump” on a GA evolution curve is not uncommon when the replacement method is applied, due to the fact that GA could sometimes experience a few generations without achieving a better solution. Such situation can be diagnosed from the evolving variable values before and after the jump, as illustrated in Figure 5-8(a) for function $f_5$. This function has the true optimum equal to zero. At a step prior to the “jump”, most variables (25 out of the total 30) are already very close to their optimal values. After a couple of more generations, StGA also locates the near-optimal values of these last few variables and the function value thus decreases from 1.65 to 0.044. Similar situations also happen to the optimization of functions $f_1$ and $f_{10}$. Function $f_6$ belongs to a different category in that it possesses a solution region instead of a single optimal point. All variables have the same optimal region of $[-1.5, 0.5]$, as shown in Figure 5-8(b) between the two thick dashed lines. It can be seen that before the jump all the 30 variables except the $7^{th}$ variable are already in their optimal region; and when the optimal region of this variable is also located, the function value jumps from 1 to 0.
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For functions $f_8$ to $f_{13}$, which feature numerous local optima, the results shown in Table 5-3 clearly indicate that StGA can identify the actual optima of these functions with almost perfect accuracy. Meanwhile, the efficiency as compared to FEP increases by 4 to 600 times in terms of the number of function evaluations. Figure 5-9 shows typical evolution curves for functions $f_8$, $f_{10}$ and $f_{12}$, which demonstrates that StGA behaves in a very stable manner over the 50 runs, despite the numerous local optima in these functions.

For the 7 multimodal functions with fewer number of local optima ($f_{14}$ to $f_{20}$), generally speaking StGA also exhibits a superior performance over FEP. Figure 5-10 depicts the evolution curves for functions $f_{15}$, $f_{17}$ and $f_{20}$. Particularly noteworthy is the case of the function family $f_{18}$ to $f_{20}$, which differ only in the number of terms in the summation. Whereas FEP appears to be unable to approach the optima for these functions, StGA maintains a satisfactory performance.
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Individual performance curves in 50 runs

Mean performance curves
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Figure 5-9 Evolution curves of StGA on functions $f_8$, $f_{10}$ and $f_{12}$
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Individual performance curves in 50 runs

Mean performance curves

(Abscissa = number of generations; Vertical axis = function value)

Figure 5-10 Evolution curves of StGA on functions $f_{15}$, $f_{17}$ and $f_{20}$

b) Comparison with CEP, FES, EO and PSO

The performance of StGA is further compared with some other well-established algorithms such as CEP, FES, EO and PSO. Since from the literature the optimization results using these algorithms are available only for some of the 20 test functions, the comparison will be made accordingly. The comparison results are summarized in Table
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5-4 to Table 5-6.

Table 5-4 Comparison of performance between StGA and FES

<table>
<thead>
<tr>
<th>TF</th>
<th>MNFE</th>
<th>Mean best $\mu_{NG}$ (Variance $\sigma_{NG}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>StGA</td>
<td>FES</td>
</tr>
<tr>
<td>$f_8$</td>
<td>1,500</td>
<td>900,030</td>
</tr>
<tr>
<td>$f_9$</td>
<td>28,500</td>
<td>500,030</td>
</tr>
<tr>
<td>$f_{10}$</td>
<td>10,000</td>
<td>150,030</td>
</tr>
<tr>
<td>$f_{11}$</td>
<td>52,500</td>
<td>200,030</td>
</tr>
<tr>
<td>$f_{12}$</td>
<td>8,000</td>
<td>150,030</td>
</tr>
<tr>
<td>$f_{13}$</td>
<td>16,000</td>
<td>150,030</td>
</tr>
</tbody>
</table>

Table 5-5 Performance comparison among StGA, PSO and EO

<table>
<thead>
<tr>
<th>TF</th>
<th>MNFE</th>
<th>Mean best $\mu_{NG}$ (Variance $\sigma_{NG}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>StGA</td>
<td>PSO</td>
</tr>
<tr>
<td>$f_1$</td>
<td>30,000</td>
<td>250,000</td>
</tr>
<tr>
<td>$f_5$</td>
<td>45,000</td>
<td>250,000</td>
</tr>
<tr>
<td>$f_9$</td>
<td>28,500</td>
<td>250,000</td>
</tr>
<tr>
<td>$f_{11}$</td>
<td>52,500</td>
<td>250,000</td>
</tr>
</tbody>
</table>
Table 5-6: Performance comparison among StGA, GMO, GMO and MMO

<table>
<thead>
<tr>
<th>TF</th>
<th>MNFE</th>
<th>Mean best μ&lt;sub&gt;NG&lt;/sub&gt;</th>
<th>Variance σ&lt;sub&gt;NG&lt;/sub&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>StGA</td>
<td>CEP/GMO</td>
<td>CEP/CMO</td>
</tr>
<tr>
<td></td>
<td>f&lt;sub&gt;1&lt;/sub&gt;</td>
<td>30,000</td>
<td>1500,00</td>
</tr>
<tr>
<td></td>
<td>2.45×10&lt;sup&gt;-15&lt;/sup&gt; (5.25×10&lt;sup&gt;-16&lt;/sup&gt;)</td>
<td>3.09×10&lt;sup&gt;-7&lt;/sup&gt;</td>
<td>3.07×10&lt;sup&gt;-6&lt;/sup&gt;</td>
</tr>
<tr>
<td>f&lt;sub&gt;2&lt;/sub&gt;</td>
<td>17,600</td>
<td>250,000</td>
<td>250,000</td>
</tr>
<tr>
<td></td>
<td>2.03×10&lt;sup&gt;-7&lt;/sup&gt; (2.95×10&lt;sup&gt;-8&lt;/sup&gt;)</td>
<td>1.99×10&lt;sup&gt;-3&lt;/sup&gt;</td>
<td>5.87×10&lt;sup&gt;-3&lt;/sup&gt;</td>
</tr>
<tr>
<td>f&lt;sub&gt;3&lt;/sub&gt;</td>
<td>23,000</td>
<td>250,000</td>
<td>250,000</td>
</tr>
<tr>
<td></td>
<td>9.98×10&lt;sup&gt;-29&lt;/sup&gt; (6.9×10&lt;sup&gt;-29&lt;/sup&gt;)</td>
<td>17.60</td>
<td>5.78</td>
</tr>
<tr>
<td>f&lt;sub&gt;4&lt;/sub&gt;</td>
<td>32,000</td>
<td>250,000</td>
<td>250,000</td>
</tr>
<tr>
<td></td>
<td>2.01×10&lt;sup&gt;-8&lt;/sup&gt; (3.42×10&lt;sup&gt;-9&lt;/sup&gt;)</td>
<td>5.18</td>
<td>0.66</td>
</tr>
<tr>
<td>f&lt;sub&gt;5&lt;/sub&gt;</td>
<td>45,000</td>
<td>250,000</td>
<td>250,000</td>
</tr>
<tr>
<td></td>
<td>0.04435 (0)</td>
<td>86.70</td>
<td>114.0</td>
</tr>
<tr>
<td>f&lt;sub&gt;6&lt;/sub&gt;</td>
<td>25,500</td>
<td>250,000</td>
<td>250,000</td>
</tr>
<tr>
<td></td>
<td>0.008412 (0.001023)</td>
<td>12.20</td>
<td>9.42</td>
</tr>
<tr>
<td>f&lt;sub&gt;7&lt;/sub&gt;</td>
<td>28,500</td>
<td>250,000</td>
<td>250,000</td>
</tr>
<tr>
<td></td>
<td>4.42×10&lt;sup&gt;-13&lt;/sup&gt; (1.14×10&lt;sup&gt;-13&lt;/sup&gt;)</td>
<td>120.0</td>
<td>4.73</td>
</tr>
<tr>
<td>f&lt;sub&gt;8&lt;/sub&gt;</td>
<td>10,000</td>
<td>1500,00</td>
<td>1500,00</td>
</tr>
<tr>
<td></td>
<td>3.52×10&lt;sup&gt;-8&lt;/sup&gt; (3.51×10&lt;sup&gt;-9&lt;/sup&gt;)</td>
<td>9.10</td>
<td>1.3×10&lt;sup&gt;-3&lt;/sup&gt;</td>
</tr>
<tr>
<td>f&lt;sub&gt;9&lt;/sub&gt;</td>
<td>52,500</td>
<td>250,000</td>
<td>250,000</td>
</tr>
<tr>
<td></td>
<td>2.44×10&lt;sup&gt;-17&lt;/sup&gt; (4.54×10&lt;sup&gt;-17&lt;/sup&gt;)</td>
<td>2.52×10&lt;sup&gt;-7&lt;/sup&gt;</td>
<td>2.2×10&lt;sup&gt;-6&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

From Table 5-4, it can be seen that FES generally can achieve satisfactory optimization results for the listed functions (except f<sub>6</sub>), but StGA exhibits more accurate results while the required computational effort is only about one-tenth of that required by FES. Results shown in Table 5-5 and Table 5-6 indicate that, while StGA maintains a consistent and satisfactory performance, PSO, EO and CEP appear to be unable to approach the optima for most of the listed functions, even after spending a considerable computational effort.
5.4.3 Performance of StGA in Solving Large-Scale Optimization Problems

In the preceding sections, the superior performance of StGA as compared to other algorithms has been demonstrated by optimizing both unimodal and complex multimodal functions up to moderate dimensions (up to 30). In order to examine the performance of StGA in handling large scale problems, in this section the algorithm is used to perform optimization for two functions having a dimension as high as 100. The first function is an expanded version of \( f_5 \) with dimension increased from 30 to 100, denoted as \( f_5^{100} \). The global minimum of this function remains zero. The other function takes the form

\[
g(x) = \frac{1}{m} \sum_{i=1}^{m} \left( x_i^4 - 16x_i^2 + 5x_i \right) \quad \text{s.t.} \quad -10 \leq x_i \leq 10
\] (5-8)

For any positive integer \( m \), the global minimum of \( g(x) \) is \(-78.3323\), and it occurs at point \( X_{\min} = (-2.9035, -2.9035, \ldots, -2.9035)^T \).

The optimization of \( f_5^{100} \) has been reported in (Zhang and Xu 1999) using an Efficient Evolutionary Programming (EEP) algorithm while the optimization of \( g(x) \) has been performed in (Siarry et al. 1997) using Enhanced Simulated Annealing algorithm (ESA). These previous results are used so as to compare them with StGA.

The key parameters used in StGA for optimizing the above two functions are listed in Table 5-7. Table 5-8 compares the optimization results from StGA with those from ESA and EEP. Once again, StGA exhibits a dramatic improvement in the optimization performance. For the function \( g(x) \), the optimal value identified by StGA is within 0.1% of the true optimum, while the EEP error is about 2%. For \( f_5^{100} \), the
superiority of StGA over ESA is more obvious. Besides, the computational cost using StGA is only \(1/8\) to \(1/4\) of that using ESA or EEP. Figure 5-11 shows the evolution curves of StGA in optimizing \(f_5^{100}\) and \(g(x)\).

Table 5-7 StGA parameter setting and required computational effort for optimizing \(f_5^{100}\) and \(g(x)\)

<table>
<thead>
<tr>
<th>TF</th>
<th>NP</th>
<th>NS</th>
<th>NG</th>
<th>MNFE</th>
</tr>
</thead>
<tbody>
<tr>
<td>(f_5^{100})</td>
<td>30</td>
<td>5</td>
<td>240</td>
<td>36,000</td>
</tr>
<tr>
<td>(g(x))</td>
<td>22</td>
<td>5</td>
<td>130</td>
<td>14,300</td>
</tr>
</tbody>
</table>

Table 5-8 Comparison of optimization results and computational effort among StGA, EEP and ESA

<table>
<thead>
<tr>
<th>TF</th>
<th>MNFE</th>
<th>Mean best (\mu_{NG}) (Variance (\sigma_{NG}))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>StGA</td>
<td>ESA (^{(1)})/EEP (^{(2)})</td>
</tr>
<tr>
<td>(f_5^{100})</td>
<td>36,000</td>
<td>150,000 (^{(1)})</td>
</tr>
<tr>
<td>(g(x))</td>
<td>14,300</td>
<td>122,000 (^{(2)})</td>
</tr>
</tbody>
</table>
Individual performance curves in 50 runs

Mean performance curves

(Abscissa = number of generations; Vertical axis = function value)

Figure 5-11 Evolution curves of StGA on functions $f_5^{100}$ and $g(x)$

5.5 Conclusion

A stochastic genetic algorithm (StGA) is presented to deal with global optimization problems with continuous variables. The methodology involves a novel coding mechanism in which the search space is dynamically divided into stochastic regions represented by a mean vector (coded in binary strings) and a variance vector. An effective crossover scheme is proposed such that when the cut site of crossover happens to fall within a substring representing a mean phenotype variable value, an interpolated variance is produced for crossover of the variance term. To further enhance the StGA performance, a similar replacement scheme as in the conventional
genetic algorithm is incorporated into the operation of StGA.

The algorithm is tested on 20 functions of moderate dimensions from three different categories. Results obtained from 50 trials for each function show that StGA is able to find the near-global solution for all these test functions; and, moreover, the behavior of the algorithm is very stable as indicated by a small variance among the 50 trial runs. Comparison of the StGA outcome with those from several other global optimization algorithms demonstrates that StGA outperforms the other techniques with a dramatic improvement in terms of effectiveness as well as efficiency. In general, the accuracy of StGA increases by several orders of magnitude. For those functions where other algorithms experience difficulties in approaching the optima, StGA still exhibits a satisfactory performance. On average, the number of function evaluations required by StGA is about one order less than that required by other algorithms. In some function cases, StGA reduces the computational effort by as much as 100 to 600 times.

StGA is also shown to be capable of solving large-dimension problems with good efficiency.
CHAPTER 6

FE MODEL UPDATING USING ARTIFICIAL BOUNDARY CONDITIONS WITH GA

6.1 Introduction

A typical FE model may be defined by a large number (order of $10^2 - 10^3$) of physical parameters. However, a typical modal test on a structure may yield only a small number (order of $10^1$) of modal parameters that can be used to guide the adjustment of the FE model parameters (Gordis 1999). This disparity in the number of known parameters (measured modal data) versus the number of physical variables to be reconciled leads to an underdetermined problem. In this regard, there exists a well-recognized need to enlarge the known parameter dataset.

For dynamic FE model updating, resonance frequency data are usually included because of their significance with respect to the structural parameters and their good measurement accuracy. In fact, some pioneering studies attempted to locate the damage solely using natural frequencies (Cawley and Adams, 1979; Hearn and Testa, 1991). However, this method bears serious limitations due primarily to two problems: 1) some local damages require the use of very high order frequencies, which is beyond the practical measurability; and 2) the frequency data alone are not capable of telling apart parameters of a symmetric structural system. To supplement the frequency data, mode shape data have been extensively used. Such data, however, are known to be prone to large measurement errors, which can easily reach 20% in some cases, leading to its limited applicability. To expand the response dataset, some researchers have tried to obtain different sets of resonance frequencies by conducting a series of independent...
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tests on the same structure, but with different boundaries applied physically on the structure for each test. For example, Li et al. (1995) described procedures called ‘perturbed boundary condition (PBC)’ testing, in which additional configurations of the structure are independently tested. These configurations may include different boundary conditions and additional masses at selected points of the structure. This method, however, requires that physical modifications be made to the structure during the tests, and a separate test is needed for each different configuration. It is difficult to implement in practice.

Recently, a method called “artificial boundary method (ABM)” (Gordis 1996b, 1999) has been developed. Via ABM, a large number of additional and distinct mode frequencies can be easily identified from the same modal test performed to identify the natural frequencies of a structure, without the need of any physical modification to the structure. The only information that is required is the incomplete FRF matrix corresponding to those DOFs where the artificial boundaries are applied. These additional and distinct mode frequencies correspond exactly to those natural frequencies found when certain combinations of measured coordinates are restrained to the ground. This means that with one modal test on a particular structure, many sets of natural frequencies can be obtained, and each set corresponds to the same state of the structure but under different boundary conditions with extra artificial pinned supports. Theoretically speaking, the number of the extra pins is not restricted as there exist an infinite number of DOFs for a continuous structure; however, due to some practical limitations (for example, the number of measuring sensors) and the inaccessibility of certain parts of the structure, a proper choice of the number of extra pins has to be considered.

The artificial boundary method is applicable in practice since the additional boundary conditions are only artificial boundary conditions (ABCs) and the actual structure is not altered. In addition, this method is effective as it produces extra frequency data which can be as accurate as the natural frequencies. A typical example is with the antiresonant frequencies from a driving-point frequency response function (FRF) (see Chapter 4). The driving-point antiresonances correspond to the natural frequencies of
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the structure with the driving-point DOF pinned to the ground. In other words, the antiresonance data is a special case of the ABM and it is associated with only one artificial pin.

Despite the potential benefits that ABM can provide for FE model updating, as with other measurement data, it is always an important consideration how to utilize the extended capability in expanding the data set effectively. The underlying issue concerns the sensitivity. In the present study it is found that the application of different configurations for the ABCs can significantly affect the effectiveness of the corresponding frequencies for model updating. For example, a good configuration of ABCs may result in an average error of 4% in the updated parameters, whereas a 20% error could be associated with a poor setting of ABCs. Therefore, it is necessary to have a systematic approach that can be used to determine the proper configurations for ABCs before updating. So far, only a few exploratory works have been reported on the application of ABM for FE model updating (Gordis 1999; Dambrogio and Fregolent 2000; Jones and Turcotte 2002). In these works, the ABCs were chosen according to general engineering judgment.

In the present study, the artificial boundary method is used to provide extra frequency data (abbreviated as “ABC frequencies” in the subsequent descriptions) and these data are combined with the structural natural frequencies to improve the updating. In the proposed procedure, the mode shape data are not directly used in the updating; they are used only for pairing the analytical and experimental modal frequencies. For this purpose, the requirement on the quality of the mode shape data is considerably relaxed and measurements at a few selected DOFs may suffice. The selection of DOFs for measuring the mode-shape data is based on the effective independence distribution vector method (Kammer 1991 and 1992). To determine a suitable configuration for the ABCs, a method using binary GA is proposed. The search domain of GA consists of all the accessible DOFs of a structure. Each chromosome represents an arbitrary boundary configuration. The fitness of a chromosome is evaluated according to the effectiveness of the ABC frequencies, which is assessed via a sensitivity analysis. The effectiveness of both the proposed GA-based ABC selection procedure and the
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updating process using the combined natural and ABC frequency data is demonstrated numerically with examples as portal frames.

6.2 Theory of Artificial Boundary Method (ABM)

In Chapter 4, a basic use of antiresonance data has been explored. Antiresonant frequencies can be extracted from a direct point FRF of a structure and they can be interpreted as the natural frequencies of the structure when a single artificial pinned constraint (abbreviated as “APC”) is added at a particular DOF. Generally speaking, if a number of APCs are present, the resonant frequencies from the structure can be more effective for FE model updating from the sensitivity point of view. This consideration has led to the development of the artificial boundary method (ABM) (Gordis 1992, 1994 and 1996b). In a real test, to obtain the frequencies associated with a particular configuration of the artificial boundary condition (ABC), the ABM requires only the measurements of the incomplete FRF matrix that corresponds to the DOFs at which APCs are exerted. The theory of ABM will be briefly introduced in what follows.

For a structure, the application of the artificial pinned constraints of any configuration essentially defines an omitted coordinate set system (or OCS) (Gordis 1992, 1996b). This system is defined by the set of all unmeasured DOFs, which is of infinite dimension for a continuous test system. To understand the OCS, the fundamental relations in model reduction that define the OCS are first described. The similar relations in the frequency domain are then given, which will enable the identification of ABC configuration natural frequencies (ABC frequencies).
6.2.1 OCS and Model Reduction

The equation of motion of the forced vibration of a linear structural system at a forcing frequency $\omega$ (rad/s) can be written as

$$\begin{bmatrix} k_{aa} & k_{ao} \\ k_{oa} & k_{oo} \end{bmatrix} - \omega^2 \begin{bmatrix} m_{aa} & m_{ao} \\ m_{oa} & m_{oo} \end{bmatrix} \begin{bmatrix} x_a \\ x_o \end{bmatrix} = \begin{bmatrix} f_a \\ f_o \end{bmatrix}$$ \hspace{1cm} (6-1)

where $k$ and $m$ are stiffness and mass matrices, $x$ and $f$ are vectors of generalized response and excitation amplitudes, respectively. The subscript 'a' represents measured coordinates or DOFs ('analysis coordinate set') and the subscript 'o' refers to the DOFs unmeasured ('omitted coordinate set'). Eq. (6-1) can be rearranged as

$$\begin{bmatrix} Z_{aa} & Z_{ao} \\ Z_{oa} & Z_{oo} \end{bmatrix} \begin{bmatrix} x_a \\ x_o \end{bmatrix} = \begin{bmatrix} f_a \\ f_o \end{bmatrix}$$ \hspace{1cm} (6-2)

where $Z$ is the impedance matrix, $Z = k - \omega^2 m$. Assuming that no excitations are imposed on the omitted coordinates, by a simple manipulation of Eq. (6-2) the exact relationship between the omitted coordinate set and the analysis coordinate set can be found,

$$\begin{bmatrix} x_o \end{bmatrix} = \begin{bmatrix} I - \omega^2 k_{oo}^{-1} m_{oo} \end{bmatrix}^{-1} \begin{bmatrix} \begin{bmatrix} - k_{oo}^{-1} k_{oa} + \omega^2 k_{oo}^{-1} m_{oa} \end{bmatrix} x_a \end{bmatrix}$$ \hspace{1cm} (6-3)

The origin of the omitted coordinate set system is reflected by the first bracketed inverse term $\left[ I - \omega^2 k_{oo}^{-1} m_{oo} \right]^{-1}$ in Eq. (6-3). This term will be singular at the frequencies which satisfy $\text{Det}[I - \omega^2 k_{oo}^{-1} m_{oo}] = 0$. It is obvious that these frequencies are the eigenvalues of the system defined by $k_{oo}$ and $m_{oo}$, i.e., the omitted coordinate set system. This system is obtained by fully restraining to the ground all coordinates in the analysis coordinate set.
6.2.2 OCS and Frequency Response Function Matrices (FRF Matrices)

With a limited instrumentation of sensors and actuators, a reduced-order model can be defined and the impedance of the reduced-order model depends nonlinearly on the impedance of the full-order model (Berman 1984). According to Berman, if the exact full-order FRF model of a structure is considered, a FRF matrix of infinite dimension for a full-order model of a structure system can be given by

$$
H^m = \begin{bmatrix}
H_{aa} & H_{ao} \\
H_{oa} & H_{oo}
\end{bmatrix}
$$  \hfill (6-4)

where the superscript ‘m’ denotes an experimental quantity and the number of coordinates in the omitted coordinate set is infinite. Then, the incomplete FRF matrix measured in a test is seen to be the matrix partition $H_{aa}$ of the full-order FRF matrix $H^m$, i.e.

$$
\bar{H}^m = H_{aa}
$$  \hfill (6-5)

where the overbar indicates a reduced model. From the identity relation $ZH = I$, the measured FRF matrix $\bar{H}^m$ can be expressed in terms of the partitioned impedance matrices by

$$
\bar{H}^m = H_{aa} = \left( Z_{aa} - Z_{ao} Z_{oo}^{-1} Z_{oa} \right)^{-1}
$$  \hfill (6-6)

For a linear dynamic system, the reduced-order force-displacement relation in modal domain obtained from the exact dynamic reduction is (Gordis 1996b)

$$
\{f_a\} = \left( Z_{aa} - Z_{ao} Z_{oo}^{-1} Z_{oa} \right) \{x_a\}
$$  \hfill (6-7)

The common terms in Eqs. (6-6) and (6-7) signify that a spatially incomplete FRF matrix actually represents a dynamically reduced model.
Applying inverse operation on Eq. (6-6) gives,

\[ \left( \mathbf{H}^m \right)^{-1} = \mathbf{Z}_{aa}^{-1} - \mathbf{Z}_{ao} \mathbf{Z}_{oo}^{-1} \mathbf{Z}_{oa} \]  \hspace{1cm} (6-8)

From Eq. (6-8), it can be easily identified that the elements of \( \left( \mathbf{H}^m \right)^{-1} \) will also be singular (or ‘large’ for a damped system) when the matrix \( \mathbf{Z}_{oo}^{-1} \) becomes singular, i.e., \( \text{Det}(\mathbf{Z}_{oo}^{-1}) = 0 \). Recall that \( \mathbf{Z}_{oo} = \mathbf{k}_{oo} - \omega^2 \mathbf{m}_{oo} \) is the impedance matrix of the omitted coordinate set system, so its inverse \( \mathbf{Z}_{oo}^{-1} \) becomes singular only at the natural frequencies of the omitted coordinate set system. Therefore, by identifying the frequencies at which the elements in \( \left( \mathbf{H}^m \right)^{-1} \) are singular, the natural frequencies of the OCS (or ABC frequencies) can be obtained. This is the core operation of the artificial boundary method. The numerical solution for the ABC frequencies is straightforward by considering the artificial boundaries in the system matrices of the actual structure.

6.2.3 Examples of ABC Configuration Frequencies

In this section, an example is provided to illustrate the process of identifying the ABC frequencies for a structural system. The structure used for the illustration is the same as that used in section 6.3 and it is a 3-storey-one-bay portal frame as shown in Fig 6-1.

Two artificial pinned constraints are assumed and their corresponding DOF numbers are denoted by \( n_1 \) and \( n_2 \), respectively, as indicated in Figure 6-1. The calculation of ABC frequencies for the current configuration of ABCs is done as per Eq. (6-8). In this case, the spatially incomplete FRF matrix \( \mathbf{H}^m \) has a dimension of \( 2 \times 2 \),

\[ \mathbf{H}^m = \begin{bmatrix} \alpha_{n_1 n_1} & \alpha_{n_1 n_2} \\ \alpha_{n_2 n_1} & \alpha_{n_2 n_2} \end{bmatrix} \]  \hspace{1cm} (6-9)
where $\alpha$ represents the individual frequency response function (FRF). During a test, a column of the matrix $\mathbf{H}^m$ can be obtained by applying the excitation (for example from an impact hammer) on one of these DOFs and measuring the accelerations (from accelerometers) at all these DOFs (in the present case $n_1$ and $n_2$). Thus, by roving the excitation among different locations of the artificial pins, the whole $\mathbf{H}^m$ is obtained.

![3-storey-1-bay frame with two APCs](image)

**Figure 6-1** 3-storey-1-bay frame with two APCs

In this illustrative example, the solution of $\mathbf{H}^m$ is simulated via the FE model of the structure in which the excitation is modeled by an impact pulse and the acceleration responses are computed accordingly. Inverting the $\mathbf{H}^m$ at each frequency results in the impedance matrix $(\mathbf{H}^m)^{-1}$:

$$
(\mathbf{H}^m)^{-1} = \begin{bmatrix}
Z_{n_1n_1} & Z_{n_1n_2} \\
Z_{n_2n_1} & Z_{n_2n_2}
\end{bmatrix}
$$

(6-10)

The magnitude of $Z_{n_1n_1}$ is plotted in Figure 6-2 (thin line). For comparison, a particular direct-point FRF $\alpha_{ABCs}^{155}$ of the ABC system (calculated at DOF $n_3$ as shown in Figure 6-1) is also plotted in Figure 6-2 (thick line), in which the peaks correspond to the natural frequencies of the ABC system. It is evident that all the peaks of $Z_{n_1n_1}$ coincide...
with those of the direct-point FRF of the ABC system except two peaks (circled in Figure 6-2), which are missing from $\alpha_{n, n_3}^{ABCs}$. This is because DOF $n_3$ becomes a stationary point for these two modes. By solving the FE eigenvalue problem, the natural frequencies for the ABC system are obtained and listed in Table 6-1. These analytical frequencies are exactly matched by the frequencies predicted by $z_{n, n_i}$.

![FRF curve of the ABC system](image)

**Figure 6-2** Comparison between frequencies from a driving point FRF of the ABC system and those corresponding to the peaks of an element of the impedance matrix $H^{-1}_{aa}(2,2)$

<table>
<thead>
<tr>
<th>Modes</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequencies</td>
<td>13.8</td>
<td>48.6</td>
<td>59.2</td>
<td>63.9</td>
<td>83.6</td>
<td>120.0</td>
<td>156.34</td>
<td>172.5</td>
<td>187.0</td>
<td>207.5</td>
</tr>
</tbody>
</table>

The above example shows the case of two artificial pins for the artificial boundary method. A similar procedure can be applied for any configuration of artificial pins.
6.3 The Necessity for the Selection of Artificial Boundaries

Reliable updating results depend very much on the quality and the richness of the response information. The accuracy of the ABC frequencies is satisfactory since they can be measured as accurately as the natural frequencies. Moreover, there exists a huge amount of such data that can be readily included in the FE updating procedure. This means it is rich also. However, it is not necessarily true that more response data always results in a better updating outcome. Data that are non-sensitive or less sensitive to the physical variables should not be used because they are worsening the conditioning of the updating. Therefore, a proper selection of the data to be measured and used in the model updating is important.

Some methods have been developed for the optimal selection of mode shapes. For example, Sanayei et al (1996b) developed a Best-In-Worst-Out method to pick out a subset of static force and strain measurements that have the least sensitivity to the measurement noise. The available measurement that has the smallest effect on the parameter estimation is removed one by one until the output error becomes too large. Some other selection methods concerning mode shapes can be found in Doebling (1997b), Shi et al. (2000), and Xia and Hao (2000).

However, there has been no previously reported work on the optimal choice of artificial boundaries for the generation of ABC frequencies for FE model updating. In some applications, the selection was simply based on engineering experience or judgment (Gordis 1999; Jones and Turcotte 2002). In fact, as will be shown in the following illustrative example by means of a sensitivity analysis, that the ABC frequencies from different artificial boundary configurations can result in very different updating results.

For this purpose, a 3-storey, 1-span portal frame, shown in Figure 6-3, is selected. Six stiffness parameters are supposed to be identified in the form of the stiffness modification factors (SMFs), including 3 beam SMFs and 3 column SMFs (considering one SMF for each individual beam and one SMF for all columns in the
same storey). The measurements are assumed to be composed of the first six natural frequencies, plus six ABC frequencies associated with a one-point pinned artificial boundary. Two different sets of the ABC frequencies are considered, corresponding respectively to two different artificial boundary configurations, to examine their effectiveness (in terms of sensitivity) for the updating of the six SMFs. The first artificial boundary is chosen in an arbitrary manner, while the second one is obtained from using binary GA, as will be described later. The SMF errors are predicted by sensitivity analyses, in which 1% uniformly distributed random errors are assumed to exist in the response data. Figure 6-3 shows the configurations of the two different boundaries. Figures 6-4 and 6-5 show the resulting SMF error bandwidths.

As can be seen, the use of the arbitrarily chosen artificial boundary (AB1) results in as large as 30% errors in SMF 5-6 and around 10% for other SMFs. Striking improvement is achieved with the optimized AB2; the errors for all the six variables are less than 8%. This clearly indicates the importance of a proper choice of the artificial boundary for the inclusion of the ABC frequencies into the response set. A number of additional cases are also examined and similar trends are observed. In the
In the present study, a binary GA-based method is proposed to automate the selection of artificial boundaries.

![Graph showing SMF error bandwidths corresponding to AB1]

Figure 6-4 SMF error bandwidths corresponding to AB1

![Graph showing SMF error bandwidths corresponding to AB2]

Figure 6-5 SMF error bandwidths corresponding to AB2

Another point worth mentioning is that, for a geometrically symmetric structural system, the FE model updating procedure by solely matching natural frequencies may converge to a false solution because the mirrored version of the target structure will exhibit exactly the same resonant frequencies as the actual structure. Usually this
problem can be resolved by incorporating appropriate mode shape data to reflect the spatial distribution of the physical state. In the case of using ABC frequencies, the problem is readily avoided. This is because the ABC frequencies actually represent the resonant frequencies of an altered system with extra artificial pinned constraints; the introduction of these constraints breaks the original symmetry and leads effectively to an unsymmetric system.

6.4 Binary GA for the Optimal Selection of Artificial Boundary

6.4.1 Selection Procedure

In this section, a method using binary GA for the optimal configuration of artificial boundaries will be presented. For a real structure, there may exist numerous candidate artificial boundary configurations with different number of pinned constraints. An artificial boundary is considered good if the resulting ABC frequencies exhibit high sensitivities with respect to the updating variables.

There are two different methods to evaluate the “sensitivity”; one is to directly assess the sensitivity matrix in terms of a certain measure (the “direct method”), and the other is by evaluating the statistics of the parameter errors from different error patterns of the response data (the “indirect method”). For the direct method, some researchers use the mean of all components in the sensitivity matrix as an overall measure of sensitivity for the mode-shape selection (Xia and Hao 2000). However, as can be seen from the example given in section 6.3, the mean values of two very different sensitivity matrices can be quite close, e.g., 0.0391 vs. 0.0394 (0.8% difference). This implies that the overall mean value alone may not indicate adequately the goodness of a chosen response dataset. The condition number of a sensitivity matrix may better serve the purpose, but its value lacks physical meaning. For these reasons, the present study
adopts the indirect method. It is noted that the indirect method does not cause significant increase of the computational effort since it only involves a matrix inversion operation and a few matrix multiplications. It has, however, the advantages of high reliability and is a physically explainable indicator.

Before starting the GA selection process, a search domain is prepared first. Since the objective of the GA optimization is to find the effective locations for the artificial pins, the feasible domain should be those degrees of freedom of a FE model that are accessible for measurements (called the “DOF library”). If any special feature of the structural system is known beforehand such that some DOFs can be judged as poor candidate locations to be involved in the artificial boundaries, the size of the DOF library can be further reduced by excluding those DOFs. In the program implementation, the DOF library is arranged in the form of a row vector, which consists of the numbers of the candidate DOFs in the search domain. For example, if a cantilever beam is modeled using four 2D beam elements as shown in Figure 6-6, then the DOF library will include 6 translational DOFs, i.e., DOFs 1, 2, 4, 5, 7, and 8 and is represented by a row vector, [1, 2, 4, 5, 7, 8].

![Figure 6-6 An illustrative example of DOF library](image)

The phenotype variables for GA are integer numbers which identify the DOFs in the DOF library. Since only a fraction of the total DOFs are in the DOF library, it is more efficient to identify the DOFs according to their sequential number in the DOF library instead of using their actual DOF number. For each optimization process, the total number of pinned constraints is predefined, and the procedure then determines the optimal locations of these pins. The procedure can be repeated if different numbers of pinned constraints need to be tried.
In the GA chromosome, the integer variables identifying the DOFs are coded using binary bits and the number of binary bits depends on the size of the DOF library. For the above beam example, 3 bits are sufficient to represent totally the 6 candidate DOFs.

For the genetic operations, the single point crossover is used and mutation is implemented by bit flip, i.e., “0” to “1” or “1” to “0”, which is called binary mutation. These operations have been described in Chapter 3 and are briefly presented as follows. Assuming two artificial pins are to be applied on the beam structure, a GA chromosome will then involve two integer variables. Using 3 binary bits for each variable leads to a chromosome length of 6. Let’s assume that the following two chromosomes are selected for crossover and a crossover point is chosen after the third bit:

Chromosome A  010 101
Chromosome B  011 001

After crossover, two new chromosomes are generated as below

Chromosome A₁  010 001
Chromosome B₁  011 101

Let’s further assume that mutation happens to occur at the first bits of chromosome A₁, then this chromosome becomes,

Chromosome A₂  110 001

Chromosome B₁ remains unchanged.

The decoding process is quite straightforward. The binary chromosomes are first converted back to integer numbers, from which the corresponding DOFs in the DOF library are located, thus the artificial boundary represented by this chromosome is obtained. For the above example, the two evolved chromosomes A₂ and B₁ are decoded as [6, 1] and [3, 5], respectively. By referring back to the DOF library, which is [1, 2, 4, 5, 7, 8], the locations of two artificial pins represented by each of the two
chromosomes are obtained as [DOF8, DOF1] and [DOF4, DOF 7] for chromosome A2 and chromosome B1, respectively. They are schematically shown in Figure 6-7.

![Figure 6-7 The artificial pins decoded from two example chromosomes](image)

Thus, a set of ABC frequencies corresponding to the system with the artificial pinned constraints represented by a chromosome can be calculated. The fitness of a chromosome is then evaluated by means of a sensitivity analysis based on the set of ABC frequencies (indirect method). The details of evaluating the fitness using sensitivity analysis have been presented in Chapter 3. A brief description in relation to the ABC frequencies is given below.

A prescribed NEP number of response error patterns \( \{ \delta R \}_i \) are generated first. The response vector \( \{ R \} \) is composed of a predefined number of ABC frequencies associated with one particular configuration of AB. For the generation of error patterns \( \{ \delta R \}_i \), 1% uniformly distributed random errors are used based on the consideration that the ABC frequencies can be obtained with a similar accuracy as the natural frequencies. A same number of parameter error patterns \( \{ \delta p \}_j \) \((i = 1, \ldots, \text{NEP})\) are obtained by multiplying \( \{ \delta R \}_i \) by the gain matrix \( G \). A statistic analysis is then performed on \( \{ \delta p \}_j \). The error pattern for one particular parameter \( p_j \) is a vector and denoted by \( \{ \delta p_j \}_j \), which consists of \( \text{NEP} \) number of scalar components. For each \( \{ \delta p_j \}_j \), an independent statistic analysis is conducted to calculate its mean value \( \mu_j \) and the standard deviation value \( \sigma_j \). Generally \( \mu_j \) is close to zero. Hence, \( \sigma_j \) actually represents the parameter error and a larger value of \( \sigma_j \) signifies a larger parameter error. Thus, \( n \) number of \( \sigma_j \) are obtained and they form a vector designated as SD,
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\[
SD = [\sigma_1 \quad \sigma_2 \quad \cdots \quad \sigma_n] \quad (6-11)
\]

The assessment of the overall error from the \( n \) different parameters and thereby the chromosome fitness is implemented by

\[
\text{Fitness} = -\left( \mu_{SD} + \frac{\sigma_{SD}}{\mu_{SD}} \right) \quad (6-12)
\]

where \( \mu_{SD} \) denotes the mean of SD, which is always a non-negative value, and \( \sigma_{SD} \) is the standard deviation of SD. The inclusion of the second term in Eq. (6-12) is to take care of special situations where the mean \( \mu_{SD} \) is already quite small but there still exist a few large \( \sigma_j \) in SD. Such a chromosome should not be regarded as a good solution since generally speaking all physical parameters subjected to updating are considered equally important, and hence a desired good response set should result in a relatively uniform distribution of errors among all parameters.

To illustrate the above-mentioned concept for fitness evaluation, a simple example involving 6 variables \( p_i (i = 1, \ldots, 6) \) and 8 response components \( R_i (i = 1, \ldots, 8) \) is furnished. For simplicity, 3 response error patterns \( \{ \delta R \}_{i} \) \( (i = 1, 2, 3) \) are used (NEP=3). Thus, 3 parameter error patterns \( \{ \delta p \}_{i} \) \( (i = 1, 2, 3) \) are produced according to the following formula,

\[
\left[\begin{array}{c}
\{ \delta p \}_{1} \\
\{ \delta p \}_{2} \\
\{ \delta p \}_{3}
\end{array}\right] = [G] \times \left[\begin{array}{c}
\{ \delta R \}_{1} \\
\{ \delta R \}_{2} \\
\{ \delta R \}_{3}
\end{array}\right] \quad (6-13)
\]

Table 6-2 lists the 3 response error patterns \( \{ \delta R \}_{i} \) and the resulting 3 parameter error patterns \( \{ \delta p \}_{i} \). To obtain SD, for each \( \{ \delta p \}_{j} \) \( (j = 1, 2, \ldots, 6) \) the corresponding standard deviation \( \sigma_j \) is computed as listed in the shaded area of Table 6-2. Thus,

\[
SD = \begin{bmatrix}
3.11 & 0.18 & 0.60 & 3.19 & 2.28 & 0.31
\end{bmatrix} \quad (6-14)
\]
The mean $\mu_{SD}$ and the standard deviation $\sigma_{SD}$ of SD are then calculated,

$$\mu_{SD} = 1.61 \text{ and } \sigma_{SD} = 1.41$$  \hfill (6-15)

From these two quantities, the chromosome fitness is obtained as

$$\text{Fitness} = -\left(\frac{\mu_{SD} + \sigma_{SD}}{\mu_{SD}}\right) = -2.49$$  \hfill (6-16)

Table 6-2 Simulated response error patterns and the output of parameter errors

<table>
<thead>
<tr>
<th>Response Error Patterns (%)</th>
<th>$\delta R_1$</th>
<th>$\delta R_2$</th>
<th>$\delta R_3$</th>
<th>$\delta R_4$</th>
<th>$\delta R_5$</th>
<th>$\delta R_6$</th>
<th>$\delta R_7$</th>
<th>$\delta R_8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>${\delta R}_1$</td>
<td>-0.63</td>
<td>-0.16</td>
<td>0.98</td>
<td>-0.39</td>
<td>-0.20</td>
<td>-0.83</td>
<td>-0.45</td>
<td>-0.57</td>
</tr>
<tr>
<td>${\delta R}_2$</td>
<td>-0.61</td>
<td>0.50</td>
<td>0.97</td>
<td>-0.63</td>
<td>0.32</td>
<td>-0.86</td>
<td>0.50</td>
<td>-0.72</td>
</tr>
<tr>
<td>${\delta R}_3$</td>
<td>0.83</td>
<td>0.51</td>
<td>-0.31</td>
<td>-0.12</td>
<td>-0.80</td>
<td>0.14</td>
<td>0.90</td>
<td>0.52</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter Error Patterns (%)</th>
<th>$\delta p_1$</th>
<th>$\delta p_2$</th>
<th>$\delta p_3$</th>
<th>$\delta p_4$</th>
<th>$\delta p_5$</th>
<th>$\delta p_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>${\delta p}_1$</td>
<td>2.56</td>
<td>0.09</td>
<td>-1.89</td>
<td>-1.43</td>
<td>-3.91</td>
<td>0.18</td>
</tr>
<tr>
<td>${\delta p}_2$</td>
<td>-1.29</td>
<td>0.42</td>
<td>-1.59</td>
<td>2.65</td>
<td>0.54</td>
<td>-0.11</td>
</tr>
<tr>
<td>${\delta p}_3$</td>
<td>-3.60</td>
<td>0.13</td>
<td>-0.73</td>
<td>4.86</td>
<td>-0.83</td>
<td>0.50</td>
</tr>
<tr>
<td><strong>STD</strong></td>
<td><strong>3.11</strong></td>
<td><strong>0.18</strong></td>
<td><strong>0.60</strong></td>
<td><strong>3.19</strong></td>
<td><strong>2.28</strong></td>
<td><strong>0.31</strong></td>
</tr>
</tbody>
</table>

*Refers to standard deviation.

### 6.4.2 Repair of Invalid Chromosomes

It should be pointed out that, within any GA chromosome, there should be no repeated DOFs since it is meaningless to impose the same artificial pinned constraint on the same DOF for multiple times. If repeated integer values exist in a chromosome, the simplest way to handle it is to assign a very small fitness value for this chromosome.
and let the evolution continue. However, such operation tends to reduce the diversity of the GA population and thus degrades the GA performance. This study proposes a “repair” strategy to revamp the irrational chromosomes so that no repeated integer value exists in a chromosome. Actually, the repair process may be performed in many different ways. In this study, an invalid chromosome is repaired by replacing each repeated value (DOF) with a new DOF randomly drawn from the GA search domain (the DOF library) excluding the DOFs that are already present in the chromosome.

Consider again the beam example given in section 6.4.1 but assume the use of 5 artificial pinned constraints. An invalid chromosome as shown in Figure 6-8 is to be repaired. As can be observed, the integers 2 and 3 are repeated values, and they need to be replaced. Since the DOF library has 6 numbers, excluding the 3 numbers already included in the chromosome, only three numbers are valid substitutes for the two repeated values. The numbers “6” and “4” are randomly selected and the repaired chromosome is also given in Figure 6-8.

<table>
<thead>
<tr>
<th>Invalid chromosome</th>
</tr>
</thead>
<tbody>
<tr>
<td>Genotype: 010 001 011 010 011</td>
</tr>
<tr>
<td>Phenotype: 2 1 3 2 3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Repaired chromosome</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phenotype: 2 1 3 6 4</td>
</tr>
<tr>
<td>Genotype: 010 001 011 110 100</td>
</tr>
</tbody>
</table>

Figure 6-8 An example of invalid chromosome and its repaired version
6.5 Modal Frequency Pairing

In this study, the modal data used in the updating are assumed to be within a limited number of lower modes for practicality concerns. Furthermore, only the frequency data, including both resonant and ABC frequencies, are used, while the mode shapes are not directly involved in the objective function. The mode-shape information is only used to pair the analytical and experimental resonant frequencies. For the purpose of pairing, the requirement on the quality of the measured mode shapes is much relaxed because the MAC values determining the mode-shape pairs are not very sensitive to measurement errors. Therefore, the primary objective concerning the pairing is to use as small a number of measurement points as possible while guaranteeing a reliable pairing result.

A number of methods have been devised in the past to determine the optimal measurement set for modal testing based on active vibration control theories. Lim (1992) developed a method to select optimal actuator and sensor locations based on the degree of effectiveness/versatility of pairs of actuators and sensors. Kammer (1991) presented a sensor placement method for modal identification and correlation according to the contribution of each candidate sensor location to the linear independence of the corresponding target modes. Breitfeld (1996) concluded that the optimal setting for measurement locations must preserve the orthogonality of the eigenvectors to avoid spatial aliasing.

In the present study, the method developed by Kammer (1991, 1992), called “effective independence distribution vector method” (EIDVM), is used to determine the sensor locations or measurement points so that a dependable matching result can be achieved within the frequency range of interest. A brief description of this method follows. The chief objective of this scheme is to select measurement locations which make the mode shapes of interest as linearly independent as possible, while retaining as much as possible the information about the selected modal response in the measurement data. It begins with a FE model of the system. The very first step is to eliminate all coordinates that are not measurable, such as rotational and inaccessible DOFs. The effective
independence procedure is then started by forming the Fisher Information Matrix $A$, given by

$$A = \Phi^T \Phi$$  \hspace{1cm} (6-17)

where $\Phi$ is the reduced and truncated modal matrix following the DOF removal and the order reduction. The matrix $E$ is then formed as

$$E = \Phi A^{-1} \Phi^T$$  \hspace{1cm} (6-18)

Matrix $E$ is an idempotent matrix, satisfying

$$E^2 = E$$  \hspace{1cm} (6-19)

Matrix $E$ has the property that its trace equals its rank. Thus the terms on the diagonal of $E$ represent the fractional contribution of each measurement location to the rank of $E$. $E$ will be full rank only if all the modes of interest are linearly independent. The selection procedure is to examine the elements of the diagonal of $E$. The smallest element is removed since it relates to the coordinate that contributes least to the independence of the chosen modes. The Matrix $E$ is then updated by applying the new mode-shape matrix with one DOF removed and this process is repeated, removing coordinates iteratively. Upon termination of this process, the remaining coordinates serve as the measurement locations.

The number of measurement locations resulting from the above process is desired to be small and meanwhile the inter-independence of the mode shapes has to be assured. In this regard, during the iteration process the quality of the resulting measurement locations from each step should be assessed in terms of a predefined criterion. Among a few criteria, the commonly used is MAC (Modal Assurance Criterion, see Chapter 2 for its definition). Iteration stops when the current set of measurement locations is evaluated to violate the criterion.
6.6 Numerical Examples

In Chapters 3 and 4, a lumped-mass-stick model was used to test the updating methods. This simplified model assumes no rotational DOF at beam-column connections and, hence, represents only a special class of structures. A more realistic structural system would involve rotational DOFs, which affect the structural dynamic characteristics, and therefore should generally be considered in a FE model. In the present study, the rotational DOFs are incorporated.

The structures used in the numerical examples are reduced-scale concrete portal frames, which can be viewed as the scaled representative of a residential building. Figure 6-9 shows a typical model frame with 2 storeys and 2 bays.

![Diagram of a 2-storey and 2-bay concrete frame model](image)

In all cases, the cross-section of the beams is assumed to be $60 \times 50 \text{ mm}^2$, and that of the columns is $60 \times 60 \text{ mm}^2$. The mass density for columns is $2.50 \times 10^3 \text{ kg/m}^3$. Considering the floor mass, the equivalent density of beams is set to $2.25 \times 10^4 \text{ kg/m}^3$. The Young’s modulus for concrete is $2.6 \times 10^{10} \text{ N/m}^2$. The span length of the frames is...
uniformly 0.8m, the first storey height is 1.0m, and the height of the other storeys is 0.6m. Only in-plane vibration is considered and 3 DOFs are used for each FE node.

The bending stiffness (EI) of the beams and the columns about z axis are considered to be the unknown variables for updating. The Stiffness Modification Factor (SMF) is used as the variable parameters in the updating process. Each beam-column member is assumed to be known in terms of its EI. Thus, the number of SMFs subjected to updating is equal to the number of beam-column members. For example, for the 2-storey-2-bay frame shown in Figure 6-9, 10 SMFs are to be updated. Two scenarios are investigated. In both scenarios, an independent SMF is considered for each individual beam. In the first scenario, however, all columns of the same storey are assumed to have an identical SMF, while in the second scenario, different columns have different SMFs. In the following numerical investigations, the variation range of the SMFs is defined by a large interval of [0.2, 1.0], which covers practically all ranges of damage, from very light to extremely severe.

Because of the involvement of unknown parameters associated with beams, the global lateral vibration modes will tend to be insufficient to result in a well-conditioned updating process due to their insensitivity to the beam bending stiffness. Additional modal information, such as that from some local modes, becomes necessary. This is particularly so for the second scenario where independent SMFs are assumed for different columns of the same storey. It should be pointed out that, although the local modes may be regarded as higher order modes in view of the whole structure, they still belong to lower modes from the perspective of individual members.

Considering the possible measurement errors, for each updating case a number of response datasets are generated by adding into the exact response data, which are numerically simulated based on the assumed parameter values, with errors sampled from the prescribed error distribution. Since only the frequency data are used in the updating, the error is assumed to be within 1% with a uniform distribution. A separate model updating is performed based on each sample set of the response data, and the
updating results from all the sample datasets are finally evaluated from a statistical point of view.

It should also be noted that, as mentioned in Chapter 4, the results of a sensitivity analysis are generally dependent on the nominal state assumed for the sensitivity analysis. However, trial analyses have indicated that the parameter error distributions predicted from the sensitivity analyses with different states usually exhibit a similar trend. Therefore, in the numerical cases only the prediction from one particular sensitivity analysis is presented.

6.6.1 Scenario A: Individual Beam SMFs and Common Column SMF Per Storey

Case 1: 2-storey-2-bay (2S2B) frame

In this case, 6 SMFs are to be identified, including 4 for the four beams and 2 for columns in the two storeys, respectively. An arbitrarily assumed state of the frame is simulated, with SMFs equal to \([0.80, 0.75, 0.70, 0.60, 0.90, 0.50]\). “Measurements” are to be generated from numerical simulation of this state.

To achieve a satisfactory updating accuracy for all these six parameters, a suitable set of measurements are required. For frames, the lowest global vibration frequencies are known to be sensitive to the change of column bending stiffness. So, the first two global natural frequencies are chosen. Four natural frequencies corresponding to some local vibration modes are included in order to identify the four beam SMFs. Thus, 6 natural frequencies are used in the updating procedure. As will be described later, some pertinent ABC frequencies are incorporated and the artificial boundaries used for their generation are determined by binary GA in an optimization procedure as described earlier.
Figure 6-10 plots the first 6 mode shapes of the 2S2B frame. It can be easily identified that the first two are global vibration modes and they correspond to the lowest natural frequencies, 6.55 Hz and 28.38 Hz, respectively. For these two modes, the flexural vibration magnitude of the 4 beams is seen significantly smaller than that of the 6 columns. From the mode shapes it can be reasonably deduced that the lowest global vibration frequencies are not sensitive to the bending stiffness of beams but they are very sensitive to the column bending stiffness. In contrast, the 4 higher modes (mode 3 to mode 6) are clearly associated with the flexural vibration of the 4 beams, whereas the participation of the column vibration is not significant. Therefore, these four modes are included to facilitate the updating of the beam SMFs.

To determine the appropriate measurement locations for measuring these modes and pairing them with the corresponding analytical frequencies, the EIDVM (effective independence distribution vector method) mentioned in section 6.5 is used. To do this, the mode shapes of interest (the first 6 modes for the present frame case) are calculated from the initial state of the frame and they form a modal matrix $\Phi$ as

$$
\Phi_{6 \times 6} = [\varphi_1 \varphi_2 \varphi_3 \varphi_4 \varphi_5 \varphi_6]_{6 \times 6}
$$

where $n$ is the number of FE DOFs and $\varphi_i (i=1,2,\cdots,6)$ indicate the individual mode shapes. Then, the DOFs that are meaningful for measurements, i.e., DOFs being important and accessible, are picked out. For the frame, since only flexural vibration is considered, the meaningful DOFs are chosen to be those that are translational and associated only with the flexural deformation of frame members. That is to say, for columns the DOFs in the horizontal direction are selected, whereas for beams the DOFs in the vertical direction are chosen. A vector $D_c$ is used to represent these chosen DOFs. By considering only $D_c$, the initial modal matrix $\Phi$ reduces to $\Phi^{D_c}$. The modal matrix $\Phi^{D_c}$ is then used to generate the idempotent matrix $E$ according to Eq. (6-18).
(1) The 1\textsuperscript{st} mode (6.55 Hz) 
(2) The 2\textsuperscript{nd} mode (28.38 Hz) 
(3) The 3\textsuperscript{rd} mode (46.92 Hz) 
(4) The 4\textsuperscript{th} mode (55.18 Hz) 
(5) The 5\textsuperscript{th} mode (60.83 Hz) 
(6) The 6\textsuperscript{th} mode (65.83 Hz) 

Figure 6-10 The first 6 mode shapes of the 2S2B frame
One DOF is removed from $D_c$ by an examination of the diagonal elements of the matrix $E$. A new idempotent matrix $E' \Phi$ is obtained by considering only the reduced $D_c$ in the modal matrix $\Phi^D\Phi$. The DOF removal is then performed based on $E'$. This process repeats until the resulting DOF set is evaluated to be unsatisfactory.

The suitability of the resulting DOFs should be assessed after each iteration. The assessment is based on the MAC matrix. Since the measurement is simulated numerically here, the MAC matrix actually becomes an auto-MAC matrix, which is computed from the analytical mode shapes as

$$\text{MAC}(i,j) = \frac{(\phi_i^T \phi_j)^2}{\phi_i^T \phi_i \phi_j^T \phi_j}$$

(6-21)

where $\phi_i$ and $\phi_j$ are the $i^{th}$ and $j^{th}$ reduced mode shape, respectively, and they contain only the DOFs retained by the current iteration. It is noteworthy that the diagonal terms of this auto-MAC matrix are always equal to one, while the off-diagonal elements are expected to be small with the use of proper DOFs and can be large (even close to one) if the DOFs are poorly chosen. In general, if the maximum value of the off-diagonal terms exceeds a prescribed threshold, say 0.6, the corresponding DOFs are considered to be unsatisfactory and the EIDVM will terminate its iteration process and output the final results.

Figure 6-11 shows the 6 measurement points from the optimal choice of EIDVM. Figure 6-12 plots the auto-MAC matrix ($\text{MAC}_F$) in which mode shapes $\phi_i$ include only the selected 6 DOFs. It is obvious that the MAC matrix has unity values along its diagonal and very small values for the off-diagonal terms, which indicates that the 6 modes of interest are already linearly independent from each other based on just 6 measurement DOFs optimally chosen. And hence, in the updating process the “measured” frequencies can be paired correctly with the corresponding analytical frequencies by using mode shapes including merely the optimal DOF set.
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![Diagram showing measurement points and artificial boundaries for the 2S2B frame.]

- Measurement points
- Artificial boundary

Figure 6-11 Measurement locations and artificial boundaries for the 2S2B frame
The sensitivity analysis predicts that if the response data are chosen to be the first 6 frequencies, averagely around 10% errors are expected for the first 5 SMFs while as high as 30% is likely to happen for the 6th SMF as shown in Figure 6-13(a). This prediction suggests that more pertinent measurement information is necessary in order to increase the accuracy of the updated SMFs.
ABC frequencies are therefore considered as additional data. One set of 6 ABC frequencies is obtained from the use of 2 pinned constraints on the frame. The optimal locations for the application of these 2 pins are found by binary GA, whose settings are given in Table 6-3. The evolutionary curves for the binary GA are plotted in Figure 6-14. Although GA does not fully converge when the evolution process is terminated, the optimum is considered to have been reached because no better solution evolves in nearly 10 consecutive generations. The evolved pin locations are shown with triangles in Figure 6-11. Figure 6-13(b) shows the variation ranges of the 6 variables resulting from the sensitivity analysis with all 12 frequency data. Marked improvement in the accuracy of the SMFs is achieved due to the addition of the ABC frequency data; the maximum error in SMF 1, 3 and 4 is about 8% and it is only 4% for the remaining SMFs. From a practical viewpoint, such error level is acceptable.

Table 6-3 Binary GA settings

<table>
<thead>
<tr>
<th>Para.</th>
<th>Coding</th>
<th>Pop Size</th>
<th>Selection</th>
<th>X-over</th>
<th>Mutation</th>
<th>Repla.</th>
<th>Termi.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Setting</td>
<td>Binary</td>
<td>20</td>
<td>Nor. Geo, One-point</td>
<td>Binary</td>
<td>“Elitism”</td>
<td>Max. Gen</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>10% (max.) 70%</td>
<td>10%</td>
<td>10%</td>
<td>20</td>
<td></td>
</tr>
</tbody>
</table>
The actual updating of the model uses 12 response components including 6 natural frequencies and 6 ABC frequencies. The updating is performed by real coding GA and its parameter settings are given in Table 6-4. To reflect the influence of the measurement errors (1% uniform distribution), 6 sample response datasets are generated on the basis of the exact response data that are computed for the arbitrarily assumed state of the structure. Table 6-5 lists the six sets of the updated SMFs using respectively the 6 sample response datasets. The corresponding errors are given in Table 6-6.

As can be seen, the errors in the updated SMFs are less than 5%, which is consistent with the prediction of the sensitivity analysis. In this regard, the updating can be considered successful. Another indication of a satisfactory updating can be viewed from the response correlation between the “measured” and updated models. Figure 6-15 shows the pairing of natural frequencies and ABC frequencies between the updated (FEA) and measured (EMA) models where errors are shown as departures from a diagonal line with unit slope. Very small errors are observed for all the response components. Figure 6-16 shows the MAC matrix which demonstrates clearly a correct pairing between the analytical and “measured” mode shapes.
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Table 6-4 Configurations of the real coding GA

<table>
<thead>
<tr>
<th>Para. Setting</th>
<th>Coding</th>
<th>Pop Size</th>
<th>Selection</th>
<th>X-over</th>
<th>Mutation</th>
<th>Repla.</th>
<th>Termi.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Real</td>
<td>50</td>
<td>Nor. Geo 5% (max.)</td>
<td>Heuristic</td>
<td>Uniform</td>
<td>“Elitism”</td>
<td>Max. Gen</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>80%</td>
<td>10%</td>
<td>10%</td>
<td>60</td>
<td></td>
</tr>
</tbody>
</table>

Table 6-5 SMFs updated from the 6 different updating scenarios by GA

<table>
<thead>
<tr>
<th>Sampled Response set</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.759</td>
<td>0.699</td>
<td>0.582</td>
<td>0.784</td>
<td>0.917</td>
<td>0.488</td>
</tr>
<tr>
<td>2</td>
<td>0.814</td>
<td>0.686</td>
<td>0.587</td>
<td>0.766</td>
<td>0.912</td>
<td>0.480</td>
</tr>
<tr>
<td>3</td>
<td>0.767</td>
<td>0.699</td>
<td>0.577</td>
<td>0.781</td>
<td>0.910</td>
<td>0.493</td>
</tr>
<tr>
<td>4</td>
<td>0.818</td>
<td>0.695</td>
<td>0.604</td>
<td>0.754</td>
<td>0.898</td>
<td>0.490</td>
</tr>
<tr>
<td>5</td>
<td>0.815</td>
<td>0.708</td>
<td>0.5840</td>
<td>0.748</td>
<td>0.910</td>
<td>0.509</td>
</tr>
<tr>
<td>6</td>
<td>0.788</td>
<td>0.716</td>
<td>0.591</td>
<td>0.761</td>
<td>0.896</td>
<td>0.512</td>
</tr>
</tbody>
</table>

Table 6-6: Percentage errors of the updated results

<table>
<thead>
<tr>
<th>Updating Scenario</th>
<th>SMF percentage errors (%)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-5.154</td>
<td>-0.199</td>
<td>-3.066</td>
<td>4.544</td>
<td>1.893</td>
<td>-2.440</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1.640</td>
<td>-1.943</td>
<td>-2.154</td>
<td>2.107</td>
<td>1.365</td>
<td>-4.092</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>-4.160</td>
<td>-0.177</td>
<td>-3.805</td>
<td>4.184</td>
<td>1.132</td>
<td>-1.380</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>2.296</td>
<td>-0.754</td>
<td>0.6222</td>
<td>0.507</td>
<td>-0.180</td>
<td>-2.087</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1.904</td>
<td>1.064</td>
<td>-2.675</td>
<td>-0.308</td>
<td>1.115</td>
<td>1.780</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>-1.4480</td>
<td>1.637</td>
<td>-1.464</td>
<td>1.415</td>
<td>-0.399</td>
<td>2.466</td>
<td></td>
</tr>
</tbody>
</table>

a) Frequency pair

b) ABC frequency pair
Figure 6-16 MAC matrix between the measured and updated model.

(EMA: Measured model)
Case 2: 3-storey-and-3-bay (3S3B) frame

In this case study, a more difficult updating problem is examined. The target frame consists of 3 storeys and 3 bays. 12 SMF variables are to be identified, as indicated in Figure 6-17. An arbitrary state of the frame is randomly selected for updating, with SMFs equal to \([0.75, 0.89, 0.70, 0.85, 0.69, 0.72, 0.81, 0.84, 0.96, 0.86, 0.84, 0.78]\).

The response dataset is composed of the first 12 natural frequencies, including 3 lower global vibration modes and 9 local modes associated mainly with the 9 beams, as well as an adequate number of ABC frequencies. The measurement points for the natural frequencies are obtained again by EIDVM, following a similar procedure as in the previous case study, and they are shown in Figure 6-17. The auto-MAC matrix is schematically shown in Figure 6-18. The suitability of the chosen measurement points is demonstrated by the satisfactory MAC matrix, which has very small off-diagonal elements.

Fig. 6-17 Measurement points of the 3S3B frame for natural frequencies
For each artificial boundary configuration, only the first 10 ABC frequencies are considered. These modes involve primarily the first bending mode of each individual beam, and hence are presumed to have good measurement accuracy. It is found that using only one set of ABC frequency data as in Case 1 is no longer sufficient for the current scenario with 12 variables. Two more artificial boundaries are thus employed to make available 20 extra ABC frequencies for the response dataset. The configurations of the artificial boundaries found by GA including respectively 2, 3 and 4 pinned constraints, are shown in Figure 6-19. It is noted that to obtain the ABC frequencies, the impedance matrix in Eq. (6-10) will be a matrix of $2 \times 2$, $3 \times 3$, and $4 \times 4$, respectively, for the cases of 2, 3 and 4 artificial pins.

The error bandwidths for the 12 SMFs from the sensitivity analysis are plotted in Figure 6-20. For most of the variables, the maximum error is around 6%, and for the remaining SMFs, e.g., SMF 3, 10 and 11, a slightly increased error of 9% is expected. The average error for all variables is less than 4%.
Figure 6-20  SMF error bandwidths predicted from sensitivity analysis

Table 6-7 SMF percentage errors resulting from the 10 model updating scenarios
Similar to the previous example in considering the measurement errors, 10 sample sets of response data are generated on the basis of the simulated exact response data. Subsequently, 10 sets of updated SMFs are obtained. Table 6-7 gives the percentage errors of the updated SMFs from the 10 sample response datasets. Once again, a successful updating is achieved as indicated by the small errors associated with the updated SMFs. All the updating errors are consistent with the theoretically predicted error bandwidths from the sensitivity analysis.

### 6.6.2 Scenario B: Individual Beam SMFs and Individual Column SMFs

In this scenario, one independent SMF is used for each individual column during updating as opposed to Scenario A where all columns in the same storey were assumed to share the same SMF. This poses a much more complicated updating problem because of the low sensitivity of the response data with respect to the individual column stiffness.
Chapter 6 FE model updating using artificial boundary conditions with GA

An elaboration of the reduced sensitivity when individual column SMFs are considered is given as follows. A modal frequency, \( f_i \), may be related to the unknown variables \( p_i \), as

\[
f_i = F_i(p_1, p_2, \cdots, p_n)
\]

(6-22)

where \( F_i \) represents a certain function relation between \( f_i \) and \( \{p_i\} \) and the subscript \( n \) denotes the number of variables. For the current problem, \( \{p_i\} \) consists of the beam SMFs and the column SMFs. Let us assume that \( m \) number of variables, \( p_1, p_{i+1}, \ldots, p_{i+m-1} \), change uniformly and thus are considered as one variable \( \overline{p}_i \). In calculating the sensitivity of \( f_i \) with respect to \( \overline{p}_i \), other variables become constants and thus \( f_i \) can be rewritten as

\[
f_i = F_i(\overline{p}_i) = F_i(p_i, p_{i+1}, \ldots, p_{i+m-1})
\]

(6-23)

A first-order Taylor series expansion of \( f_i \) on \( \overline{p}_i \) gives

\[
F_i(\overline{p}_i, \overline{p}_1, \cdots, \overline{p}_i) = F_i(0,0,\cdots,0) + \left( \frac{\partial F_i}{\partial p_i} \overline{p}_i + \frac{\partial F_i}{\partial p_{i+1}} + \cdots + \frac{\partial F_i}{\partial p_{i+m-1}} \right) \overline{p}_i
\]

(6-24)

It follows that

\[
\frac{\partial f_i}{\partial \overline{p}_i} = \lim_{\overline{p}_i \to 0} \frac{F_i(\overline{p}_i, \overline{p}_1, \cdots, \overline{p}_i) - F_i(0,0,\cdots,0)}{\overline{p}_i} = \frac{\partial F_i}{\partial p_i} + \frac{\partial F_i}{\partial p_{i+1}} + \cdots + \frac{\partial F_i}{\partial p_{i+m-1}} = \sum_{k=i}^{i+m-1} \frac{\partial F_i}{\partial p_k}
\]

(6-25)
Eq. (6-25) tells that the sensitivity of $f_i$ with respect to a collective variable $\bar{p}_i$ is equal to the sum of individual sensitivities of $f_i$ with respect to each constituent variable $p_k$.

Based on the above analysis, it can be understood that a separate consideration of individual column SMFs might reduce considerably the sensitivity of a frequency.

To compensate the reduced sensitivity, it is necessary to determine and subsequently supply additional response data that exhibit desirable sensitivity to individual column SMFs. Adequately configured ABC frequencies prove to be a good candidate for this purpose.
Case 1: 1-Storey-2-Bay Frame

In this example, the 3 columns in the same storey have different SMFs. Hence, the parameters for updating consist of 5 SMFs, as indicated in Figure 6-21. An arbitrary state of the frame is randomly chosen, with SMFs equal to [0.85, 0.70, 0.90, 0.87, 0.65].

![Figure 6-21 One-story-and-2-bay frame](image)

To demonstrate the change of sensitivity as expressed in Eq. (6-25), Figure 6-22 shows a comparison of the two sensitivity matrices, $S_A$ and $S_B$, with the same set of response data composed of the first 5 natural frequencies. $S_A$, shown in Figure 6-22(a), involves 3 SMFs in which the three columns share the same $\overline{\text{SMF}1}$, while $S_B$, shown in Figure 6-22(b), includes 5 SMFs with one independent SMF for each column. It can be seen that the sensitivity of the combined $\overline{\text{SMF}1}$ is approximately equal to the sum of the sensitivities of the separate SMF1~SMF3 for each natural frequency. This is consistent with Eq. (6-25), and it shows that the sensitivity in the case of the combined $\overline{\text{SMF}1}$ is distributed among three sensitivity values when a separate SMF is considered for each column. It is noted that the sensitivities with regard to the two beams remain unchanged in both situations.
### SMFs

<table>
<thead>
<tr>
<th>SMF1</th>
<th>SMF4</th>
<th>SMF5</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f_1 )</td>
<td>0.3699</td>
<td>0.0675</td>
</tr>
<tr>
<td>( f_2 )</td>
<td>0.1920</td>
<td>0.1060</td>
</tr>
<tr>
<td>( f_3 )</td>
<td>0.1087</td>
<td>0.2180</td>
</tr>
<tr>
<td>( f_4 )</td>
<td>0.2172</td>
<td>0.0890</td>
</tr>
<tr>
<td>( f_5 )</td>
<td>0.2691</td>
<td>0.1340</td>
</tr>
</tbody>
</table>

#### a) Sensitivity matrix \( S_A \) with 3 SMFS

### SMFs

<table>
<thead>
<tr>
<th>SMF1</th>
<th>SMF2</th>
<th>SMF3</th>
<th>SMF4</th>
<th>SMF5</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f_1 )</td>
<td>0.1121</td>
<td>0.1598</td>
<td>0.1021</td>
<td>0.0675</td>
</tr>
<tr>
<td>( f_2 )</td>
<td>0.0398</td>
<td>0.0844</td>
<td>0.0643</td>
<td>0.1060</td>
</tr>
<tr>
<td>( f_3 )</td>
<td>0.0654</td>
<td>0.0042</td>
<td>0.0372</td>
<td>0.2180</td>
</tr>
<tr>
<td>( f_4 )</td>
<td>0.0392</td>
<td>0.0988</td>
<td>0.0826</td>
<td>0.0890</td>
</tr>
<tr>
<td>( f_5 )</td>
<td>0.1322</td>
<td>0.0176</td>
<td>0.1153</td>
<td>0.1340</td>
</tr>
</tbody>
</table>

#### b) Sensitivity matrix \( S_B \) with 5 SMFS

Figure 6-22 Two sensitivity matrices using 5 natural frequencies and 3 and 5 SMFs, respectively

Three different response settings, as shown in Table 6-8, are compared with regard to their effectiveness in updating the five parameters. The effectiveness is evaluated by examining the error bandwidth of SMFs based on the sensitivity analysis.
Table 6-8 Three response settings under comparison

<table>
<thead>
<tr>
<th>Response data set</th>
<th>Response setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>The first 5 natural frequencies</td>
</tr>
<tr>
<td>2</td>
<td>The first 5 natural frequencies and 5 ABC frequencies from one artificial boundary configuration optimized by GA</td>
</tr>
<tr>
<td>3</td>
<td>The first 15 natural frequencies</td>
</tr>
</tbody>
</table>

Figure 6-23 compares the SMF error bandwidths from the use of the 3 different response data settings. As much as 80% error in the SMFs is possible if only using the first 5 natural frequencies. Due to the addition of 5 ABC frequencies from a GA optimized artificial boundary configuration, the SMF errors are reduced dramatically, to an average error around 5%. For the response setting 3, which consists of up to 15th natural mode frequencies, a similar level of SMF error as from the response setting 2 is achieved. This result indicates that lower-order ABC frequencies (the first 5 in this case) can be effective alternatives to higher-order natural frequencies for FE model updating.
Figure 6-23 SMF error bandwidths from 3 different response settings
The response setting 2 is considered in the actual updating. Figure 6-24 shows the performance curves of the binary GA for locating the optimal configuration of the artificial boundary used in obtaining the 5 ABC frequencies. A very fast convergence of the binary GA is observed and the optimal solution is found within 8 generations. Figure 6-25 shows the optimal artificial boundary configuration involving two pinned constraints.

![Figure 6-24 Evolutionary curves of the binary GA](image1)

![Figure 6-25 Artificial pins selected by GA](image2)
Table 6-9 lists the updated SMF errors corresponding to 10 sampled response datasets for the assumed state of the structure.

Table 6-9 SMF percentage errors for the 1S2B frame

<table>
<thead>
<tr>
<th>Sampled Response set</th>
<th>Percentage errors of the updated SMFs (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SMF1</td>
</tr>
<tr>
<td>1</td>
<td>-2.653</td>
</tr>
<tr>
<td>2</td>
<td>0.904</td>
</tr>
<tr>
<td>3</td>
<td>2.944</td>
</tr>
<tr>
<td>4</td>
<td>-4.714</td>
</tr>
<tr>
<td>5</td>
<td>6.251</td>
</tr>
<tr>
<td>6</td>
<td>2.618</td>
</tr>
<tr>
<td>7</td>
<td>1.358</td>
</tr>
<tr>
<td>8</td>
<td>2.043</td>
</tr>
<tr>
<td>9</td>
<td>4.733</td>
</tr>
<tr>
<td>10</td>
<td>0.786</td>
</tr>
</tbody>
</table>

Once again, the updating results are satisfactory as evidenced by the small updating errors, which are also in good agreement with the anticipated errors from the sensitivity analysis.

Case 2: 3-Storey-and-1-Bay Frame

In this frame, 9 SMFs, as indicated in Figure 6-26, are to be identified. An arbitrary state of the structure is simulated, with SMFs equal to [0.90 0.60 0.55 0.87 0.92 0.48 0.76 0.95 0.77].
Table 6-10 shows the sensitivity values of the first 9 natural frequencies with respect to the 9 SMF variables. It can be observed that all the 9 natural frequencies are not sensitive to SMF 4, 5, 7 and 8, whereas at least one frequency exhibits large sensitivity to the remaining SMFs (see the shaded areas). Therefore, ABC frequencies are considered to supplement the natural frequencies.

<table>
<thead>
<tr>
<th>SMFs</th>
<th>SMF1</th>
<th>SMF2</th>
<th>SMF3</th>
<th>SMF4</th>
<th>SMF5</th>
<th>SMF6</th>
<th>SMF7</th>
<th>SMF8</th>
<th>SMF9</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_1$</td>
<td>0.122</td>
<td>0.088</td>
<td>0.150</td>
<td>0.012</td>
<td>0.011</td>
<td>0.069</td>
<td>0.031</td>
<td>0.009</td>
<td>0.022</td>
</tr>
<tr>
<td>$f_2$</td>
<td>0.087</td>
<td>0.075</td>
<td>0.000</td>
<td>0.053</td>
<td>0.035</td>
<td>0.092</td>
<td>0.050</td>
<td>0.027</td>
<td>0.082</td>
</tr>
<tr>
<td>$f_3$</td>
<td>0.044</td>
<td>0.044</td>
<td>0.033</td>
<td>0.095</td>
<td>0.063</td>
<td>0.001</td>
<td>0.067</td>
<td>0.072</td>
<td>0.062</td>
</tr>
<tr>
<td>$f_4$</td>
<td>0.009</td>
<td>0.007</td>
<td>0.042</td>
<td>0.026</td>
<td>0.030</td>
<td>0.295</td>
<td>0.083</td>
<td>0.033</td>
<td>0.030</td>
</tr>
<tr>
<td>$f_5$</td>
<td>0.018</td>
<td>0.010</td>
<td>0.245</td>
<td>0.021</td>
<td>0.033</td>
<td>0.089</td>
<td>0.029</td>
<td>0.009</td>
<td>0.029</td>
</tr>
<tr>
<td>$f_6$</td>
<td>0.005</td>
<td>0.002</td>
<td>0.072</td>
<td>0.007</td>
<td>0.011</td>
<td>0.009</td>
<td>0.044</td>
<td>0.059</td>
<td>0.240</td>
</tr>
<tr>
<td>$f_7$</td>
<td>0.021</td>
<td>0.151</td>
<td>0.135</td>
<td>0.023</td>
<td>0.058</td>
<td>0.043</td>
<td>0.017</td>
<td>0.013</td>
<td>0.028</td>
</tr>
<tr>
<td>$f_8$</td>
<td>0.000</td>
<td>0.000</td>
<td>0.024</td>
<td>0.011</td>
<td>0.011</td>
<td>0.261</td>
<td>0.034</td>
<td>0.012</td>
<td>0.025</td>
</tr>
<tr>
<td>$f_9$</td>
<td>0.056</td>
<td>0.217</td>
<td>0.052</td>
<td>0.017</td>
<td>0.017</td>
<td>0.034</td>
<td>0.010</td>
<td>0.015</td>
<td>0.065</td>
</tr>
</tbody>
</table>
Via GA, two artificial boundaries are chosen as shown in Figure 6-27. The first 9 ABC frequencies from each configuration are considered. Thus, the response data set is expanded to contain 27 components including 9 natural frequencies and 18 ABC frequencies from the two artificial boundary configurations.

Figure 6-27 Two artificial boundaries of the 3S1B frame selected by GA

Figure 6-28 SMF bandwidths from sensitivity analysis
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Figure 6-28 shows the 9 SMF error bandwidths predicted by the sensitivity analysis with the above set of response data. The error bands for the 9 SMFs are in the range of ±3% (SMF 6) to ±8% (SMF 1, 4, 5, 7 and 8).

Five sampled response datasets are used in the updating. Table 6-11 summarizes the corresponding updating errors. The average error for the 9 SMFs is of the order of 5%, which is consistent with the anticipation from the sensitivity analysis.

Table 6-11 SMF percentage errors from the 5 updating scenarios

<table>
<thead>
<tr>
<th>Updating Scenario</th>
<th>SMF percentage errors from GA updating (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>-2.394</td>
</tr>
<tr>
<td>3</td>
<td>-4.021</td>
</tr>
<tr>
<td>4</td>
<td>-7.896</td>
</tr>
<tr>
<td>5</td>
<td>0.205</td>
</tr>
<tr>
<td>6</td>
<td>4.365</td>
</tr>
</tbody>
</table>
6.7 Summary and Conclusions

This chapter presents a GA based FE model updating method incorporating response frequency data under artificial boundary conditions. The basic theory for the acquisition of such frequency data is provided. These frequencies correspond exactly to the natural frequencies of the structure with extra artificial pinned constraints (APC), and in actual modal testing they can be extracted by identifying the peaks of an element in the measured impedance matrix. Because of the flexibility of applying APCs on a structural system, numerous ABC frequencies can be made available to supplement the response dataset for the FE model updating.

Numerical investigations demonstrate that the effectiveness of ABC frequencies for FE model updating depends on the configurations of the artificial boundaries. A binary GA based scheme is thus proposed to optimize the locations of APCs such that the resulting ABC frequencies are most effective for the FE model updating.

A series of numerical examples are provided, in which the binary GA is employed to optimize the configurations for acquiring the ABC frequencies, while the real-coding GA is employed to perform the actual FE model updating. The results show that satisfactory updating outcome can be achieved by using a response dataset composed of lower-order natural frequencies and an adequate number of the ABC frequencies from the optimized artificial boundary configuration(s). It is also found that using the ABC frequencies from configurations involving just a few APCs is usually sufficient to achieve a satisfactory updating result for a frame model.

It can be generally concluded that the ABC frequencies can be used as an effective substitute for the mode-shape data. In conjunction with the application of GA, it is possible to update more complex FE models with satisfactory results.
CHAPTER 7

EXPERIMENTAL STUDY

7.1 Introduction

In the preceding chapters, it has been demonstrated that GA is an effective tool for FE model updating. The examples presented so far, however, are mostly from numerical simulations (or numerical experiments), except for one real test scenario where a largely simplified FE model was considered. In this chapter, the laboratory experiments on two physical model structures will be presented and GA is applied to identify the structural parameters for the FE model based on actually measured vibration data.

It is generally understood that, even without any defects and damages, an FE model without validation may not represent the actual dynamics of the structure due to inaccurate modeling of the structural joints and components. Thus, an FE model for the intact state of the structure also requires updating. In fact, a good initial FE model is necessary in the application of many damage identification algorithms to quantify subsequent structural damages. Although in some other methods a sound initial FE model may not be necessary and the damage identification procedure may be based on the difference between the damaged and undamaged response data, it is not always possible to maintain the required consistency in the response data for the intact structure and for future damaged states of the structure. A validated FE model for the intact state of a structure is always desirable.
7.2 General Considerations about Modeling of Joints

A successful FE model updating depends very much on the suitability of the selected structural parameters to be corrected. If some critical variable parameters are not included in the updating process, the updated model can lose its physical representation of the actual structure and the subsequent use of this model will become futile. Appropriate engineering judgments have to be exercised in this regard.

Structural joints are commonly regarded as a difficult subject for model updating. The various types of joints existing in actual structures may have different effects on the dynamic behavior of a structure. Some experimental results (Beards 1986) on assembled structures have shown that much of the flexibility and up to 90% of the damping are attributable to joints. Therefore, appropriate modeling of such joints can be a key to the success of an updating procedure. A brief review of the classical identification methods for joints can be found in Ren (1992).

The present study is not intended to delve into the general subject of identification of joints. The emphasis in this respect is placed on the feasibility and effectiveness of using GA for updating a real structural model including parameters associated with joints. For this purpose, in the FE model the joints are modeled using a few simple and yet physically meaningful parameters so that the joint effect on the structural dynamic response of interest is properly accounted for.

For welded joints as in one of the test frames which will be described later, a straightforward modeling method is to use a series of translational and rotational springs, leaving their stiffness coefficients to be identified. However, to update these stiffness coefficients can be difficult because of the generally low sensitivity of the structural modal data to such coefficients (Mottershead 1996). The application of offset
offset parameters (Friswell 1998) has attracted wide attention recently in the identification of this category of joints owing to the fact that these offset parameters are more sensitively related to the structural modal properties. In the present study, the offset parameters are employed in modeling the frame joints.

The so-called offset parameters are the variables that describe the dimension of a rigid area. When using offset parameters to represent the behavior of welded joints in the FE model, the entire joint is considered as a rigid zone such that the nodal displacements of all FE nodes on the border of this rigid zone are inter-dependent. This is because once a particular master node is defined, the displacement quantities of all other nodes within the rigid zone can be expressed by multiplying the nodal displacements of the master node by some link matrices. The mass and rotary inertia of the rigid area are lumped at the selected master node.

Figure 7-1 shows the modeling of a typical welded joint using two offset parameters, \( w \) and \( h \). It is noted that any one of the three nodes, \( a \), \( b \) and \( c \), can be defined as the master node. Suppose node \( a \) is selected to be the master node, nodes \( b \) and \( c \) thus become the slave nodes. Figure 7-2 shows the two link matrices, \( T_1 \) and \( T_2 \), calculated based on the two offset parameters. The physical meaning of the offset parameters can be interpreted as such that the shaded (rigid) joint region in Figure 7-2 expands or contracts as the dimensions \( w \) and \( h \) are increased or reduced by the updating. The mass matrix, however, does not need to be dependent on \( w \) and \( h \).
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Figure 7-1 Finite element model of the two-storey, one-bay test frame

- FE node
- Euler-Bernoulli finite element
- Rigid zone

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>NL-B</td>
<td>“Net” length of the beam</td>
</tr>
<tr>
<td>NL-1C</td>
<td>“Net length of the 1st story columns</td>
</tr>
<tr>
<td>NL-2C</td>
<td>“Net length of the 2nd story columns</td>
</tr>
</tbody>
</table>

Figure 7-2 Link matrices between the master node and slave nodes

\[
\begin{align*}
\{u_b\} &= \begin{bmatrix} 1 & 0 & -h \end{bmatrix} \begin{bmatrix} u_a \end{bmatrix} = T_1 \times U_a \\
\{v_b\} &= \begin{bmatrix} 0 & 1 & w \end{bmatrix} \begin{bmatrix} v_a \end{bmatrix} \\
\{\theta_b\} &= \begin{bmatrix} 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} \theta_a \end{bmatrix} \\
\{u_c\} &= \begin{bmatrix} 1 & 0 & h \end{bmatrix} \begin{bmatrix} u_a \end{bmatrix} = T_2 \times U_a \\
\{v_c\} &= \begin{bmatrix} 0 & 1 & w \end{bmatrix} \begin{bmatrix} v_a \end{bmatrix} \\
\{\theta_c\} &= \begin{bmatrix} 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} \theta_a \end{bmatrix}
\end{align*}
\]
7.3 Test Structures and Their FE models

The test structures are portal frames with different configurations. The frames are fixed at the base by welding the bottom ends of the columns onto a thick steel plate. The base plate is then fastened to the ground floor by bolts as shown in Figure 7-3. All material properties and geometric parameters of the beams and columns, including boundary conditions, are presumably known.

![Figure 7-3 A two-storey-two-bay steel frame model](image)

7.3.1 Test Frame 1 (Welded Joints)

Figure 7-4 shows the two-storey, one-bay steel frame. The beams and columns are connected via welded joints. All members of the frame have the same cross-sectional dimension of $20 \times 6 \text{ mm}^2$. The Young’s modulus is $2.0 \times 10^9 \text{ N/m}^2$ and the mass density is $7.8 \times 10^3 \text{ kg/m}^3$. 
In the FE model, the frame members are modeled using the Euler-Bernoulli beam element (line element). Each FE node has 3 degrees of freedom (DOFs) including two translational DOFs, \( u_x \) and \( u_y \), and a rotational DOF, \( \theta_z \). The FE mesh of the frame can be seen from Figure 7-1(a). The storey heights and the span used in the FE model are measured from center to center, as shown by the dash lines in Figure 7-4.

![Coordinate System](image)

--- Centroidal axis of beams and columns

**Figure 7-4 Test steel frame 1 (2-storey-and-one-bay)**

The offset parameters introduced in the previous section are used in the modeling of the joints. For the current frame, considering the similar geometric dimension and joint details, all the four welded joints are assumed to have the same set of offset parameters in the updating. Thus, two offset parameters, \( w \) and \( h \), are to be identified through updating.

Another important variable to be identified is the equivalent “net” length of the frame members (beams and columns). Because of the existence of irregular welding details at
the base supports and at the joints, the actual “net” length of the individual members to be used in the FE model are difficult to determine. As a matter of fact, inaccurate member length in the FE model can result in appreciable errors in the analytical modal properties. Since in the present study the joint details are treated as a rigid zone, the “net” length of the frame members should not include the rigid region. Figure 7-1(a) shows the “net” length of the columns and beams (NL_1C, NL_2C and NL_B). For simplicity and considering the symmetric setting of the test frame, in the updating procedure the same length correction factor, LCF, is assumed for all the beams and columns in the frame.

Apart from the above-mentioned joint offset parameters and the member length parameter, two general parameters, namely, a stiffness modification factor (GSMF) and a density modification factor (DMF), are also included for updating. The general SMF is applied on the individual reference bending stiffness (flexural rigidity) of all frame members to account for the geometric errors upon manufacturing. The mass density modification factor (DMF) accounts for errors in the specified density.

Thus, the final updating of the FE model for test frame 1 includes five parameters to identify, namely, w, h, GSMF, DMF and LCF.

### 7.3.2 Test Frame 2 (Angle-Plate Enhanced Screwed Joints)

Plain welded joints are weak in nature. Some engineering structures, however, require that joints be particularly solid to assure safety. A strong joint can be achieved through enhancement using angles, plates, gussets and so on. Fasteners used to make such connections can be bolts, welds, nails, and screws.
This test structure is a steel frame with 2 storeys and 2 bays and the frame is assembled together by screwing the regular beams and columns onto angle parts. Figure 7-5 shows the detailed configuration of the frame. Such a test model, to some extent, represents those steel structures with significant enhancement at the joints, posing an interesting model-updating problem with unknown joint mass as well as joint stiffness.

As in the modeling of the first test frame, the members of the present frame are also modeled using Euler-Bernoulli line elements. The frame members include both regular members and combined sections (see Figure 7-6(c)). Figure 7-7 shows the FE mesh of a single bay of the frame and other bays are meshed in a similar manner.
a) Geometry of the 2-sotrety, 2-bay test frame: Unit (mm)

b) Drawing of an angle bar component: Unit (mm)

c) Joint configurations: Unit (mm)

Figure 7-5 Configuration of the 2-sotrety-and-2-bay frame
Chapter 7 Experimental study

Figure 7-6 Modeling of joints using offset parameters

a) Base constraint (BC)  
b) Joint type 1 (JT1)  
c) Joint type 2 (JT2)  
d) Joint type 3 (JT3)

- Combined section
- Master node
- Slave node
In representing the joint connections, the offset parameters are employed. Figure 7-6 shows the offset parameters applied for the three different types of joints in the current frame (JT1, JT2 and JT3). The blank areas represent rigid-body parts whose effects are reflected by the offset parameters. The mass of the rigid area is lumped at the master node. To simplify the updating problem, during the updating procedure one global variable, called “global offset modification factor (GOMF)”, is used for all joints to correct the dimension of the offset parameters. This means all rigid areas expand or contract by a same factor.

In the FE modeling, the overlapping parts of regular members and angle bar components (combined sections) are treated as beam elements having a combined dimension of the cross-section. Considering that the combined section using bolts is somewhat weaker than a single cross-section of the combined dimension, a SMF (≤ 1) denoted by GSMF_CS is used in the updating procedure to correct the bending stiffness in these regions.
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Based on a similar consideration as in the parameter selection of the first test frame, a same variable called “length correction factor for regular members” (LCF_RM) is used to correct the “net” length of all the 10 regular frame members. Similarly, a variable called “length correction factor for combined sections (LCF_CS)” is employed to correct the “net” length of all the combined sections. Figure 7-7 shows the definition of “net” length of the regular members (NL_RM) and combined sections (NL_CS).

Besides, a global stiffness modification factor for regular members (GSMF_RM), and a density modification factor (DMF), are also considered in the updating.

Thus, for the present test frame 6 parameters are to be identified in the updating process, namely, 1) the global offset modification factor (GOMF), 2) the global stiffness modification factor for combined sections (GSMF_CS), 3) the length correction factor for regular members (LCF_RM), 4) the length correction factor for combined sections (LCF_CS), 5) the global stiffness modification factor for regular members (GSMF_RM), and 6) the density modification factor (DMF).

7.4 Testing and Data Acquisition

In this experiment, forced-vibration testing (FVT) is adopted. The FVT technique refers to the situation where the excitation or force function acting on the test structure is controlled. There exist a few force functions for the excitation. In this test, the hammer impact is used to initiate vibration on the test structures. Impact testing bears a number of benefits such as easy implementation, minimum requirement on hardware, and shorter measurement time, etc.

A force transducer is embedded behind the tip of the hammer. Since the force is an
impulse, the amount of the energy imparted to the structure is a function of the mass and the velocity of the impact. It is difficult to control the velocity, so the force level is usually controlled by varying the mass. The frequency content of the energy applied to the structure is a function of the stiffness of the hammer tip and, to a lesser extent, the mass of the hammer. The harder the tip, the shorter the pulse duration, and thus the higher the frequency content. Therefore, a harder tip is necessary to excite structural higher modes. Additional masses can also be attached to the back of the hammer head to increase the excitation force. More detailed considerations on impact hammer can be seen in Corelli and Brown (1984). In the present study, a Dytran 5801A5 hammer with a sensitivity of 5mV/lbf. is used throughout the test. It comes with three tips of different hardness such that the frequencies within the bandwidth of interest for the frames can be excited.

Accelerometers are used to measure the structural acceleration response. The measured acceleration signals and the impact force signal are then processed to obtain the required modal data. There are many types of accelerometers in terms of such properties as working mechanism, sensitivity and mass. Accelerometers must be chosen carefully to suit an intended application. For the current application, PiezoBEAM type accelerometers of the model Kistler 8636C50 are used. These accelerometers are designed to have a magnetic mounting base, which facilitates easy installation on metal structures like the steel frame used in the present test. The weight of accelerometers used in the experiment is 5 grams and has a sensitivity of 100mV/g (g = 9.8m/s²).

Figure 7-8 shows the forced vibration test (FVT) system used in the present study. For a general dynamic testing, multiple accelerometers can be used to acquire multiple response measurements for each excitation. In the present study, considering that the extra masses of the accelerometers can cause systematic errors on the measured data
for a relatively light test structure, only one accelerometer is used for each excitation test and this accelerometer is kept on a fixed position throughout the test while impacts rove among different locations. From the roving hammer test, partial FRF components in one particular row of the FRF matrix are obtained and then processed to obtain the required modal data (natural frequencies and mode shapes).

![Figure 7-8 FVT system using hammer excitation](image)

A signal conditioning unit and an anti-aliasing filter are used to ensure reliable and high-quality signals. The recorded excitation force and acceleration responses from the data-acquisition system are then used to determine the frequency response function (FRF), which is defined as the ratio of the Fourier transforms of the response and the excitation. For different types of responses, the FRFs are respectively called the Inertance (acceleration divided by force), the Mobility (velocity divided by force), and the Receptance (displacement divided by force). Figure 7-9 shows the test equipment
system. Standard modal analysis software is used to extract the natural frequencies and mode shapes from the measured data. In order to reduce the effects of nonlinearities and to improve the statistical reliability of the measured data, several time records are averaged before entering the normal modal analysis procedure.

Generally speaking, impact testing has two potential signal-processing problems associated with it. The first one is related to noise that can be present in either the force or response signal, especially when the record time is long. The second is about leakage that could happen with response signals of too short record time. Both problems can be compensated by the windowing technique. A force window is usually applied to the raw force signal to eliminate the noise after the pulse, while an
exponential window is used to force the raw response data to decay out within the record time to avoid leakage. In addition, overloading can be a difficult problem to overcome in impact testing. When it occurs, the force or response signal is clipped, causing distortions in the measurements. The pulse duration is very short, typically less than one millisecond, such that the distortions may not be detected. During the present experiment, overloads were carefully monitored for each and every impact throughout the test.

During the test, the frames were excited to vibrate within their plane. The response of the beams are measured in the vertical direction, while the response of the columns are measured in the horizontal direction. Figure 7-10 shows the location of the fixed accelerometer and the impact locations of the roving hammer for test frame 1.

![Diagram of the test frame with accelerometer and hammer impact locations](image)

Figure 7-10 Instrumentation of the test frame
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7.5 Modal Analysis and FE Model Updating of Two Test Frames

In this section, GA will be used to perform the actual model updating to correct those uncertainties in the FE model.

In the actual GA model updating of the two tested frames, only natural frequencies are used in the response dataset. This is because the number of uncertain parameters in the test models is relatively small (up to six actually). Hence, using lower-order natural frequencies alone is already sufficient. The measured mode shapes are considered only for the purpose of pairing the frequencies in the GA search. Although the mode-shape data could also be used, it is not necessary. The modal analysis from the recorded raw signals during the FVT tests is presented first and the updating results are then given.

7.5.1 Test Frame 1

7.5.1.1 Test Results

The recorded time histories of the impacting force input and the acceleration output of one typical measurement for test frame 1 are shown in Figure 7-11 and Figure 7-12. The sampling rate was set to 1000 Hz, which is sufficient to cover up to 12 modes as predicted from the FE analysis. The block size for FFT was chosen to be 8192 data points such that the frequency resolution is 0.1221 Hz. The diagrams of the auto-power spectral density of the input $P_{xx}(\omega)$, cross-power spectral density of input and output $P_{xy}(\omega)$, and the FRF estimate $H(\omega) = \frac{P_{xy}(\omega)}{P_{xx}(\omega)}$ are obtained from a modal analysis procedure. The amplitude spectra are illustrated in Figures 7-13 to 7-15,
respectively. The extracted natural frequencies are listed in the second column of Table 7-1.

![Figure 7-11 Impacting force time history](image)

![Figure 7-12 Recorded acceleration time history](image)
Figure 7-13 Auto-power spectral density of the impacting force

Figure 7-14 Magnitude of cross-power spectral density
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Figure 7-15 Frequency response function (amplitude)

Table 7-1 Measured frequencies and frequencies predicted from two analytical models

<table>
<thead>
<tr>
<th>Mode no.</th>
<th>$f_{EMA}$ (Hz)</th>
<th>$f_{FEA}^1$ (Hz)</th>
<th>$\Delta f^1$ (%)</th>
<th>$f_{FEA}^2$ (Hz)</th>
<th>$\Delta f^2$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>11.17</td>
<td>10.65</td>
<td>-4.65</td>
<td>11.11</td>
<td>-0.57</td>
</tr>
<tr>
<td>2</td>
<td>48.48</td>
<td>46.32</td>
<td>-4.45</td>
<td>48.58</td>
<td>0.21</td>
</tr>
<tr>
<td>3</td>
<td>79.64</td>
<td>77.39</td>
<td>-2.83</td>
<td>79.83</td>
<td>0.24</td>
</tr>
<tr>
<td>4</td>
<td>100.82</td>
<td>94.40</td>
<td>-6.36</td>
<td>99.96</td>
<td>-0.85</td>
</tr>
<tr>
<td>5</td>
<td>124.45</td>
<td>121.13</td>
<td>-2.67</td>
<td>126.02</td>
<td>1.26</td>
</tr>
<tr>
<td>6</td>
<td>130.99</td>
<td>124.57</td>
<td>-4.90</td>
<td>131.87</td>
<td>0.67</td>
</tr>
<tr>
<td>7</td>
<td>226.2</td>
<td>219.00</td>
<td>-3.31</td>
<td>224.76</td>
<td>-0.77</td>
</tr>
<tr>
<td>8</td>
<td>266.6</td>
<td>253.24</td>
<td>-5.01</td>
<td>264.57</td>
<td>-0.76</td>
</tr>
<tr>
<td>9</td>
<td>288.1</td>
<td>274.56</td>
<td>-4.70</td>
<td>286.09</td>
<td>-0.70</td>
</tr>
<tr>
<td>10</td>
<td>340.2</td>
<td>326.95</td>
<td>-3.90</td>
<td>346.58</td>
<td>1.88</td>
</tr>
<tr>
<td>11</td>
<td>370.8</td>
<td>344.86</td>
<td>-7.00</td>
<td>365.16</td>
<td>-1.52</td>
</tr>
<tr>
<td>12</td>
<td>405.9</td>
<td>381.45</td>
<td>-6.03</td>
<td>408.12</td>
<td>0.54</td>
</tr>
</tbody>
</table>

$f_{EMA}$: measured frequencies  
$f_{FEA}^1$: predicted frequencies without updating  
$f_{FEA}^2$: predicted frequencies from the updated model
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For a comparison, the analytical frequencies corresponding to the nominal properties of the frame without correction in the FE model are also calculated and listed in column 3 of Table 7-1. Figure 7-16(a) shows the pairing of the two sets of frequencies and Figure 7-16(b) plots the percentage errors of the analytical frequencies. It can be observed that the analytical frequencies exhibit a poor correlation with the measured frequencies and the average error is about 4.5%, which indicates that the FE model apparently deviates from the actual model and needs validation.

![Frequency pair](image1)

![Percentage errors of the analytical frequencies](image2)

Figure 7-16 Correlation between frequencies measured and those calculated

### 7.5.1.2 Updating of the FE Model

As mentioned in Section 7.3.1, five parameters are to be corrected in the FE model for this test frame using the first six measured frequencies as listed in the second column of Table 7-1.
GA is applied to perform the updating. Table 7-2 gives the parameter settings of GA. Figure 7-17 depicts the evolution history of GA. It can be seen that for the present problem the convergence is very fast and is achieved in less than 15 generations.

<table>
<thead>
<tr>
<th>Para. Setting</th>
<th>Coding</th>
<th>Pop Size</th>
<th>Selection</th>
<th>X-over</th>
<th>Mutation</th>
<th>Repla.</th>
<th>Termi.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>real</td>
<td>50</td>
<td>Nor. Geo 6% (max.)</td>
<td>Heuristic 70%</td>
<td>Uniform 10%</td>
<td>“Elitism” 10%</td>
<td>Max. Gen 50</td>
</tr>
</tbody>
</table>

Figure 7-17 GA performance curves

Table 7-3 presents the updated results from GA. The offset parameters, w and h, describing the rigid zones are identified to be 3.0mm and 7.91mm, respectively. The updated member “net” length exhibits a reduction of about 2% relative to the nominal length. The GSMF is very close to 1.0, indicating that the flexural rigidity of the regular members does not deviate notably from that calculated according to the nominal cross-section properties. The density is reduced by around 4.5%, leading to a change of density from 7800kg/m$^3$ to 7465kg/m$^3$. This result is consistent with the actually calculated density from the sample steel strips.
The natural frequencies of the updated model are listed in column 5 of Table 7-1, and column 6 lists the corresponding percentage errors. Figure 7-18(a) shows a comparison of prediction errors of the natural frequencies from the initial and the updated FE models. It can be seen that the prediction errors are reduced remarkably based on the updated model as opposed to the initial model without correction. Moreover, a good match between the measured frequencies and the predicted counterpart from the updated model is achieved, with the error being within 1% for all modes except the 5th mode for which the error is 1.26%.

The quality of the updated model is further verified by examining the comparison between the measured and analytical frequencies for some higher modes which are not included in the updating procedure. Table 7-1 also lists the measured and analytical frequencies for such modes as 7 to 12. As can be seen, the prediction errors for these modes are also very small, which confirms the adequacy of the updated FE model. Figure 7-18(b) compares the frequency errors of modes 7 to 12 predicted from the initial model and the updated one. It is clear that a markedly improved correlation with the measured modal data is achieved by the updated model.
7.5.2 Test Frame 2

7.5.2.1 Test results

The dynamic testing of the present frame was performed following a similar procedure as for frame 1. Preliminary analysis indicates that the maximum frequency of interest is around 200 Hz and hence the sampling rate was set to 500 Hz. The block size for FFT was still chosen to be 8192 data points, giving a frequency resolution of 0.06105
Hz. The measured natural frequencies are given in column 2 of Table 7-4.

Table 7-4 Measured frequencies and predicted frequencies from two analytical FE models

<table>
<thead>
<tr>
<th>Mode no.</th>
<th>( f_{\text{EMA}} ) (Hz)</th>
<th>( f_{\text{FEA}}^1 ) (Hz)</th>
<th>( \Delta f^1 ) (%)</th>
<th>( f_{\text{FEA}}^2 ) (Hz)</th>
<th>( \Delta f^2 ) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>5.38</td>
<td>6.04</td>
<td>12.26</td>
<td>5.44</td>
<td>1.07</td>
</tr>
<tr>
<td>2</td>
<td>16.12</td>
<td>18.20</td>
<td>13.75</td>
<td>16.39</td>
<td>1.65</td>
</tr>
<tr>
<td>3</td>
<td>39.3</td>
<td>42.59</td>
<td>8.38</td>
<td>39.07</td>
<td>-0.58</td>
</tr>
<tr>
<td>4</td>
<td>51.02</td>
<td>55.38</td>
<td>8.54</td>
<td>50.38</td>
<td>-1.26</td>
</tr>
<tr>
<td>5</td>
<td>57.40</td>
<td>63.28</td>
<td>10.24</td>
<td>57.43</td>
<td>0.06</td>
</tr>
<tr>
<td>6</td>
<td>68.85</td>
<td>75.76</td>
<td>10.04</td>
<td>68.58</td>
<td>-0.39</td>
</tr>
<tr>
<td>7</td>
<td>72.50</td>
<td>80.44</td>
<td>10.96</td>
<td>72.53</td>
<td>0.04</td>
</tr>
<tr>
<td>8</td>
<td>97.30</td>
<td>109.19</td>
<td>12.22</td>
<td>97.65</td>
<td>0.36</td>
</tr>
<tr>
<td>9</td>
<td>99.20</td>
<td>111.90</td>
<td>12.80</td>
<td>99.83</td>
<td>0.63</td>
</tr>
<tr>
<td>10</td>
<td>153.0</td>
<td>165.32</td>
<td>8.05</td>
<td>150.93</td>
<td>-1.36</td>
</tr>
<tr>
<td>11</td>
<td>177.0</td>
<td>190.16</td>
<td>7.44</td>
<td>172.58</td>
<td>-2.49</td>
</tr>
</tbody>
</table>

\( f_{\text{EMA}} \): measured frequencies  \( f_{\text{FEA}}^1 \): predicted frequencies without updating  
\( f_{\text{FEA}}^2 \): predicted frequencies from the updated model

Column 3 of Table 7-4 lists the natural frequencies predicted from the initial FE model using the nominal properties of the test frame, while the corresponding errors as compared with the measured frequencies are given in column 4. As can be seen, the average error is more than 10%, indicating that the initial FE model is very poor and needs correction.

### 7.5.2.2 Updating of the FE Model

As described in section 7.3.2, 6 parameters are to be identified for the FE model of the present model through updating, namely, GOMF, GSMF_CS, LCF_RM, LCF_CS,
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GSMF_RM, and DMF.

In the updating procedure, the first 6 natural frequencies are used as the response data. GA is applied to perform the updating. Figure 7-19 shows the performance curves of GA. The convergence is achieved in less than 15 generations.

![Figure 7-19 GA performance curves](image)

The 6 updated parameters are presented in Table 7-5. The flexural rigidity of the regular members exhibits a reduction of about 12.5% from that calculated using the nominal dimension of the member cross-section. On the other hand, the flexural rigidity of the combined sections in the joint regions is identified to be 35.3% of the value calculated as if they were single sections of the combined size. This significant reduction appears to be reasonable as the actual bonding of two pieces is provided by screws. It is noteworthy, however, that the updated bending stiffness of the combined sections is still about 6 times as large as that of the regular members.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>GSMF_RM</th>
<th>GSMF_CS</th>
<th>LCF_RM</th>
<th>LCF_CS</th>
<th>GOMF</th>
<th>DMF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Updated results</td>
<td>0.875</td>
<td>0.353</td>
<td>1.038</td>
<td>0.988</td>
<td>1.134</td>
<td>0.986</td>
</tr>
</tbody>
</table>
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The updated “net” lengths of the regular members and the combined sections exhibit an increase of 3.8% and a reduction of 1.12%, respectively. The global offset modification factor, GOMF, is identified to be equal to 1.134, indicating that the updated offset dimension increases by 13.4% as compared to the nominal reference values. The density is not changed notably, with a reduction of 1.4%.

Table 7-4 (column 2 and 5) compares the measured 6 frequencies and the predicted results using the updated FE model. The predicted frequency errors are plotted in Figure 7-20(a). It can be observed that the 6 frequencies predicted from the updated FE model match very well with the measured frequencies. The comparison for a few higher modes (modes 7-11) that are not involved in the updating procedure also shows a satisfactory result (see Figure 7-20(b)).

![Graphs showing percentage errors of natural frequencies between measured and updated frequencies.](image)

- **a)** Frequency errors of modes 1 to 6
- **b)** Frequency errors of modes 7 to 11

Figure 7-20 Percentage errors of natural frequencies between measured and updated
7.6 Conclusions

A real coding GA has been applied in this chapter to identify the FE model of two laboratory tested portal frames using measured frequency data. Forced vibration testing is used to determine the modal properties of the test frames. It is recognized that the parameters associated with the joint region are crucial parameters influencing the accuracy of the FE model. In the present study, the so-called offset parameters are adopted to model the effect of the joints. Besides, the net length and the flexural rigidity are also corrected through the updating procedure.

Two test frames, one with welded joints and another with angle-plate enhanced screwed joints, are tested, and their FE models are updated using the measured natural frequencies with GA. The updating on the FE model proves to be satisfactory. The natural frequencies predicted by the updated FE models compare very well with the measured results. The validity of the identified models is further demonstrated by their capability of predicting satisfactorily the natural frequencies beyond those used in the updating.

This experimental study confirms that using GA as the search engine, and with adequate settings of the FE model, it is possible to update the FE model for real structures to a satisfactory degree based on a suitable set of vibration data.
8.1 Conclusions

Conventional FE model updating methods have difficulties in practical applications due to their high demands on the measurement data, their general susceptibility to measurement noises, and the possibility of being snagged into local optima. The artificial intelligence algorithms, in particular GAs and ANNs, offer desirable solutions to these problems in general. This study aims to develop general methodologies and implementation schemes of using these algorithms for FE model updating, and investigate into their effectiveness. Major contributions of this study include the incorporation of GA and eigensensitivity algorithms to tackle the problem arisen from inadequate sensitivity with a limited response dataset; the development of a two-level ANN approach for FE model updating including the known damping factors; the general evaluation of the noise-resisting abilities of using ANN for model updating; the development of the general coding strategy for stochastic GA to improve the computational efficiency for general optimization applications; as well as the development of a GA-based scheme for inclusion of the artificial boundary condition frequencies in the FE model updating.

Detailed conclusions on each aspect of this investigation have been provided in the individual chapters of this thesis. The following summarizes the major conclusions and observations.
**A. Model Updating using GA**

i) GA can be applied effectively in performing FE model updating. In general, the updating accuracy using GA can be as good as what may be anticipated from a sensitivity analysis. However, inherent sensitivity problem dictates that when only a limited amount of response data is available, for example only the lowest 3 natural frequencies and the first mode shape, the application of GA alone is not able to achieve satisfactory updating results if the number of parameters to identify exceeds a certain limit (e.g., 6 in the cases examined). With the incorporation of the conventional eigensensitivity method to perform further local climbing based on the GA global solution, it was demonstrated that accurate updating results can be achieved for a large number of parameters, without the need of increasing the order of modal data.

ii) In case the available modal data contain a certain level of measurement errors, e.g., $\pm 2\%$ in modal frequencies and $\pm 5\%$ in mode shapes, the solution accuracy generally deteriorates. Where the parameter set to be identified is specified, a sensitivity analysis as suggested in this thesis can be performed to determine the required order of modal data for a target updating accuracy. Provided that such modal data set is available, GA is able to successfully update the model to the anticipated accuracy.

iii) Through the application on laboratory tested RC and steel frame models, the proposed GA-based FE model updating procedure proves to be workable under real test and structural conditions.

**B. ANN-Based Model Updating**

i) A two-level ANN-based FE model updating algorithm, as proposed in this thesis, is effective in updating a combination of structural parameters and the damping ratios. By incorporating the noise-injection learning strategy, the trained ANN can
acquire marked noise-resisting ability. Based on the numerical investigation, more than 50% reduction of the error margin in the updated structural parameters can be achieved with the noise-injection learning strategy.

ii) The performance of a neural network for FE model updating is observed to depend largely on the network topology. An adequate size of the network is viable. The proposed scheme for response selection proves to be effective in safeguarding a successful updating.

iii) Antiresonance information can play a constructive role in model updating. The antiresonant frequencies supplement the response data and hence can reduce the reliance on mode shape data for which the measurement accuracy is usually much lower than the frequency data. It is also shown that the integral of FRFs can serve as effective response data for the updating of structural damping properties.

C. Model Updating Using Natural Frequencies and ABC Frequencies

i) ABC frequencies prove to be effective data to supplement the response dataset for FE model updating. These frequency data correspond physically to the natural frequencies of a structure with artificial pinned constraints (APC). Because of the flexibility of applying APCs on a structural system, numerous ABC frequencies can be made available with good accuracy to supplement response dataset for the FE model updating.

ii) ABC frequencies from different APC configurations can affect significantly the updating results. The proposed binary GA based strategy with a specially defined fitness function proves to be able to work out successfully in finding an optimal setting of APCs so that the resulting ABC frequencies are most effective for model updating.
iii) With the enhancement of ABC frequencies, a satisfactory FE model updating can be achieved by using a response dataset composed of natural frequencies and an adequate number of ABC frequencies. Thus, ABC frequencies can generally be used as an effective substitute for the mode shape data.

D. Stochastic Genetic Algorithm (StGA)

i) The proposed StGA proves to be an effective and efficient technique in dealing with global optimization problems with continuous variables. The superiority of StGA is due to its novel coding mechanism in which the global optimum is evolved through stochastically defined dynamic regions, not single points as in the usual GAs.

ii) The adaptation step $\delta_i$ of the predefined variance for the variables subjected to optimization is an important factor in determining the performance of StGA. Too large a $\delta_i$ could degrade the StGA performance because there will be little region exploitation in the later generations due to the small variance values remained, whereas too small a $\delta_i$ would also slow down the evolution process due to the fact that in early generations much effort is spent exploring some unpromising regions. A proper setting of $\delta_i$ may be found via a series of preliminary analyses.

iii) StGA is capable of finding the near-global solution for a wide range of functions, irrespective of their complexity, and the behavior of the proposed algorithm is very stable. StGA is also capable of solving large dimension problems with a good efficiency. On average, the number of function evaluations required by StGA is about one order less than other comparable algorithms.
8.2 Recommendations on Future Research

Several areas have also been identified to be worthy of further study for purpose of promoting a broader applicability of the analytical work developed in this thesis.

In the present study, relatively simple FE models have been considered for algorithm verification purposes. However, it has to be recognized that as the structural system and its FE model become more complicated, additional challenges on the updating algorithms and the effective response data collection will arise, although the general ideas and schemes developed and explored in this study shall still apply. In this regard, further study is required to extend the application of the proposed schemes to more complex FE model updating situations. Some purposely-designed real tests are also expected to carry out so as to assess the performance of the proposed methods from different aspects.

StGA needs further explorations, especially its parameter configurations. Necessary investigations may include the influences of different parameter settings on the performance of StGA, and provision of analytical guidance on the choice of these critical parameters. Subsequently, the theoretical findings and analytical developments shall be verified on real applications representing large-size complex FE model updating problems, from which the advantage of the improved efficiency with the proposed StGA may also be exploited.

In this thesis, the feed-forward type of neural network trained using the back-propagation algorithm was employed and the network topology was determined based on a trial analyses. When the training dataset becomes large, as would be the case in model updating of complex real-life structure systems, and a considerable number of connecting weights are to be optimized, trial analyses can be impractical due to the high demand on computational effort. In this regard, it is desirable to have a methodology that can effectively automate the selection or at least provide instructive guidance for the selection process to avoid blind trial procedure. Another possible option is to use radial basis function neural network (RBF-NN). RBF-NN bears the advantages that the training process is very fast and the computational effort required
is reduced remarkably as compared to feed-forward network. However, the performance of RBF-NN depends largely on the adequate choices of parameters associated with the basis functions; however, at the present stage, such critical variables are still determined by using some simple schemes, which generally require empirical data to be input. So, it is considered to be a worth research topic to come up with a systematic methodology for the design of an effective RBF-NN that is capable of achieving satisfactory updating of real structures.

A more comprehensive integration of the various techniques investigated in this thesis will be very promising towards a more powerful solution tool for the FE model updating in real-life applications. Continued efforts will need to be made in this direction.
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APPENDIX

Detailed Description of Some Test Functions Used in Chapter 5

A) $f_{12}$ and $f_{13}$ (generalized penalized functions)

\[
f_{12}(x) = \pi / 30 \left\{ 10 \sin^2(\pi y_1) + \sum_{i=1}^{n-1} (y_i - 1)^2 \left[ 1 + 10 \sin^2(\pi y_{i+1}) \right] \right. \\
+ \left( y_n - 1 \right)^2 + \sum_{i=1}^{n} u(x_i, 10, 100, 4) \\
- 50 \leq x_i \leq 50, \quad \min(f_{12}) = f_{12}(-1, -1, \ldots, -1)
\]

\[
f_{13}(x) = \sqrt[4]{10} \left\{ 10 \sin^2(3\pi x_1) + \sum_{i=1}^{n-1} (x_i - 1)^2 \left[ 1 + \sin^2(3\pi x_{i+1}) \right] \right. \\
+ \left( x_n - 1 \right)^2 \left[ 1 + \sin^2(2\pi x_n) \right] + \sum_{i=1}^{n} u(x_i, 5, 100, 4) \\
- 50 \leq x_i \leq 50, \quad \min(f_{13}) = f_{13}(-1, -1, \ldots, -1)
\]

where

\[
u(x_i, a, k, m) = \begin{cases} 
  k(x_i - a)^m, & x_i > a, \\
  0, & -a \leq x_i \leq a \\
  k(-x_i - a)^m, & x_i < -a
\end{cases}
\]

\[y_i = 1 + \frac{1}{4}(x_i + 1)\]

B) $f_{14}$ (Shekel’s Foxholes Function)

\[
f_{14}(x) = \left[ \sqrt[4]{500} + \sum_{j=1}^{25} (j + \sum_{i=1}^{2} (x_i - a_{ij})^6)^{-1} \right]^{-1} \\
- 65.536 \leq x_i \leq 65.536, \quad \min(f_{14}) = f_{14}(-32, -32) \approx 1
\]
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where

\[
\begin{bmatrix}
  a_{ij} = \\
  \begin{bmatrix}
-32 & -16 & 0 & 16 & 32 & -32 & \cdots & 0 & 16 & 32 \\
  \end{bmatrix}
\end{bmatrix}
\]

C) \( f_{15} \) (Kowalik’s Function)

\[
f_{15}(x) = \sum_{i=1}^{11} \left[ a_i - x_i (b_i^2 + b_i x_j) / b_i^2 + b_i x_j + x_4 \right]^2
\]

\(-5 \leq x_i \leq 5\), \(\min(f_{15}) = f_{15}(0.1928, 0.1908, 0.1231, 0.1358) = 0.0003075\)

Table-A1 Coefficients appearing in function \( f_{15} \)

<table>
<thead>
<tr>
<th>i</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a_i )</td>
<td>0.1957</td>
<td>0.1947</td>
<td>0.1735</td>
<td>0.1600</td>
<td>0.0844</td>
<td>0.0627</td>
<td>0.0456</td>
<td>0.0342</td>
<td>0.0323</td>
<td>0.0235</td>
<td>0.0246</td>
</tr>
<tr>
<td>( b_i^{-1} )</td>
<td>0.25</td>
<td>0.5</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>10</td>
<td>12</td>
<td>14</td>
<td>16</td>
</tr>
</tbody>
</table>

D) \( f_{18} \) to \( f_{20} \) (Shekel’s Family)

\[
f(x) = -\sum_{i=1}^{m} \left[ (x - a_i)(x - a_i)^T + c_i \right]^{-1}
\]

where

\[
x = (x_1, x_2, x_3, x_4)^T \quad 0 \leq x_j \leq 10 \quad j = 1, 2 \cdots 4
\]
$f(x)$ with $m$ equal to 5, 7 and 10, respectively, become $f_{18}$, $f_{19}$ and $f_{20}$. These three functions have 5, 7 and 10 local minima, respectively.

Table A2 Coefficients in functions, $f_{18}$ to $f_{20}$

<table>
<thead>
<tr>
<th>i</th>
<th>$a_{ij}$, $j = 1,2, \ldots, 4$</th>
<th>$c_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4 4 4 4</td>
<td>0.1</td>
</tr>
<tr>
<td>2</td>
<td>1 1 1 1</td>
<td>0.2</td>
</tr>
<tr>
<td>3</td>
<td>8 8 8 8</td>
<td>0.2</td>
</tr>
<tr>
<td>4</td>
<td>6 6 6 6</td>
<td>0.4</td>
</tr>
<tr>
<td>5</td>
<td>3 7 3 7</td>
<td>0.4</td>
</tr>
<tr>
<td>6</td>
<td>2 9 2 9</td>
<td>0.6</td>
</tr>
<tr>
<td>7</td>
<td>5 5 3 3</td>
<td>0.3</td>
</tr>
<tr>
<td>8</td>
<td>8 1 8 1</td>
<td>0.7</td>
</tr>
<tr>
<td>9</td>
<td>6 2 6 2</td>
<td>0.5</td>
</tr>
<tr>
<td>10</td>
<td>7 3.6 7 3.6</td>
<td>0.5</td>
</tr>
</tbody>
</table>
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